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#### Abstract

. In 2000, T. Uno and M. Yagiura published an algorithm that computes all the $K$ common intervals of two given permutations of length $n$ in $\mathcal{O}(n+K)$ time. Our paper first presents a decomposition approach to obtain a compact encoding for common intervals of $d$ permutations. Then, we revisit T. Uno and M. Yagiura's algorithm to yield a linear time algorithm for finding this encoding. Besides, we adapt the algorithm to obtain a linear time modular decomposition of an undirected graph, and thereby propose a formal invariant-based proof for all these algorithms.
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## 1 Introduction

T. Uno and M. Yagiura's algorithm [27] computes all the $K$ common intervals of two permutations of length $n$ in $\mathcal{O}(n+K)$ time. Therein, each genome is regarded as a permutation on a finite set of genes, and a common interval of two genomes refers to a set of genes that are consecutive on each genome. This notion formalises the concept of a gene cluster. Afterwards, F. de Montgolfier pointed out strong relationships between modules of a permutation graph and common intervals of any of its realiser (made of two permutations) [26]. This allows to define the common interval decomposition tree for this case. From recent works, the tree turns out to own some important biological meaning $[2,22]$. Particularly, common intervals help out with finding evolutionary distances between the corresponding species $[3,4,16,22]$. Finally, common intervals can be interpreted as pieces of each genome that have been conserved all along an evolutionary scenario between the involved species and their common ancestor [2].

The seminal algorithmic result on common intervals is due to T. Uno and M. Yagiura (Fig. 1). This really is a masterpiece among combinatorial algorithms as it uses a unique scan on one of the two permutations and could be seen as a sweep plane paradigm as used in computational geometry [14]. However, its correctness proof is a little hard to understand. Later, S. Heber and J. Stoye pointed out a smaller and generating sub-family, so-called the family of irreducible common intervals, and succeeded in adapting T. Uno and M. Yagiura's algorithm to find all irreducible common intervals of $d$ permutations in $\mathcal{O}(d \times n)$ time [20]. Besides, generating all the $K$ common intervals from this sub-family is in $\mathcal{O}(K)$ time [20]. While they used T. Uno and M. Yagiura's scheme as a black box, they did not give further explanations for the correctness proof.
T. Uno and M. Yagiura's general scheme:

Let Potential be an empty list
For $i=n$ down to 1 Do
(Filter): Remove all known boundaries $r$ in Potential such that for all $l \leq i,(l, r)$ is not a common interval
(Add): Add $i$ to the head of Potential
(Extract): While there still is some boundary $r$ of Potential such that $(i, r)$ is a common interval, output $(i, r)$
6. End of for

Fig. 1. A list Potential is used. It contains at each step $i$ all boundaries $r \geq i$ such that there is some $l \leq i$ with $(l, r)$ a common interval. Then, Potential is (partially) traced to output the common intervals of the form $(i, r)$. Though Potential is filtered as many time as possible, the main difficulty of this approach relies on the linear time complexity while the idea is based on a double iteration.

In this paper, we first show how T. Uno and M. Yagiura's algorithm can easily be adapted to compute in $\mathcal{O}(n)$ time a tree representation of all common intervals of two permutations on $n$ elements. As a by-product we propose a complete invariant-based proof of the algorithm, and detailed the complexity analysis. In Section 3, we generalise T. Uno and M. Yagiura's algorithm to be a central step for modular decomposition algorithms of undirected graphs. To close the paper, we discuss on the important role that this combinatorial algorithm could play in the near future.

## 2 Common Interval Decomposition

Let us denote $\mathbb{N}_{n}=\llbracket 1, n \rrbracket=\{1,2, \ldots, n\}$. A permutation $\pi$ on a finite set $V$ is regarded indifferently as a bijection from $\mathbb{N}_{|V|}$ to $V$, a total order on $V$, or a word in $V^{*}$ without multiple occurrence. The support of a factor of $\pi$ is called an interval of $\pi$, noted $\pi(\llbracket l, r \rrbracket)$ with $l, r \in \mathbb{N}_{|V|}$ its left and right boundaries. A common interval of two permutations on $V$ is interval of each (see Figure 2). There could be a quadratic number of those, e.g. when the permutations are identical. The decomposition addressed in this paper is based on the seminal works on weakly partitive families [9, 25]. Let us recall some useful formalisms.


Fig. 2. In both examples, $\sigma(\llbracket 3,6 \rrbracket)=\{5,6,7,8\}=\mathbb{1}(\llbracket 5,8 \rrbracket)$ is a common interval.

### 2.1 Combinatorial Decomposition Aspects

Let be given a finite set $V$. By convention, a member of a family $\mathcal{F} \subseteq 2^{V}$ is referred to as a subset (of $V$ ) in $\mathcal{F}$ : a subset $A$ in $\mathcal{F}$ satisfies $A \in \mathcal{F}$ while a subset $\mathcal{S}$ of $\mathcal{F}$ is such that $\mathcal{S} \subseteq \mathcal{F}$. Two subsets of $V$ overlap when none of their intersection and differences is empty. A family $\mathcal{F} \subseteq 2^{V}$ is weakly partitive if and only if $\emptyset \notin \mathcal{F}, \mathcal{F}$ contains the trivial subsets (singletons and $V$ ), and $\mathcal{F}$ is closed by intersection, union, and differences on overlapping subsets. It is partitive if weakly partitive and closed by symmetric difference on overlapping subsets $[9,25]$. A weakly partitive family can have $\mathcal{O}(n!)$ members, e.g. with $\mathcal{F}=2^{V}$.

Let $\mathcal{F} \subseteq 2^{V}$ be weakly partitive. A member $S \in \mathcal{F}$ is strong when it does not overlap any other $F \in \mathcal{F}$. The subset of $\mathcal{F}$ containing all strong members of $\mathcal{F}$ is denoted $\mathcal{S}_{\mathcal{F}}$. The members of $\mathcal{S}_{\mathcal{F}}$ can be organised by inclusion order in a tree, so-called the decomposition tree and noted $\mathcal{T}_{\mathcal{F}}$. The size of $\mathcal{T}_{\mathcal{F}}$ is $\mathcal{O}(n)$.

Theorem 1. [9, 25] Except for binary nodes, an internal node in $\mathcal{T}_{\mathcal{F}}$ satisfies one and only one of the following: (Prime node) no union of children belongs to $\mathcal{F}$, except for the node itself; (Degenerate node) all union of children belongs to $\mathcal{F}$; (Linear node) there is a children ordering such that a union of children belongs to $\mathcal{F}$ if and only if they are consecutive in this order.

Roughly, the tree $\mathcal{T}_{\mathcal{F}}$ is a (compact) encoding of $\mathcal{F}$ from which all members of $\mathcal{F}$ can easily be generated. A permutation $\sigma$ is factorising for $\mathcal{F}$ if and only if any strong subset $S \in \mathcal{S}_{\mathcal{F}}$ is an interval of $\sigma[8]$. In other words, a factorising permutation is a visit-order of the leaves of $\mathcal{T}_{\mathcal{F}}$ by a depth-first graph search. Though the following property is trivial, it yields a formal decomposition framework for common intervals. Fig. 3 exemplifies the common interval decomposition.
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Fig. 3. Common interval decomposition tree. "L" stands for Linear and "P" for Prime.

Property 1 The family $\mathcal{C I}$ of common intervals of two permutations $\sigma_{1}$ and $\sigma_{2}$ satisfies three following properties: $\mathcal{C \mathcal { I }}$ is weakly partitive; $\mathcal{T}_{\mathcal{C I}}$ has no Degenerate nodes; and both $\sigma_{1}$ and $\sigma_{2}$ are factorising.

A common interval is reducible if it is union of consecutively overlapping non-trivial common intervals, and is irreducible when not reducible [20].
Property 2 The irreducible common intervals of two permutations exactly are Prime nodes and pairs of consecutive children of Linear nodes.

Property 2 is straightforward from the definitions, and establishes a reciprocal link between the decomposition tree and irreducible common intervals. In particular, it states that one can compute in $\mathcal{O}(n)$ time the tree from this family and conversely. Both the notion of irreducibility and Property 2 can easily be generalised to any weakly partitive family.

In the following, we give an alternative for computing the common interval decomposition tree, based on the notion of right-strong intervals. Let it be emphasised that both notions of irreducibility and right-strong intervals merely are combinatorial tools to remove the term " $K$ " in the raw common intervals $\mathcal{O}(n+K)$ computing time. Fortunately, both notions can be adapted in the sweep paradigm of T. Uno and M. Yagiura's algorithm.

### 2.2 Right-Strong Intervals

Let $\sigma=\sigma_{1}$ and $\sigma_{2}$ be two permutations on $V$. Let $\mathcal{C \mathcal { I }}$ refer to the family of their common intervals. Then, $\sigma$ is factorising for $\mathcal{C I}$. W.l.o.g., from now on, intervals will stand for intervals of $\sigma$. By definition, a common interval is an interval.
Definition 1 (Right-Strong Interval). Given a factorising permutation $\sigma$ for a (weakly) partitive family $\mathcal{F} \subseteq 2^{V}$, an interval $\sigma(\llbracket i, j \rrbracket) \in \mathcal{F}$ is right-strong if and only if it does not overlap on its right any other interval of $\sigma$ that belongs to $\mathcal{F}$, namely if and only if $i<i^{\prime} \leq j<j^{\prime}$ implies $\sigma\left(\llbracket i^{\prime}, j^{\prime} \rrbracket\right) \notin \mathcal{F}$.

Roughly, a right-strong interval of $\mathcal{C \mathcal { I }}$ is a member of $\mathcal{C \mathcal { I }}$ that does not overlap any other member of $\mathcal{C I}$ on its right in the order $\sigma$. Their number is bounded by $2 \times n$ from Corollary 1 below. To formalise their computation, let us define $\operatorname{Select}(i)$ as $\forall n \geq i \geq 1$, $\operatorname{Select}(i)=$ $\{j \mid \sigma(\llbracket i, j \rrbracket)$ is a right-strong interval $\}$.
Definition 2 (Useless Boundary). While inspecting $\sigma$ from $n$ down to 1 , $\sigma(\llbracket l, r \rrbracket)$ is visited at step $i$ if $i<l$, unvisited otherwise. Then, $r \in \llbracket i, n \rrbracket$ is useless w.r.t. $i$ if none of the unvisited right-strong intervals is of the form $\sigma(\llbracket l, r \rrbracket)$.

Lemma 1. Let $m_{i}$ be the maximum boundary such that $\sigma\left(\llbracket i, m_{i} \rrbracket\right) \in \mathcal{F}$. Then, $m_{i}=\max \operatorname{Select}(i)$ and for all $i<r<m_{i+1}, r$ is useless w.r.t. $i$.

Proof. If $\sigma\left(\llbracket i, m_{i} \rrbracket\right)$ overlaps $\sigma\left(\llbracket i^{\prime}, m^{\prime} \rrbracket\right)$ on its right, then $\sigma\left(\llbracket i, m^{\prime} \rrbracket\right) \in \mathcal{F}$ (partitivity) and $m_{i}$ is not maximum. Therefore, $m_{i} \in \operatorname{Select}(i)$. Then, $m_{i}=\operatorname{maxSelect}(i)$ is trivial. Besides, for all $l<i+1 \leq r<m_{i+1}, \sigma(\llbracket l, r \rrbracket)$ overlaps $\sigma\left(\llbracket i+1, m_{i+1} \rrbracket\right)$ on its right.

Corollary 1. $|\operatorname{Select}(1)|+\ldots+|\operatorname{Select}(n)| \leq 2 \times n$.
Proof. From Lemma 1, the sets Select $(i) \backslash\{\max \operatorname{Select}(i)\}(1 \leq i \leq n)$ are pairwise disjunctive and their total cardinal is bounded by $n$.

### 2.3 Right-Strong Intervals of Two Permutations Computation

With a slight modification, namely by adding an one-line routine, T. Uno and M. Yagiura's algorithm computes in $\mathcal{O}(n)$ time the family of right-strong intervals of two permutations $\sigma=\sigma_{1}$ and $\sigma_{2}$ on $V$, where $n=|V|$. However, we will detail its correctness, since the original version is tough to understand. In this algorithm, the sets $\operatorname{Select}(i)(n \geq i \geq 1)$ are computed using a list Potential. At each iteration step $i$, this list contains the right boundaries $r \geq i$ of all unvisited right-strong intervals.

Potential is initialised as an empty list. Each iteration step $n \geq i \geq 1$ aims at removing from Potential as many useless boundaries w.r.t. $i$ as possible. However, we need some formalisms before coming to the filtering. Let $C_{2}(i, j)$ refer to the convex hull in $\sigma_{2}$ of the interval $\sigma(\llbracket i, j \rrbracket)$, i.e. $C_{2}(i, j)=\sigma_{2}(\llbracket l, r \rrbracket)$ where $l=\min \left\{k \mid \sigma_{2}(k) \in \sigma(\llbracket i, j \rrbracket)\right\}$ and $r=\max \left\{k \mid \sigma_{2}(k) \in \sigma(\llbracket i, j \rrbracket)\right\}$. We define $S_{\sigma(\llbracket i, j \rrbracket)}=C_{2}(i, j) \backslash \sigma(\llbracket i, j \rrbracket)$ as the splitter set of $\sigma(\llbracket i, j \rrbracket)$. Roughly, a splitter of an interval makes the interval not a common interval. Let $s(\sigma(\llbracket i, j \rrbracket))=\left|\mathcal{S}_{\sigma(\llbracket i, j \rrbracket)}\right|=s_{i}(j)(j \geq i)$ count the number of interval splitters. For all member $p_{j}$ of Potential, we define $\delta_{i}\left(p_{j}\right)=s_{i}\left(p_{j+1}\right)-s_{i}\left(p_{j}\right)$ if $p_{j}$ has a successor $p_{j+1}, \delta_{i}\left(p_{j}\right)=+\infty$ otherwise. Then, Theorem 2 below is fundamental and most results thereafter rely on it. However, from our standpoint, the theorem is easier to prove and most comprehensive when generalised to Theorem 4 in Section 3.1.

Property $3[27] \sigma(\llbracket i, j \rrbracket)$ is a common interval if and only if $s_{i}(j)=0$.
Theorem 2. [27] $\delta_{i}\left(p_{j}\right)<0$ implies $p_{j}$ is useless w.r.t. i.
At the beginning of step $i$, assume that some Update-Detect routine provides for any member $p_{j}$ of Potential a pointer to the value of $s_{i}\left(p_{j}\right)$. Besides, assume that this routine also outputs a list Detected of pointers to all members $p_{j}$ of Potential with $\delta_{i}\left(p_{j}\right)<0$, and possibly to some other useless boundaries w.r.t. $i$. Finally, assume that the pointed $p_{j_{1}}<\ldots<p_{j_{h}}$ are organised increasingly.

Then, Potential is filtered twice. The first filtering (Pre-Filter) is our only addition to the original algorithm to make it compute right-strong intervals instead of all common intervals. It follows from Lemma 1, which states that it is possible to move apart some useless boundaries w.r.t. $i$ even before considering $\sigma(i)$. To do this, from the previous computation of Select $(i+1)$, a pointer to $r_{0}=\max \operatorname{Select}(i+1)$ is kept. Then, members of Potential strictly before $r_{0}$ are removed. For use in Section 2.4, if some boundaries were removed, $r_{0}$ receives the mark Eaten. Those take linear time on the number of removed boundaries.

The second filtering (Customised Filter) backtracks Detected from $p_{j_{h}}$ down to $p_{j_{1}}$. Each $p_{j_{k}}$ is removed from Potential if still there. If some removing makes the next-left boundary $p^{\prime}$ have $\delta_{i}\left(p^{\prime}\right)<0, p^{\prime}$ is also removed and so on. Thus, only useless boundaries w.r.t. $i$ are removed, and all remaining boundaries have positive $\delta_{i}$. This takes linear time on the number of removed boundaries.

The boundary $i$ is then added to the head of Potential (Add). Notice that $\delta_{i}(i) \geq 0$ as $s_{i}(i)=0$. Here, the update of Potential of step $i$ is complete.

Invariant 1 After the update of step $i$, let $p_{j_{0}}$ be the first member of Potential with $s_{i}\left(p_{j_{0}}\right) \neq 0$. Then, Select $(i)=\left\{r<p_{j_{0}} \mid r\right.$ is a member of Potential $\}$.

Proof. After the update, all $p_{j}$ have $\delta_{i}\left(p_{j}\right) \geq 0$. If $r \in \operatorname{Select}(i)$, then $s_{i}(r)=0$ and $r<p_{j_{0}}$. Besides, $\sigma(\llbracket i, r \rrbracket)$ is unvisited at step $i$. Hence, $r$ still is a member of Potential, and it is strictly before $p_{j_{0}}$. Conversely, any member $r<p_{j_{0}}$ of Potential after the update hold $s_{i}(r)=0$. If $\sigma(\llbracket i, r \rrbracket)$ overlaps some $\sigma\left(\llbracket i^{\prime}, r^{\prime} \rrbracket\right)$ on its right, then $i<i^{\prime} \leq r<r^{\prime}, \sigma\left(\llbracket i^{\prime}, r \rrbracket\right) \in \mathcal{C I}, \sigma\left(\llbracket i^{\prime}, r^{\prime} \rrbracket\right) \in \mathcal{C} \mathcal{I}$ and the Pre-Filter at step $i^{\prime}$ would remove $r$ from Potential if it was still there.

Outputting Selected $(i)$ from the list Potential (Extract) follows from Invariant 1. Its computing time obviously is linear on the size of the output.

As for complexity issues, Corollary 1 and the fact that each boundary is inserted and removed exactly once in Potential imply the following.
Result 1 The right-strong intervals computing time is $\mathcal{O}(n)$ if Update-Detect runs in linear time on the size of the output Detected at each iteration step $i$.

```
T. Uno and M. Yagiura's algorithm revisited:
Let Potential be an empty list and \(\operatorname{Select}(n+1)=\emptyset\)
For \(i=n\) down to \(1 \mathbf{D o}\)
    (Update-Detect): Collect all known useless boundaries w.r.t. \(i\)
    (Pre-Filter): If there are some \(r<r_{0}(=\max \operatorname{Select}(i+1))\) in
        Potential, remove them and mark \(r_{0}\) as Eaten
    (Customised Filter): Remove all known useless boundaries w.r.t. \(i\)
    (Add): Add the boundary \(i\) to the head of Potential
    (Extract): Find the right-most \(r_{q}\) in Potential with \(s_{i}\left(r_{q}\right)=0\)
        and output Select \((i)=\left\{r_{1} \ldots r_{q}\right\}\)
8. End of for
```

Fig. 4. A sketch of the computation of right-strong intervals of two permutations.

The Update-Detect routine in the case of common intervals can be implemented as follows [27]. Let Potential $=\left[p_{1}(=i+1), \ldots, p_{l}\right]$ at the beginning of step $i$. The routine aims at updating two lists Min $=\left[\operatorname{Min}_{1}, \ldots\right.$, Min $\left._{s}\right]$ and $\operatorname{Max}=\left[\operatorname{Max}_{1}, \ldots\right.$, Max $\left._{t}\right]$. Each $\operatorname{Min}_{j}$ is a boundary between 1 and $n$ with two pointers first $\left(M i n_{j}\right)$ and last $\left(M i n_{j}\right)$ to two members of Potential. All $p_{j}$ between these two members have to satisfy $\operatorname{Min}_{j}=\min \left\{k \mid \sigma_{2}(k) \in \sigma\left(\llbracket i, p_{j} \rrbracket\right)\right\}$. It is analogous for Max. Besides, each member $p_{j}$ of Potential has two pointers $\operatorname{Min}\left(p_{j}\right)$ and $\operatorname{Max}\left(p_{j}\right)$ to the corresponding members of Min and Max. By supposing $V=\llbracket 1, n \rrbracket$, computing $s_{i}\left(p_{j}\right)$ from this data structure is in $\mathcal{O}(1)$ time.

Let Min $=\left[M_{i n}^{\prime}, \ldots, M i n_{s^{\prime}}^{\prime}\right]$ and $\operatorname{Max}=\left[\operatorname{Max}_{1}^{\prime}, \ldots, M a x_{t^{\prime}}^{\prime}\right]$ at the beginning of step $i$. Suppose inductively that $C_{2}\left(i+1, p_{j}\right)=\sigma_{2}\left(\llbracket \operatorname{Min}\left(p_{j}\right), \operatorname{Max}\left(p_{j}\right) \rrbracket\right)$ for all $p_{j}$ and that Min, resp. Max, is strictly decreasing, resp. increasing. Notice that $\sigma_{2}\left(\operatorname{Min}_{1}^{\prime}\right)=\sigma_{2}\left(M a x_{1}^{\prime}\right)=\sigma(i+1)$. Now, $i^{\prime}$ with $\sigma_{2}\left(i^{\prime}\right)=$ $\sigma(i)$ can be obtained in $\mathcal{O}(1)$ time. Then, either $i^{\prime}<M i n_{1}^{\prime}$ and Max will be unchanged, or $M a x_{1}^{\prime}<i^{\prime}$ and Min unchanged. We trace Min, resp. Max, from $j=1$ until finding the first $j^{*}$ with $M i n_{j^{*}}^{\prime} \leq$ $i^{\prime}<M a x_{1}^{\prime}$, resp. $M i n_{1}^{\prime}<i^{\prime} \leq M a x_{j^{*}}^{\prime}$. Notice that $j^{*}>1$ and let $p_{j_{0}}=\operatorname{first}\left(M i n_{j^{*}-1}^{\prime}\right)$, resp. $p_{j_{0}}=\operatorname{first}\left(M a x_{j^{*}-1}^{\prime}\right)$. The index $j_{0}$ for members of Potential can be much higher than the index $j^{*}$ for members of Min or Max.

Lemma 2. [27] $p_{j}$ is useless w.r.t. $i$ if $s_{i}\left(p_{j}\right)-s_{i+1}\left(p_{j}\right)>s_{i}\left(p_{j+1}\right)-s_{i+1}\left(p_{j+1}\right) \geq 0$.
Invariant 2 (equivalent to Lemma 2) $p_{j}$ with $1 \leq j<j_{0}$ is useless w.r.t. $i$.
W.l.o.g. $M i n_{j^{*}}^{\prime} \leq i^{\prime}<M a x_{1}^{\prime}$, we set $M i n_{j^{*}-1}^{\prime}$ to $i^{\prime}$; point first $\left(M i n_{j^{*}-1}^{\prime}\right)$ to $p_{1}$; and for all $1 \leq j<j_{0}$, point $\operatorname{Min}\left(p_{j}\right)$ to $\operatorname{Min}_{j^{*}-1}^{\prime}$. Thus, each $p_{j}$ is such that $C_{2}\left(i, p_{j}\right)=\sigma_{2}\left(\llbracket \operatorname{Min}\left(p_{j}\right), \operatorname{Max}\left(p_{j}\right) \rrbracket\right)$. It is trivial to maintain this fact after the insertions and deletions in Potential by some simple updates on the data structure. Hence, the inductive hypothesis for the next step holds. Finally, we define the list Detected of pointers to respectively $p_{1}<\ldots<p_{j_{0}-1}$. Now, the only member of Potential where $\delta_{i}$ can be negative that is not pointed by Detected is $p_{j_{1}}=\operatorname{last}\left(M i n_{j^{*}-1}\right)$. Thus, if $\delta_{i}\left(p_{j_{1}}\right)<0$, we add a pointer to $p_{j_{1}}$ to the end of Detected. Then, the routine outputs Detected. The running time of this routine is $\mathcal{O}\left(j_{0}+j^{*}\right)=\mathcal{O}\left(j_{0}\right)=\mathcal{O}(\mid$ Detected $\mid)$.

The running of the whole algorithm is exemplified in Figure 5.
Result 2 Right-strong intervals of two permutations computing time is $\mathcal{O}(n)$.
Remark 1. Ideally, at each iteration step $i$, Potential would contain only the right boundaries $r \geq i$ of all unvisited right-strong intervals. Could this somehow be proven ?

### 2.4 Common Interval Decomposition of Two Permutations

After computing the right-strong intervals, a sweep from left-to-right in a symmetric manner generates the strong common intervals in $\mathcal{O}(n)$ time. We recall that those are the nodes of the decomposition tree. Moreover, the sweep organises these nodes by interval inclusion, i.e. filial order in the tree. Hence, constructing the tree is in $\mathcal{O}(n)$ time. Then, the labelling can be in $\mathcal{O}(n)$ time using the following remarks. Since there are only Prime and Linear nodes, the strong common intervals that are marked Eaten by the Pre-Filter routine in the right-strong intervals computation also have this mark in the left-strong intervals computation. Furthermore, the nodes with the mark Eaten are Linear, the others are Prime.

Finally, Property 3, Theorem 2, and Lemma 2 can easily be generalised to the case of $d$ permutations if one replaces $C_{2}\left(i, p_{j}\right)$ with $C_{j}=\mathcal{S}_{\sigma\left(\llbracket i, p_{j} \rrbracket\right)} \uplus \sigma\left(\llbracket i, p_{j} \rrbracket\right)=\cup_{h=2}^{d} C_{h}\left(i, p_{j}\right)$. Then, at each iteration step $i$ in the new Update-Detect routine, one has to maintain $C_{j}$ for any member $p_{j}$ of Potential rather than just $C_{2}\left(i, p_{j}\right)$. The hitch lays on the fact that $C_{h}\left(i, p_{j}\right)(2 \leq h \leq d)$ are not pairwise disjunctive. However, as an element $\sigma\left(i^{\prime}\right)$ can be added to some $C_{h}\left(i^{\prime \prime}, p_{j}^{\prime \prime}\right)$ only once throughout the computation, the total maintenance can be done in $\mathcal{O}(d \times n)$ time.

Result 3 The common interval decomposing time of $d$ permutations is $\mathcal{O}(d \times n)$.

| $\sigma_{2}(i)=\mathbb{1}$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\sigma(i)$ | 3 | 1 | 5 | 6 | 7 | 8 | 2 | 9 | 4 |
| $i$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
| Negative | - | 6 | - | - | - | - | 8 | - | - |
| Detected | 2 | 6 | - | - | - | 7 | 8 | - | - |
| Select $(i+1)$ | 2 | 3,6 | 4,6 | 5,6 | 6 | 7 | 8 | 9 | - |
| removed by | - | 3 | 4 | 5 | - | - | - | - | - |
| Pre-Filter | 2 | 6 | - | - | - | 7 | 8 | - | - |
| removed by <br> Customised Filter |  |  |  |  |  |  |  |  |  |
| Potential | 1,9 | 2,9 | $3,6,9$ | $4,6,9$ | $5,6,9$ | 6,9 | 7,9 | 8,9 | 9 |
| Select $(i)$ | 1,9 | 2 | 3,6 | 4,6 | 5,6 | 6 | 7 | 8 | 9 |

Fig. 5. The values of some variables at the end of step $i$ of the right-strong intervals computation on the instance of Fig. 3. We define Negative containing all member $p_{j}$ of Potential at the beginning of step $i$ with $\delta_{i}\left(p_{j}\right)<0$.

## 3 Modular Decomposition

Let be given a loopless simple undirected graph $G=(V, E)$ with $n=|V|$ and $m=|E|$. A vertex $v \in V \backslash X$ exterior to a non-empty vertex subset $X$ is adjacent to $X$ if and only if it is adjacent to each vertex of $X$, non-adjacent to $X$ if and only if non-adjacent to each vertex of $X$. In both cases, $v$ is uniform to $X . X$ is a module of $G$ if all its exterior vertices are uniform to $X$. Any exterior vertex that is not uniform to $X$ is defined as a splitter of $X$. Roughly, the family $\mathcal{M}$ of modules of $G$ refers to the set of subgraphs of $G$ that behave as one single vertex. It is well-known that $\mathcal{M}$ is partitive [9, 25].

Finding efficient algorithms for computing $\mathcal{T}_{\mathcal{M}}$ from $G$ has been an important challenge of the last two decades $[7,8,10,11,13,18,24,26]$. This results in several algorithms reaching linear time performance. The factorising permutations of a graph refer to the ones of the family of its modules. Obtaining one such permutation is in linear time for chordal graphs [21], and inheritance graphs [17]. Recently, for arbitrary graphs, this has also been solved in linear time [18]. The decomposition approach conducted by C. Capelle [7] is as follows. First find a factorising permutation [18], then construct the modular decomposition tree [8]. Both computations run in $\mathcal{O}(n+m)$ time even if the latter $[8]$ is somewhat heavily fathered.

There is a link between modular decomposition and common interval decomposition as follows.
Theorem 3. [26] Each permutation of the realiser of a permutation graph is factorising for the family of modules of the graph.

Corollary 2. The family $\mathcal{C I}$ of common intervals of two permutations is included in the family $\mathcal{M}$ of modules of the permutation graph that realises this pair of permutations. Furthermore, $\mathcal{C} \mathcal{I}$ and $\mathcal{M}$ share the same strong subsets, namely $\mathcal{S}_{\mathcal{C I}}=\mathcal{S}_{\mathcal{M}}$. Finally, $\mathcal{T}_{\mathcal{C I}}$ is the same as $\mathcal{T}_{\mathcal{M}}$ where Degenerate labels are replaced by Linear labels.

Proof. directly follows from Theorem 3.


Fig. 6. i. an instance $G$ of permutation graphs. ii. one of the realisers of $G$.

From Corollary 2, the algorithm of the previous section is equivalent to a $\mathcal{O}(n)$ time modular decomposition algorithm for a permutation graph given by one realiser, yet $m=\theta\left(n^{2}\right)$. In this section, given a factorising permutation $\sigma$, we compute the modular decomposition tree of $G$. Let us first adapt Property 3 and Theorem 2.

### 3.1 Submodularity on the Size of the Splitter Sets

Let $\mathcal{S}_{X}$ refer to the splitter set of a vertex subset $X \neq \emptyset$ and $s(X)=\left|\mathcal{S}_{X}\right|$ count the number of its splitters. We extend $s(\emptyset)=-n$. Property 4 and Corollary 3 below are our graph versions of respectively Property 3 and Theorem 2.

Property $4 \sigma(\llbracket i, j \rrbracket)$ is a module if and only if $s_{i}(j)=s(\sigma(\llbracket i, j \rrbracket))=0$.
Definition 3 (Submodularity). (see e.g. [28]) A set function $\mu: 2^{V} \rightarrow \mathbb{R}$ is submodular when $\mu(X)+\mu(Y) \geq \mu(X \cup Y)+\mu(X \cap Y)$, for all $X, Y \subseteq V$.

Theorem 4 (Submodularity). The function $s$ counting the splitters of modules of a graph is submodular.

Proof. Since $s(\emptyset)=-n$ and $s(X) \leq n$ for $X \subseteq V$ non-empty, the only tricky issue consists of proving the submodular inequality for a pair $(X, Y)$ of overlapping subsets of $V$. To do this,
we first notice that $\mathcal{S}_{X \cap Y}=\left(\mathcal{S}_{X \cap Y} \backslash Y, \mathcal{S}_{X \cap Y} \cap Y\right)$. Besides, $\mathcal{S}_{X \cup Y}=\left(\mathcal{S}_{X \cup Y} \backslash \mathcal{S}_{X}, \mathcal{S}_{X \cup Y} \cap \mathcal{S}_{X}\right)$ can be reduced by definition of splitters to $\mathcal{S}_{X \cup Y}=\left(\mathcal{S}_{X \cup Y} \backslash \mathcal{S}_{X}, \mathcal{S}_{X} \backslash(X \cup Y)\right)$. Similarly, $\mathcal{S}_{Y}=$ $\left(\mathcal{S}_{Y} \backslash \mathcal{S}_{X \cap Y}, \mathcal{S}_{X \cap Y} \backslash Y\right)$. Finally, $\mathcal{S}_{X}=\left(\mathcal{S}_{X} \backslash Y,\left(\mathcal{S}_{X} \cap Y\right) \backslash \mathcal{S}_{X \cap Y},\left(\mathcal{S}_{X} \cap Y\right) \cap \mathcal{S}_{X \cap Y}\right)$ can be reduced to $\mathcal{S}_{X}=\left(\mathcal{S}_{X} \backslash(X \cup Y),\left(\mathcal{S}_{X} \cap Y\right) \backslash \mathcal{S}_{X \cap Y}, \mathcal{S}_{X \cap Y} \cap Y\right)$. Hence, $\left|\mathcal{S}_{X}\right|+\left|\mathcal{S}_{Y}\right|-\left|\mathcal{S}_{X \cup Y}\right|-\left|\mathcal{S}_{X \cap Y}\right|=$ $\left|\left(\mathcal{S}_{X} \cap Y\right) \backslash \mathcal{S}_{X \cap Y}\right|+\left|\mathcal{S}_{Y} \backslash \mathcal{S}_{X \cap Y}\right|-\left|\mathcal{S}_{X \cup Y} \backslash \mathcal{S}_{X}\right|$.

To achieve proving the lemma, we prove that $\mathcal{S}_{Y} \backslash \mathcal{S}_{X \cap Y} \supseteq \mathcal{S}_{X \cup Y} \backslash \mathcal{S}_{X}$. Indeed, let $v \in \mathcal{S}_{X \cup Y} \backslash \mathcal{S}_{X}$. Then, $v$ is exterior to $X$ and is uniform to $X$. By symmetry, we suppose w.l.o.g. that $v \in N_{X}$. Since $X \cap Y \neq \emptyset$, there exists $w \in X \cap Y$ with $(v, w) \in E$. Now, $v$ is a splitter of $X \cup Y$, implying $u \in Y \backslash X$ such that $(v, u) \notin E$. Hence, $v \in \mathcal{S}_{Y}$. It is trivial by $v \in N_{X}$ that $v \notin \mathcal{S}_{X \cap Y}$.

Corollary 3. Let $i \leq p_{j}<p_{j+1}$, and $\delta_{i}\left(p_{j}\right)=s_{i}\left(p_{j+1}\right)-s_{i}\left(p_{j}\right)$. Then, $\delta_{i}\left(p_{j}\right)<0$ implies there is no $k \leq i$ such that $\sigma\left(\llbracket k, p_{j} \rrbracket\right)$ is a module.

Proof. If $\delta_{i}\left(p_{j}\right)<0$, then the submodularity on the subsets $\sigma\left(\llbracket k, p_{j} \rrbracket\right)$ and $\sigma\left(\llbracket i, p_{j+1} \rrbracket\right)$ for all $k \leq i$ implies that $s_{k}\left(p_{j}\right)>s_{k}\left(p_{j+1}\right) \geq 0$.

### 3.2 Modular Decomposition Algorithm

Except for the Update-Detect routine and for labelling the decomposition tree, the previous scheme can easily be adapted to the case of modules. As the Update-Detect routine in this case uses a particular data structure, its whole implementation will be depicted in Section 3.3 below. The routine computes at each step $i$ in $\mathcal{O}(d(i))$ with $d(i)$ the degree of the vertex $\sigma(i)$. Thus, the nonlabelled tree is found in $\mathcal{O}(n+m)$ time. Now, it is well-known that a modular decomposition tree has no Linear nodes, and its Degenerate nodes are divided into Serial - adjacency guaranteed between all children - and Parallel - non-adjacency between all children [9, 25]. Then, by analogous remarks as in Section 2.4, nodes with the mark Eaten are Degenerate, others are Prime. Furthermore, thanks to Adjacency marks (see the Update-Detect routine in Appendix 3.3), we can differ Serial from Parallel nodes.

Result 4 The modular decomposition is solved in $\mathcal{O}(n+m)$ time for any graph.
There exists a $\mathcal{O}(n)$ time common interval decomposition algorithm of two permutations [23]. However, the algorithm therein is not that simple and relies on a rather sophisticated algorithm [12]. Moreover their approach is not extended to general modular decomposition. To this aim one could use the algorithm proposed in [8]. However, this latter produces a rather heavy sequence of trees. On the other hand, our approach uses a unique paradigm for both computations of common interval and modular decomposition tree, and not only we unify the two corresponding domains but also provide very efficient elementary algorithms.

### 3.3 The Update-Detect routine for Modular Decomposition

Let be given a graph $G=(V, E)$ along with a factorising permutation $\sigma$. Let $N_{X}$, resp. $\bar{N}_{X}$, refers to the set of adjacent, resp. non-adjacent, vertices to $X$. Then, we here implement the Update-Detect routine to be used for modular decomposition. Let us recall what has to be done in this routine.

Let $\left[p_{1}, p_{2}, \ldots, p_{k}\right]$ be the value of Potential at the beginning of iteration step $i$. After the computation of Update-Detect, from each $p_{j}$, one has to be able to compute the value of $s_{i}\left(p_{j}\right)$ or $\delta_{i}\left(p_{j}\right)$ in $\mathcal{O}(1)$ time. Besides, the routine is to outputs a list Detected of pointers to all members $p_{j}$
of Potential with $\delta_{i}\left(p_{j}\right)<0$, plus some other useless boundaries w.r.t. $i$. In this case of modular decomposition, we will compute Detected such that the pointed boundaries are exactly those that have a strictly negative $\delta_{i}$. Finally, Detected has to organise increasingly the pointed boundaries $p_{j_{1}}<\ldots<p_{j_{h}}$.

To obtain this, we need another data structure from the one used in the common interval decomposition. Our implementation aims at a $\mathcal{O}(n+m)$ decomposition time, and follows the rule: each step $i$ only considers the neighbourhood of $\sigma(i)$. Some notions have to be introduced.

Let $N_{i, j}$ and $\bar{N}_{i, j}$ refer to $N_{\sigma(\llbracket i, j \rrbracket)}$ and $\bar{N}_{\sigma(\llbracket i, j \rrbracket)}$ for short. Let $\left[p_{1}^{\prime}, \ldots, p_{l}^{\prime}\right]$ be the value of Potential at the end of step $i$ in the selection phase. Then, the fact that $p_{1}^{\prime}(=i)<\ldots<p_{l}^{\prime}$ implies $N_{i, p_{1}^{\prime}} \supseteq \ldots \supseteq N_{i, p_{l}^{\prime}}$. Therefore, the neighbourhood of $\sigma(i)$ in $G$ can be partitioned into $l$ neighbour wings $N_{i, i}=\left(N W_{i, p_{1}^{\prime}}, \ldots, N W_{i, p_{l}^{\prime}}\right)$, where each neighbour wing is defined as $N W_{i, p_{j}^{\prime}}=$ $N_{i, p_{j}^{\prime}} \backslash N_{i, p_{j+1}^{\prime}}$ for all $1 \leq j \leq l$ and $N_{i, p_{(l+1)}^{\prime}}=\emptyset$. The definition of the non-neighbour wings such that $\bar{N}_{i, i}=\left(\bar{N} W_{i, p_{1}^{\prime}}, \ldots, \bar{N} W_{i, p_{l}^{\prime}}\right)$ is analogous. Then, the level $L_{i, p_{j}^{\prime}}$ is defined as $L_{i, p_{j}^{\prime}}=N W_{i, p_{j}^{\prime}} \uplus \bar{N} W_{i, p_{j}^{\prime}}$. We define $H_{i}=\{\sigma(i)\}$ and trivially deduce that $V=\left(L_{i, p_{1}^{\prime}}, \ldots, L_{i, p_{l}^{\prime}}, H_{i}\right)$. The level threshold does not depend on $i$ and is defined as $\theta\left(p_{j}^{\prime}\right)=p_{j+1}^{\prime}-p_{j}^{\prime}$ for all $1 \leq j \leq l$ and $p_{l+1}^{\prime}=p_{l}^{\prime}$. Notice that its obtaining does not require any data structure since it can be directly computed from $p_{j}^{\prime}$ and its successor in $\mathcal{O}(1)$ time.

Property $5 s_{i}\left(p_{j}^{\prime}\right)=n-\left(\left|\llbracket i, p_{j}^{\prime} \rrbracket\right|+\left|N_{i, p_{j}^{\prime}}\right|+\left|\bar{N}_{i, p_{j}^{\prime}}\right|\right)$ for all $1 \leq j \leq l$.
Proof. a splitter of a vertex subset is an exterior non-uniform vertex.
Corollary 4. $\delta_{i}\left(p_{j}^{\prime}\right)=s_{i}\left(p_{j+1}^{\prime}\right)-s_{i}\left(p_{j}^{\prime}\right)=\left|L_{i, p_{j}^{\prime}}\right|-\theta\left(p_{j}^{\prime}\right)$ for all $1 \leq j \leq l$.
Proposition 1. A data structure representing $V=\left(L_{i, p_{1}^{\prime}}, \ldots, L_{i, p_{l}^{\prime}}, H_{i}\right)$ with respect to partition refinements techniques [19] allows to implement the Update-Detect routine for graph modules to compute in $\mathcal{O}\left(\left|N_{i, i}\right|\right)$ time per step $i$.

Indeed, from Corollary 4 , the value of $\operatorname{delta}\left(p_{j}^{\prime}\right)=\delta_{i}\left(p_{j}^{\prime}\right)$ can be obtained in $\mathcal{O}(1)$ from the one of $\left|L_{i, p_{j}^{\prime}}\right|$. According to this, we use the partition refinement techniques [19] to maintain the partition of $V$ into $V=\left(L_{i, p_{1}^{\prime}}, \ldots, L_{i, p_{l}^{\prime}}, H_{i}\right)$ at the end of each step $i$.

Let us assume a partition refinement function Refine, which takes as input a pivot set $\mathrm{S} \subseteq V$ and a data structure P representing a partition of $\left(X_{1}, \ldots, X_{p}\right)$. Each $X_{i}(1 \leq i \leq q)$ has a pointer $\operatorname{Size}\left(X_{i}\right)$ to its cardinal. Then, Refine(S, P) proceeds in $\mathcal{O}(|\mathrm{S}|)$ and splits any $X_{i}$ with $X_{i} \cap \mathrm{~S} \neq \emptyset$ to an intersection subset $I_{i}=X_{i} \cap \mathrm{~S}$ and a different subset $D_{i}=X_{i} \backslash \mathrm{~S}$. The two subsets has pointers to each other. The details of Refine are in [19].

We then define a data structure holding the following. At the beginning of each step $i$, besides the list Potential $=\left[p_{1}, \ldots, p_{k}\right]$, a data structure Partition is maintained with respect to the partition refinement techniques to represent Partition $=\left(N_{p_{1}}, \bar{N}_{p_{1}}, \ldots, N_{p_{k}}, \bar{N}_{p_{k}}, H\right)$. Each $p_{j}$ points to both $N_{p_{j}}$ and $\bar{N}_{p_{j}}$. The pointer delta $\left(p_{j}\right)$ does not exists: it is replaced by the addition of $\operatorname{Size}\left(N_{p_{j}}\right)$ and $\operatorname{Size}\left(\bar{N}_{p_{j}}\right)$, to which $p_{j}$ can access in $\mathcal{O}(1)$ time.

Now, an inductive hypothesis provides $N_{p_{j}}=N W_{i+1, p_{j}}, \bar{N}_{p_{j}}=\bar{N} W_{i+1, p_{j}}$ and $H=H_{i+1}$. We will prove the inductive hypothesis for the next step by describing the Update-Detect routine.

To begin with, $\{\sigma(i)\}$ can be removed from Partition with a call to Refine $(\{\sigma(i)\}$, Partition). Indeed, there only is one single intersection subset $H T \operatorname{emp}=\{\sigma(i)\}$, which is temporally stored apart. All the remaining is redefined Partition, where any member (wings or $H$ ) is the old one
excluded $\sigma(i)$. This takes $\mathcal{O}(1)$ time. Besides, an empty $N_{i}^{\prime}$ is created with a pointer $\operatorname{Size}\left(N_{i}^{\prime}\right)$ to 0 , as well as an empty ${\overline{N^{\prime}}}_{i}$ with $\operatorname{Size}\left(\overline{N^{\prime}}{ }_{i}\right)$ to another 0 . Furthermore, Modified is initialised to be an empty list (of pointers). This takes $\mathcal{O}(1)$ time.

After this, Refine ( $N_{i, i}$, Partition) is called with some extra rules. When it splits a neighbour wing $N_{p_{j}}=N_{i+1, p_{j}} \backslash N_{i+1, p_{j+1}} \backslash\{\sigma(i)\}$ in Partition into two subsets, it also perform the following. First, as the intersection subset holds $N_{p_{j}} \cap N_{i, i}=N_{i, p_{j}} \backslash N_{i, p_{j+1}}$, the old neighbour wing in Partition is replaced by this. Second, as the difference subset $N_{p_{j}} \backslash N_{i, i}=L_{p_{j}}^{1} \cap \bar{N}_{i, i}$ is included in $\bar{N}_{i, i} \backslash \bar{N}_{i, p_{1}}$, it is concatenated to ${\overline{N^{\prime}}}_{i}$ and the involved pointers Size are updated. Last, a pointer to $p_{j}$ is added to the end of the list Modified. It is analogous when a non-neighbour wing $\bar{N}_{p_{j}}=\bar{N}_{i+1, p_{j}} \backslash \bar{N}_{i+1, p_{j+1}} \backslash\{\sigma(i)\}$ is split since the difference subset holds $\bar{N}_{p_{j}} \backslash N_{i, i}=\bar{N}_{p_{j}} \cap \bar{N}_{i, i}=$ $\bar{N}_{i, p_{j}} \backslash \bar{N}_{i, p_{j+1}}$ and the other holds $\bar{N}_{p_{j}} \cap N_{i, i} \subseteq N_{i, i} \backslash N_{i, p_{1}}$. When splitting $H$, we replaced it by HTemp $=\{\sigma(i)\}$, and concatenate $H \cap N_{i, i}$ to $N_{i}^{\prime}$ and $H \backslash N_{i, i}$ to $\overline{N_{i}^{\prime}}$. All these operations are in $\mathcal{O}(1)$ time per splitting operation. Therefore, the refinement is in $\mathcal{O}\left(\left|N_{i, i}\right|\right)$. At this point, the value $\left(N N_{p_{1}}, \overline{N N}_{p_{1}} \ldots, N N_{p_{k}}, \overline{N N}_{p_{k}}, H H\right)$ of Partition holds $N N_{p_{j}}=N W_{i, p_{j}}, \overline{N N}_{p_{j}}=\bar{N} W_{i, p_{j}}$, and $H H=H_{i}$. Thus, acceding to $\left|L_{i, p_{j}}\right|-\theta\left(p_{j}\right)=\operatorname{Size}\left(N N_{p_{j}}\right)+\operatorname{Size}\left(\overline{N N}_{p_{j}}\right)-\left(p_{j+1}-p_{j}\right)=\delta_{i}\left(p_{j}\right)$ from each $p_{j}$ takes $\mathcal{O}(1)$ time, which is one of the two main results of Update-Detect. Now, we deduce by elimination that $N_{i}^{\prime}=N_{i, i} \backslash N_{i, p_{1}}$ and $\bar{N}_{i}=\bar{N}_{i, i} \backslash \bar{N}_{i, p_{1}}$. Therefore, the routine outputs $\mathbf{s}=\operatorname{Size}\left(N_{i}^{\prime}\right)+\operatorname{Size}\left(\overline{N^{\prime}} i\right)-\left(p_{1}-i\right)=s_{i}(i+1)$ for further use in the Add routine.. This takes $\mathcal{O}(1)$ time.

Finally, it is obvious to state that Modified contains the pointers to all $p_{j}$ such that $\delta_{i+1}\left(p_{j}\right)=$ $\delta_{i}\left(p_{j}\right)$. Therefore, Detected is a sublist of Modified since $\delta_{i}$ is positive elsewhere. Besides, the pointed boundaries by Modified are increasing since Partition has a specific order of increasing levels (the increasing monotonicity of boundaries pointed by Modified is not necessarily strict though: a boundary might be introduced twice when either $N_{p_{j}}$ and $\bar{N}_{p_{j}}$ have been split). Hence, obtaining Detected by tracing Modified is straightforward in $\mathcal{O}(\mid$ Modified $\mid)=\mathcal{O}\left(\left|N_{i, i}\right|\right)$. This is the second of the two main results of Update-Detect.

Now, we have to prove the inductive hypothesis for the next step. To obtain this, the filtering routines (Pre-Filter, Customised Filter) have to perform some extra works: when a boundary $p_{j}$ is removed, if it predecessor $p_{j-1}$ in Potential exists, we concatenate the involved neighbour wings with respect to $N_{i, p_{j-1}} \backslash N_{i, p_{j+1}}=N_{i, p_{j-1}} \backslash N_{i, p_{j}} \uplus N_{i, p_{j}} \backslash N_{i, p_{j+1}}$. It is similar for the involved non-neighbour wings. If $p_{j}$ is at the head of Potential, the wings are concatenated to $N_{i}^{\prime}$ and $\overline{N^{\prime}}{ }_{i}$. Besides, the values of delta have to be updated accordingly. If $p_{j}$ is at the head of Potential, delta $\left(p_{j}\right)$ is added to s so that we always have $\mathrm{s}=s_{i}\left(p_{j}\right)$ with $p_{j}$ at the head of Potential. The cost of each removing still is $\mathcal{O}(1)$. Besides, for use in Section 3.2, when the Pre-Filter removes some $r<r_{0}(=\operatorname{maxSelect}(i+1))$ and gives $r_{0}$ the mark Eaten, we mark $r_{0}$ as Adjacency if and only if $N W_{i, r}$ is not empty. Notice that either $N W_{i, r}$ is not empty and $\bar{N} W_{i, r}$ is empty or $N W_{i, r}$ is empty and $\bar{N} W_{i, r}$ is not empty. This helps distinguishing Serial from Parallel nodes. Finally, when the Add routine inserts $i$ to the head of Potential, it also has to insert $N_{i}^{\prime}$ and ${\overline{N^{\prime}}}_{i}$ to the head of Partition, and make $i$ point to both of them. Let $p_{1}=i$ and $p_{2}$ be the two first members of Potential at this state, the Add routine uses the value of $\mathbf{s}=s_{i}\left(p_{2}\right)=\delta_{i}\left(p_{1}\right)$ to create the pointer $\operatorname{delta}\left(p_{1}\right)$ for this boundary $p_{1}=i$. The cost of the Add routine still is $\mathcal{O}(1)$. By doing so, it is straightforward to deduce the inductive hypothesis for the next step.

As for complexity issues, at each step $i$, the computing time of the Update-Detect routine is $\mathcal{O}\left(\left|N_{i, i}\right|\right)$ as explained in the above.

## 4 Conclusion and Perspectives

Our results are based on a gateway between both algorithms on permutations and those on graphs. We show the importance of graph layout approaches, e.g. with factorising permutations. Besides, whenever some analogous versions of Property 3 and Theorem 2 are provided, T. Uno and M. Yagiura's algorithm can easily be generalised for any weakly partitive family. Thus, the use of this algorithm would be an important crux for designing future algorithms. Indeed, it would be interesting to adopt the same philosophy conducted throughout our paper to other combinatorial problems such as decomposition into "inheritance-blocks" of an inheritance graph in $\mathcal{O}(n+m)$ time, which would yield an alternative to the algorithms proposed in $[6,7,17]$. Besides, it would also be fruitful to apply the same philosophy on modular decomposition in $\mathcal{O}(n)$ time of a bounded tolerance graph - trapezoid graph with solely parallelograms [5,15] - when an intersection model is provided. Then, it would be very interesting to have a $\mathcal{O}(n)$ modular decomposition time for an interval or trapezoid graph on one of its intersection model, which would give interesting links to works on gene-teams [1].
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