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aInria, Univ Lyon, Université Lyon 1, CNRS UMR 5208, Institut Camille Jordan, 43
Bd. du 11 novembre 1918, F-69200 Villeurbanne Cedex, France.
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Abstract

In this paper, we propose a mathematical model describing the dynamics
of hematopoietic stem cell (HSC) population during the cell-cycle. We take
into account the spatial diffusion in the bone marrow. We consider for each
cell, during its cell-cycle, which is a series of events that take place in the cell
leading to its division, two main phases: quiescent phase and dividing phase.
At the end of dividing phase, each cell divides and gives two daughter cells. A
part of these daughter cells enters to the quiescent phase and the other part
returns to the proliferating phase to divide again. Then, we obtain two non-
linear age-space-structured partial differential equations. Using the method
of characteristics, we reduce this system to a coupled reaction-diffusion equa-
tion and difference one containing a nonlocal spatial term and a time delay.
We start by studying the existence, uniqueness, positivity and boundedness
of solutions for the reduced system. We then investigate the stability anal-
ysis and obtain a threshold condition for the global asymptotic stability of
the trivial steady state by using a Lyapunov functional. We also obtain a
sufficient condition for the existence and uniqueness of positive steady state
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by using the method of lower and upper solutions. Finally, we investigate
the questions of persistence of the solution of the system when the trivial
steady state is unstable.

Keywords: Age-space-structured PDE, Reaction-diffusion system with
delay, Difference equation, Dirichlet boundary condition, Existence and
uniqueness of positive steady state, Cell population dynamics
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1. Introduction

The cell-cycle is a series of tightly regulated molecular events controlling
DNA replication and mitosis, producing two new daughter cells from a single
parent cell [1]. Hematopoietic stem cells (HSCs) are undifferentiated cells
that give rise to all types of blood lineage progenitors and the corresponding
terminal differentiated blood cells: red blood cells, white blood cells, and
platelets. This process is called hematopoiesis. The HSCs are located in the
bone marrow before the mature blood cells enter the blood stream. They
also have the ability to produce similar HSCs with the same maturity level
(self-renewal). We consider that the cell-cycle is divided to two main phases:
quiescent phase (or G0-phase) and dividing phase (or proliferating phase).
Cells in the quiescent phase can stay their entire life [2, 3]. However, in the
proliferating phase cells are committed to undergo cell division a finite time
later (this time was estimated between 1.4 and 4.3 days, [4, 2, 3]). Usually,
90% of HSCs are in the quiescent phase [5], while the remaining 10% are
in the proliferating phase and committed to divide during mitosis at the
end of this phase. After the division, each cell gives birth to two daughter
cells which, either enter into the quiescent phase (long-term proliferation) or
return to the proliferating phase (short-term proliferation) to divide again
(see [6, 7, 8]).

To the best of our knowledge, the first mathematical model for HSC dy-
namics was introduced by Mackey [9] in 1978. Mackey’s model is a sys-
tem of two delay differential equations, to account for proliferating and
quiescent HSC populations. This model has been analyzed in detail by
[9, 10], and it has been applied to the study of hematopoietic dynamical
disorders, characterized by significant oscillations of blood cell counts (see
[11, 12, 13, 14, 15, 10, 16, 3, 17] and the references therein). In all these
works, only the long-term proliferation was taken into account, that is, all
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dividing cells at mitosis were assumed to enter directly to the quiescent phase.
Yet, to be more realistic, one has to take also into account the short-term
proliferation, in which a fraction of HSCs are always active in the cell-cycle
and can induce a rapid proliferation of blood cells.

In [18], Adimy et al. studied a mathematical model for HSC dynamics
taking into account the long- and short-term proliferation. They considered
a system of delay differential-difference equations. They investigated the
existence and stability of the two steady states; and the existence of a Hopf
bifurcation for the positive steady state. Also see Diekmann, Getto and
Nakata ([19]) for the situation that the cell-cycle incorporates a checkpoint
in the sense that, at the passage of this point, a cell commits either to the
division, the quiescence, or the apoptosis.

In many previous studies on mathematical models for HSC dynamics, the
effects of spatial diffusion on the HSC population dynamics were neglected.
However, it is believed that the diffusion of cells can play an important role
in determining collective behavior of the cell population. It is known, for in-
stance, that in many myeloproliferative disorders, the excessive proliferation
of malignant HSCs can change normal spatial distribution of cell popula-
tion in the bone marrow. In [20], we proposed and analyzed a mathematical
model of HSC dynamics by taking into account the spacial diffusion of HSCs
in the bone marrow (considered as a bounded domain with homogeneous
Dirichlet boundary conditions). In this paper, however only the long-term
proliferation was taken into account. In [21], a multi-scale model of ery-
thropoiesis (the part of hematopoiesis that produces red blood cells) was
introduced. It is based on ordinary differential equations (for intracellular
network that regulates the behavior of each cell), reaction-diffusion system
(for extracellular proteins as growth factors that act as signaling between
cells) and individual based model (for the cell population). In [22], the au-
thors described the evolution of leukemic HSCs in the bone marrow with
a reaction-diffusion-convection system in porous medium. In another side,
there have been extensive investigations on nonlocal and time-delayed popu-
lation models in order to study the effects of spatial diffusion and time delay
on the behavior of population (see for instance, [23] and [24]).

In [25], Adimy et al. proposed a mathematical model describing the
dynamics of HSC population, taking into account an unbounded space. The
model is a coupled reaction-diffusion equation and difference equation with
delay. They studied the existence of traveling wave fronts connecting the zero
steady state with the unique positive uniform one. They used a monotone
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iteration technique coupled with the upper and lower solutions method.
In this paper, as in [25, 18], we consider the long- and short-term prolif-

eration of HSC population, that is, a proportion of dividing daughter cells
enters into the quiescent phase, while the other proportion returns to the
proliferating phase to divide again. As in [25], we take into account the
spatial distribution of HSC population in the bone marrow. However, we
consider a bounded space with Dirichlet boundary conditions. The model
is formulated as a nonlinear system of two age-structured partial differential
equations with diffusion. Using the method of characteristics, we reduce it
to a coupled system of reaction-diffusion equation and difference equation
with a nonlocal spatial term and time delay. For the reduced system, we in-
vestigate the existence, uniqueness, positivity and boundedness of solutions.
By constructing a Lyapunov function, we obtain a condition for the global
asymptotic stability of the trivial steady state. We also obtain a sufficient
condition for the existence and uniqueness of positive steady state by using
the method of lower and upper solutions. Finally, we prove that when the
trivial steady state is unstable, we still have the persistence (see [26]) of the
solution of the system.

The organization of the paper is as follows. In Section 2, we construct
our model and describe the biological background. In Section 3, we reduce
the model to a coupled system of reaction-diffusion equation and difference
equation with a nonlocal spatial term and time delay. In Section 4, we obtain
a condition for the existence and uniqueness of positive solutions. In Sec-
tion 5, we obtain a threshold condition which determines either the global
asymptotic stability or instability of the trivial steady state. The proof is
done by constructing a Lyapunov function. In Section 6, we obtain sufficient
conditions for the existence and uniqueness of positive steady state by con-
structing upper and lower solutions. In Section 7, we study the questions of
weak persistence and persistence of the solution of the system when the triv-
ial steady state is unstable. The Section 8 ends the paper and summarizes
the results obtained.

2. A model for HSC dynamics (age-space-structured PDE)

We denote by p(t, x, a) and n(t, x, a) the densities of proliferating and
non-proliferating (quiescent) hematopoietic stem cell (HSC) population, re-
spectively. The variable t ≥ 0 represents the time, a is the time (age) spent
by each cell in a phase (proliferating or quiescent) and x ∈ Ω is the position.
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For the proliferating cells, the age varies between 0 and τ and for the quies-
cent cells from 0 to +∞. We set d1 ≥ 0 and d2 ≥ 0 the rates of diffusion of
cells in each compartment. For a more clear understanding of the model, we
give in Figure 1 a schematic representation of this process.

p n

β

τ

2(1-K)

2K δγ

Figure 1: A schematic representation of the cell-cycle.

In the proliferating phase, cells can be lost by apoptosis (programmed
cell death) at a rate γ ≥ 0. At the end of this phase (that is when cells
have spent a time a = τ), each cell divides in two daughter cells. A part
(K ∈ [0, 1]) of these daughter cells returns immediately to the proliferating
phase to go over a new cell-division cycle while the other part (1−K) enters
directly the quiescent phase. Quiescent cells can either be lost randomly at
a rate δ ≥ 0, which takes into account the cellular differentiation, or enter
into the proliferating phase at a rate β ≥ 0. Set

N(t, x) =

∫ +∞

0

n(t, x, a)da, x ∈ Ω, t ≥ 0.

We assume that the introduction rate β := β(N(t, x)) depends on the total
population N(t, x) of quiescent cells (see [9]) and it is a continuously differ-
entiable and strictly decreasing function with limN→+∞ β(N) = 0. Typically,
β is a Hill function (see [9, 3, 17]) given by

β(N) =
β0θ

r

θr +N r
, r > 1.
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Parameters Interpretation (units)
δ Quiescent cells mortality rate (day−1)
γ Apoptosis rate (day−1)
β0 Maximum introduction rate (day−1)
r Sensitivity of the introduction rate (none)
θ θ is such that β(θ) = β0/2 (cells.kg−1)
τ Duration of proliferating phase (days)
K Short proliferating rate (day−1)
d1 Diffusion rate of resting cells (day−1)
d2 Diffusion rate of proliferating cells (day−1)

Table 1: Model parameters with their interpretation.

All the parameters cited before are described in the Table 1.
At the end of the proliferating phase (a = τ), a part, 1−K, of daughter

cells enters to the quiescent phase. Then, we have the following boundary
condition

n(t, x, 0) = 2(1−K)p(t, x, τ). (1)

The other part, K, returns to the proliferating phase to divide again. So, the
new cells entering the proliferation phase are given by the following expression

p(t, x, 0) =

∫ +∞

0

β(N(t, x))n(t, x, a)da+ 2Kp(t, x, τ),

= β(N(t, x))N(t, x) + 2Kp(t, x, τ).

(2)

We consider one-dimensional space, Ω := (l1, l2). Then, we describe the
evolution of the HSC population by the following partial differential system,
for t > 0 and x ∈ (l1, l2),

∂n

∂t
+
∂n

∂a
= d1

∂2n

∂x2
− (δ + β(N(t, x)))n, 0 < a < +∞,

∂p

∂t
+
∂p

∂a
= d2

∂2p

∂x2
− γp, 0 < a < τ.

(3)

This system is completed by a Dirichlet boundary conditions{
n(t, x, a) = 0, x ∈ ∂Ω, 0 < a < +∞,
p(t, x, a) = 0, x ∈ ∂Ω, 0 < a < τ,
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and initial conditions{
n(0, x, a) = n0(x, a), x ∈ Ω, 0 < a < +∞,
p(0, x, a) = p0(x, a), x ∈ Ω, 0 < a < τ.

We also add the following natural hypothesis

lim
a→+∞

n(t, x, a) = 0.

Without loss of generality, we use the following change of variable

x 7−→ π(x− l1)
l2 − l1

.

The domain is transformed to Ω = (0, π) and the diffusion coefficients become
d1(π/(l2 − l1))2 and d2(π/(l2 − l1))2 (denoted again by d1 and d2). In this
case, we get the following boundary condition, for t > 0,{

n (t, 0, a) = n (t, π, a) = 0, 0 < a < +∞,
p (t, 0, a) = p (t, π, a) = 0, 0 < a < τ.

3. Reduction of the system (reaction-diffusion and difference sys-
tem)

We integrate the first equation of (3) and we obtain

∂N

∂t
(t, x) + n(t, x,+∞)− n(t, x, 0) = d1

∂2N

∂x2
(t, x)− (δ + β(N(t, x)))N(t, x).

(4)
By using the equality (1) and the fact that lima→+∞ n(t, x, a) = 0, the equa-
tion (4) becomes

∂N

∂t
(t, x) = d1

∂2N

∂x2
(t, x)− (δ + β(N(t, x)))N(t, x) + 2(1−K)p(t, x, τ). (5)

By using the characteristics method (see [25, 27, 28]), for the second equation
of (3), we get for t > τ ,

p(t, x, τ) =

∫ π

0

p(t− τ, y, 0)

[
2

π

+∞∑
k=1

sin(kx) sin(ky) e−(d2k
2+γ)τ

]
dy.
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By putting u(t, x) = p(t, x, 0) and using (2), we get

u(t, x) = β(N(t, x))N(t, x)+2K

∫ π

0

u(t−τ, y)

[
2

π

+∞∑
k=1

sin(kx) sin(ky)e−(d2k
2+γ)τ

]
dy.

Likewise, the equation (5) becomes, for t > τ ,

∂N

∂t
(t, x) = d1

∂2N

∂x2
(t, x)− (δ + β(N(t, x)))N(t, x)

+2(1−K)

∫ π

0

u(t− τ, y)
2

π

+∞∑
k=1

sin(kx) sin(ky)e−(d2k
2+γ)τdy.

We use the translation t 7→ t− τ to make the last equations defined for t > 0
instead of t > τ . Furthermore, by using the characteristics method for the
case t ≤ τ , the initial conditions are defined on [−τ, 0]. We put, for i = 1, 2,

Γi(τ, x, y) =
2

π

∑
k≥1

e−k
2diτ sin(kx) sin(ky), x, y ∈ [0, π].

The function Γi satisfies the estimation (the proof can be found in [29])

0 < Γi(τ, x, y) <
1

π

(
2

ediτ − 1

)
, for x, y ∈ (0, π).

Then, the system (3) can be reduced to the following reaction-diffusion and
difference system, for t > 0 and x ∈ [0, π],

∂N

dt
(t, x) = d1

∂2N

∂x2
(t, x)− (δ + β(N(t, x)))N(t, x)

+2(1−K)e−γτ
∫ π

0

Γ2(τ, x, y)u(t− τ, y)dy,

u(t, x) = β(N(t, x))N(t, x) + 2Ke−γτ
∫ π

0

Γ2(τ, x, y)u(t− τ, y)dy,

N(t, 0) = N(t, π) = u(t, 0) = u(t, π) = 0,

N(0, x) = N0(x),

u(θ, x) = u0(θ, x), θ ∈ [−τ, 0].

(6)

In all the sequel, we concentrate our study on the reduced system (6).
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4. Existence, uniqueness and positivity of solutions

In this section, we focus on the existence and uniqueness of solutions of
the system (6) and we establish other properties such that the positivity and a
principle of comparison. The existence result is obtained by constructing two
monotone sequences of bounded lower and upper solutions, which converge
to the unique solution of (6). We start by establishing the uniqueness and
positivity of solutions (N(t, x), u(t, x)) of the system (6).

Let X = C([0, π],R) be the Banach space of all continuous functions from
[0, π] to R with the usual supremum norm |·|X and X+ := {φ ∈ X : φ(x) ≥
0, for all x ∈ [0, π]}. We put, for i = 1, 2 and v ∈ X,

(Ti(t)v)(x) :=

∫ π

0

Γi(t, x, y)v(y)dy, t > 0, x ∈ [0, π].

(Ti(t))t≥0 is a strongly continuous semigroup of linear operators on X. Con-
sider also the nonlinear functions f, g : X → X defined, for v ∈ X, by

f(v)(x) = (δ + β(v(x))) v(x) and g(v)(x) = β(v(x))v(x), x ∈ [0, π].

Let C := C ([−τ, 0], X) be the Banach space of continuous functions from
[−τ, 0] into X with the classical supremum norm ‖·‖C and the closed cone
C+ := C ([−τ, 0], X+). We identify the functions N, u : [0,+∞)× [0, π]→ R,
(respectively, u0 : [−τ, 0] × [0, π] → R) as functions from [0,+∞) (respec-
tively, [−τ, 0]) into X, by putting N(t)(x) = N(t, x) and u(t)(x) = u(t, x)
(respectively, u0(θ)(x) = u0(θ, x)). Since the function β is continuously dif-
ferentiable, then the functions f and g are also continuously differentiable on
X and satisfy f(X+) ⊆ X+, g(X+) ⊆ X+. The system (6) reads, for t > 0,

d

dt
N(t) = d1∆N(t)− f(N(t)) + 2(1−K)e−γτT2(τ)u(t− τ),

u(t) = g(N(t)) + 2Ke−γτT2(τ)u(t− τ),
(7)

where N(t)(0) = N(t)(π) = u(t)(0) = u(t)(π) = 0 with initial conditions

N(0) = N0 ∈ X+ and u(θ) = u0(θ), θ ∈ [−τ, 0], u0 ∈ C+.

An abstract integral formulation of the system (7) (or equivalently (6)) (in
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terms of T1(t)) is
N(t) = T1(t)N0 −

∫ t

0

T1(t− s)f(N(s))ds

+2(1−K)e−γτ
∫ t

0

T1(t− s)T2(τ)u(s− τ)ds,

u(t) = g(N(t)) + 2Ke−γτT2(τ)u(t− τ).

(8)

The solutions of (8) are called mild solutions of (7). If the solution of (8) is
classical, then the systems (7) and (8) are equivalent.

We will concentrate now on the existence, uniqueness, positivity and
boundedness of the solutions of the system (8). The next result proves the
uniqueness of bounded solutions.

Proposition 1. For each initial condition (N0, u0) ∈ X ×C, the system (8)
has at most one solution.

Proof. Let consider (N1, u1) and (N2, u2) two bounded solutions of (8) de-
fined on [0,+∞), with the same initial condition (N0, u0) ∈ X × C. We put
N = N1 −N2 and u = u1 − u2. Then, (8) gives

N(t) = −
∫ t

0

T1(t− s)
(
f(N1(s))− f(N2(s))

)
ds

+2(1−K)e−γτ
∫ t

0

T1(t− s)T2(τ)u(s− τ)ds,

u(t) = g(N1(t))− g(N2(t)) + 2Ke−γτT2(τ)u(t− τ).

We decompose the interval [0,+∞) into [0, τ ]∪[τ, 2τ ]∪. . .∪[nτ, (n+1)τ ]∪. . . ,
and we proceed by steps in each subinterval. Let t ∈ [0, τ ]. Then, u(t−τ) = 0
and we have N(t) = −

∫ t

0

T1(t− s)
(
f(N1(s))− f(N2(s))

)
ds,

u(t) = g(N1(t))− g(N2(t)).

(9)

As N1 and N2 are continuous and bounded, there exists B > 0 such that
|N1(s)|X , |N2(s)|X < B, for all s ∈ [0, τ ]. Since the function β is continuously
differentiable, there exists LB > 0 such that{ |f(N1(s))− f(N2(s))|X ≤ LB|N1(s)−N2(s)|X = LB|N(s)|X ,

|g(N1(s))− g(N2(s))|X ≤ LB|N1(s)−N2(s)|X = LB|N(s)|X .
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Furthermore, for s > 0 and x, y ∈ (0, π),∫ π

0

Γ1(s, x, y)dy =
2

π

+∞∑
k=1

sin(kx)

(∫ π

0

sin(ky)dy

)
e−k

2d1s,

=
2

π

+∞∑
k=1

sin(kx)

[
−cos(ky)

k

]π
0

e−k
2d1s =

4

π

+∞∑
k=1

sin(2k − 1)x

2k − 1
e−(2k−1)

2d1s.

Let

C := max
(s,x)∈[0,τ ]×[0,π]

4

π

+∞∑
k=1

sin(2k − 1)x

2k − 1
e−(2k−1)

2d1s ∈ (0,+∞).

Then, the first equation of (9) implies

|N(t)|X ≤ LBC

∫ t

0

|N(s)|Xds, t ∈ [0, τ ].

By Gronwall’s lemma, we conclude that N(t)(x) = 0, for all t ∈ [0, τ ] and
x ∈ [0, π]. The second equation of (9) implies that u(t)(x) = 0, for all
t ∈ [0, τ ] and x ∈ [0, π]. Applying the same argument in each interval
[kτ, (k + 1)τ ], k ∈ N∗, we conclude that N(t) = u(t) = 0, for all t ∈ [0,+∞).
This completes the proof.

The next proposition proves the positivity of bounded solutions of the
system (7).

Proposition 2. Let (N0, u0) ∈ X+ × C+ and (N, u) be a solution of (7)
corresponding to the initial condition (N0, u0). Then, (N, u) is nonnegative.

Proof. We put P (t) = e−ρtN(t), for ρ > 0. Then, the first equation of (7)
implies

d

dt
P (t) = d1∆P (t)− (ρ+ δ + β(N(t)))P (t)+2(1−K)e−ρte−γτT2(τ)u(t− τ).

We use an iterative method on each interval [kτ, (k + 1)τ ], k ∈ N. Let
t ∈ [0, τ ]. As t− τ ∈ [−τ, 0], then u(t− τ) = u0(t− τ) ≥ 0. Consequently,

d

dt
P (t) ≥ d1∆P (t)− (ρ+ δ + β(N(t)))P (t).
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We put lρ(t) = ρ + δ + β(N(t)), for t ∈ [0, τ ]. Due to the fact that N is
bounded, we can take ρ > 0 large enough to ensure that lρ(t) ≥ 0, for all
t ∈ [0, τ ]. Then, 

d

dt
P (t)− d1∆P (t) + lρ(t)P (t) ≥ 0,

P (0) = N0 ≥ 0.

As lρ(t) ≥ 0, by the maximum principle (see [30]), we get P (t) ≥ 0 for
t ∈ [0, τ ]. That is to say that N(t) ≥ 0, for all t ∈ [0, τ ]. Moreover, the
second equation of (7) implies that u(t) ≥ 0, for all t ∈ [0, τ ]. We repeat the
same argument for t ∈ [kτ, (k+ 1)τ ], with k = 1, 2, . . . . Then, we obtain the
positivity of the solutions of (7).

Now, we return to the existence of solutions of (7). We need to define
the notion of upper and lower solutions of (7).

Definition 4.1. A pair of functions (N, u) (respectively, (N, u)), is called
upper (respectively, lower) solution of (7) on [0,+∞), ifN (respectively, N) is
C1 in t ∈ (0,+∞), C2 in x ∈ [0, π], u (respectively, u) is in C([−τ,+∞), X),
null at x = 0, π, and they satisfy the following inequalities

d

dt
N(t) ≥ d1∆N(t)− f(N(t)) + 2(1−K)e−γτT2(τ)u(t− τ),

u(t) ≥ β(N(t))N(t) + 2Ke−γτT2(τ)u(t− τ),
(10)

and 
d

dt
N(t) ≤ d1∆N(t)− f(N(t)) + 2(1−K)e−γτT2(τ)u(t− τ),

u(t) ≤ β(N(t))N(t) + 2Ke−γτT2(τ)u(t− τ).

A nonnegative bounded upper (respectively, lower) solution (N, u) (re-
spectively, (N, u)) of (7) satisfies the following proposition.

Proposition 3. Let (N, u) (respectively, (N, u)) be a nonnegative upper (re-
spectively, lower) solution of (7) on [0,+∞), such that N(0) ≤ N(0) and
u(θ) ≤ u(θ), for all −τ ≤ θ ≤ 0. Then, N(t) ≤ N(t) and u(t) ≤ u(t), for all
t ∈ [0,+∞).

12



Proof. We put

N = N −N, on [0,+∞)× [0, π] and u = u− u, on [−τ,+∞)× [0, π].

We have the following inequalities
d

dt
N(t)− d1∆N(t) + f(N(t))− f(N(t)) ≥ 2(1−K)e−γτT2(τ)u(t− τ),

u(t) ≥ β(N(t))N(t)− β(N(t))N(t) + 2Ke−γτT2(τ)u(t− τ),

with N(0) = N(0) − N(0) ≥ 0 and u(t) = u(t) − u(t) ≥ 0, for t ∈ [−τ, 0].
We use the same iterative idea as in the proof of Proposition 2. By steps, let
t ∈ [0, τ ]. Then, t− τ ∈ [−τ, 0] and u(t− τ) = u(t− τ)−u(t− τ) ≥ 0. Thus,
we obtain for t ∈ [0, τ ],

d

dt
N(t)− d1∆N(t) + f(N(t))− f(N(t)) ≥ 0,

u(t) ≥ β(N(t))N(t)− β(N(t))N(t).

As the function β is continuously differentiable and by using the mean value
theorem, we obtain, for t ∈ [0, τ ],

f(N(t))− f(N(t)) = f ′ (ν1(t))N(t),

with ν1(t) = (1− c1(t))N(t) + c1(t)N(t), for some c1(t) ∈ [0, 1] and

β(N(t))N(t)− β(N(t))N(t) = β(N(t))
(
N(t)−N(t)

)
−N(t)

(
β(N(t)− β(N(t)

)
,

= β(N(t))N(t)−N(t)β′ (ν2(t))N(t),

with ν2(t) = (1−c2(t))N(t)+c2(t)N(t), for some c2(t) ∈ [0, 1]. Consequently,
for t ∈ [0, τ ], 

d

dt
N(t)− d1∆N(t) + f ′ (ν1(t))N(t) ≥ 0,

u(t) ≥ β(N(t))N(t)−N(t)β′ (ν2(t))N(t).

As in the proof of Proposition 2, we put P (t) = e−ρtN(t). Then, for ρ > 0
large enough, we obtain P (t) ≥ 0 for t ∈ [0, τ ]. This leads to

N(t) = N(t)−N(t) ≥ 0, for t ∈ [0, τ ].

13



Furthermore, as N(t) ≥ N(t) ≥ 0 for t ∈ [0, τ ] and β decreasing, we obtain

u(t) ≥ 0 t ∈ [0, τ ].

This means that
u(t) ≤ u(t), for t ∈ [0, τ ].

We repeat the same argument on the intervals [τ, 2τ ], [2τ, 3τ ], . . . , and we
obtain

N(t) ≤ N(t) and u(t) ≤ u(t), for t ∈ [0,+∞).

The proof is complete.

The next theorem gives the existence of solutions of (7). The positivity
and uniqueness follow from the previous results.

Theorem 4.2. Let (N0, u0) ∈ X+ × C+. If (7) has nonnegative upper and
lower solutions (N, u), (N, u) on [0,+∞), such that 0 ≤ N(0) ≤ N0 ≤ N(0)
and 0 ≤ u(θ) ≤ u0(θ) ≤ u(θ), for all −τ ≤ θ ≤ 0, then it has a nonnegative
solution (N, u) defined on [0,+∞). Furthermore, (N, u) satisfies

0 ≤ N(t) ≤ N(t) ≤ N(t) and 0 ≤ u(t) ≤ u(t) ≤ u(t), for t ∈ [0,+∞).

Proof. We define two sequences {(Nk
, uk)}+∞k=1 and {(Nk, uk)}+∞k=1 solutions

on [0,+∞) of the following systems
d

dt
N
k
(t) = d1∆N

k
(t)−

(
δ + β(N

k−1
(t))
)
N
k
(t)

+2(1−K)e−γτT2(τ)uk−1(t− τ),

uk(t) = β(Nk−1(t))N
k
(t) + 2Ke−γτT2(τ)uk−1(t− τ),

(11)
and

d

dt
Nk(t) = d1∆N

k(t)−
(
δ + β(Nk−1(t))

)
Nk(t)

+2(1−K)e−γτT2(τ)uk−1(t− τ),

uk(t) = β(N
k−1

(t))Nk(t) + 2Ke−γτT2(τ)uk−1(t− τ),
(12)

with, for k = 1, 2, . . . , N
k
(0) = Nk(0) = N0, u

k(θ) = uk(θ) = u0(θ),

−τ ≤ θ ≤ 0, N
k
(t)(0) = N

k
(t)(π) = uk(t)(0) = uk(t)(π) = 0, Nk(t)(0) =

14



Nk(t)(π) = uk(t)(0) = uk(t)(π) = 0, and for k = 0, (N0, u0) = (N, u) and

(N
0
, u0) = (N, u).

It is clear that the two sequences {(Nk
, uk)}+∞k=0, {(N

k, uk)}+∞k=0 are well

defined. We will prove now by induction that (N
k
, uk), (Nk, uk) are upper

and lower solutions of (7) and{
N0 ≤ N1 ≤ . . . ≤ Nk ≤ N

k ≤ . . . ≤ N
1 ≤ N

0
,

u0 ≤ u1 ≤ . . . ≤ uk ≤ uk ≤ . . . ≤ u1 ≤ u0.

For k = 0, we have (N
0
, u0) = (N, u) and (N0, u0) = (N, u). Then, (N

0
, u0),

(N0, u0) are upper and lower solutions. Furthermore, by Proposition 3, N0 ≤
N

0
and u0 ≤ u0. On the other hand, by (10) and (11), we have
d

dt
N

1
(t) = d1∆N

1
(t)−

(
δ + β(N

0
(t))
)
N

1
(t) + 2(1−K)e−γτT2(τ)u0(t− τ),

u1(t) = β(N0(t))N
1
(t) + 2Ke−γτT2(τ)u0(t− τ),

(13)
and

d

dt
N

0
(t) ≥ d1∆N

0
(t)− f(N

0
(t)) + 2(1−K)e−γτT2(τ)u0(t− τ),

u0(t) ≥ β(N0(t))N
0
(t) + 2Ke−γτT2(τ)u0(t− τ).

Then, if we put N̂0 = N
1 −N0

and û0 = u1 − u0, we obtain
d

dt
N̂0(t) ≤ d1∆N̂

0(t)−
(
δ + β(N

0
(t))
)
N̂0(t),

û0(t) ≤ β(N0(t))N̂0(t),

with N̂0(0) ≤ 0 and û0(θ) ≤ 0, for −τ ≤ θ ≤ 0. Consequently, by the

principle of maximum, we obtain N̂0 ≤ 0 and û0 ≤ 0. Thus, N
0 ≥ N

1

and u0 ≥ u1. Likewise, we prove that N0 ≤ N1 and u0 ≤ u1. Recall that
the function N 7→ β(N) is decreasing. So, thanks to (13) and the fact that

N
0 ≥ N

1
and u0 ≥ u1, we obtain

d

dt
N

1
(t) ≥ d1∆N

1
(t)− f(N

1
(t)) + 2(1−K)e−γτT2(τ)u1(t− τ),

u1(t) ≥ β(N1(t))N
1
(t) + 2Ke−γτT2(τ)u1(t− τ).
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Using the same technique as above, we obtain
d

dt
N1(t) ≤ d1∆N

1(t)− f(N1(t)) + 2(1−K)e−γτT2(τ)u1(t− τ),

u1(t) ≤ β(N
1
(t))N1(t) + 2Ke−γτT2(τ)u1(t− τ).

We proved that (N
1
, u1), (N1, u1) are upper and lower solutions of (7), with

N
0 ≥ N

1
, u0 ≥ u1, N0 ≤ N1 and u0 ≤ u1. Furthermore, Proposition 3

implies that N1 ≤ N
1

and u1 ≤ u1. In the same way, we obtain by induction

that, for all k ∈ N∗, (N
k
, uk), (Nk, uk) are upper and lower solutions with

N
k−1 ≥ N

k
, uk−1 ≥ uk, Nk−1 ≤ Nk, uk−1 ≤ uk, Nk ≤ N

k
and uk ≤ uk (the

two last inequalities are obtained by Proposition 3). We conclude that{
N0 ≤ N1 ≤ . . . ≤ Nk ≤ N

k ≤ . . . ≤ N
1 ≤ N

0
,

u0 ≤ u1 ≤ . . . ≤ uk ≤ uk ≤ . . . ≤ u1 ≤ u0.

Since the sequences {(Nk, uk)}+∞k=0 and {(Nk
, uk)}+∞k=0 are monotone and bounded,

their limits exist. We put, for t ∈ [0,+∞),

lim
k→+∞

(Nk(t), uk(t)) = (X(t), v(t)) and lim
k→+∞

(N
k
(t), uk(t)) = (X(t), v(t)).

It is clear that X(t) ≤ X(t) and v(t) ≤ v(t), for all t ∈ [0,+∞). On the
other hand, we use the abstract integral formulations of systems (11)-(12)
and we tend k to +∞. Then, we obtain

d

dt
X(t) = d1∆X(t)− f(X(t)) + 2(1−K)e−γτT2(τ)v(t− τ),

v(t) = β(X(t))X(t) + 2Ke−γτT2(τ)v(t− τ),

and 
d

dt
X(t) = d1∆X(t)− f(X(t)) + 2(1−K)e−γτT2(τ)v(t− τ),

v(t) = β(X(t))X(t) + 2Ke−γτT2(τ)v(t− τ).

Consequently, (X, v) (respectively, (X, v)) is an upper (respectively, lower)
solution of (7). Then, by Proposition 3, we have X ≥ X and v ≥ v. Conse-
quently, X = X and v = v. We conclude that (N, u) = (X, v) = (X, v) is a
solution of (7). The proof is complete.
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The solution obtained by Theorem 4.2 is a classical solution in the sense
that it is continuously differentiable with respect to t and twice contin-
uously differentiable with respect to x (see the next proposition). This
can be seen using the abstract integral representation (8) of the solutions
and the following compatibility condition, satisfied by the initial condition
(N0, φ) ∈ X+ × C+,

φ(0) = g(N0) + 2Ke−γτT2(τ)φ(−τ). (14)

Under the condition (14), it is not difficult to see that u is continuous. In
fact, the piecewise function N defined by (7), has a continuous first derivative
for all t > 0 and the function u is continuous for all t ≥ −τ if and only if
the initial condition (N0, φ) ∈ X+ × C+ satisfies (14). This is done by the
following proposition.

Proposition 4. Let (N, u) be the piecewise function defined by (7). Then,
N has a continuous first derivative for all t > 0 and u is continuous for all
t ≥ −τ if and only if the initial condition (N0, φ) ∈ X+ × C+ satisfies the
equality (14).

Proof. It is clear that the continuity at t = 0 of u says φ(0) = g(N0) +
2Ke−γτT2(τ)φ(−τ). Conversely, assume that (14) is satisfied. Then,

u(t) =

{
β(N(t))N(t) + 2Ke−γτT2(τ)φ(t− τ), t ∈ (0, τ ],

φ(t), −τ ≤ t ≤ 0,

is continuous at t = 0. This implies the continuity of u and the continuity of
the derivative of N at t = 0, τ, 2τ, . . ..

Now, it suffice to prove the existence of a pair of upper and lower solutions
to prove the existence of solutions of (7). Before starting to look for upper
and lower solutions, we establish the following result.

Proposition 5. Assume that

2Ke−(γ+d2)τ > 1. (15)

Then, all nontrivial solutions of the system (7) with positive initial conditions
are unbounded.

17



Proof. Let us focus only on the component u. Let t > 0. Consider the integer

part n = b t
τ
c of

t

τ
. Then, −τ ≤ t− (n+ 1)τ < 0. Thanks to N 6= 0 and the

expression of u(t)(x) := u(t, x) in (7), we get∫ π

0

v(x)u(t, x)dx > 2Ke−γτ
∫ π

0

(∫ π

0

v(x)Γ2(τ, x, y)dx

)
u(t− τ, y)dy,

= 2Ke−(γ+d2)τ
∫ π

0

v(x)u(t− τ, x)dx,

>
(
2Ke−(γ+d2)τ

)2 ∫ π

0

v(x)u(t− 2τ, x)dx,

>
(
2Ke−(γ+d2)τ

)n+1
inf

−τ≤θ≤0

(∫ π

0

v(x)u0(θ, x)dx

)
,

where v(x) = sin(x). Thanks to (15), we obtain

lim
t→+∞

∫ π

0

v(x)u(t, x)dx = +∞.

This implies that the solution is unbounded.

Throughout this paper, we assume

2Ke−(γ+d2)τ < 1. (16)

The condition (16) is necessary for the boundedness of solutions of (7) (see
Proposition 5). Now, we will construct appropriate upper and lower solutions
of (7).

Theorem 4.3. We consider

(N(t)(x), u(t)(x)) =

(
ηeηt sin(x),

β(0)

1− 2Ke−γτ−d2τ−ητ
ηeηt sin(x)

)
, x ∈ [0, π].

Then, for η > 0 large enough, (N, u) (respectively, (N, u) = (0, 0)) is an
upper (respectively, lower) solution of (7) on [0,+∞).

Proof. First, we can always choose (N, u) = (0, 0) as a lower solution. Sec-
ond, using the fact that∫ π

0

Γ2(τ, x, s) sin(s)ds = e−d2τ sin(x),
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we have

d

dt
N(t)− d1∆N(t) + f(N(t))− 2(1−K)e−γτT2(τ)u(t− τ)

≥
[
η + d1 + δ − 2(1−K)e−γτe−d2τ

β(0)e−ητ

1− 2Ke−γτ−d2τ−ητ

]
ηeηt sin(x),

and

u(t)− β(N)N(t)− 2Ke−γτT2(τ)u(t− τ)

=

[
β(0)

1− 2Ke−γτ−d2τ−ητ
− β(0)− 2Ke−γτe−d2τβ(0)e−ητ

1− 2Ke−γτ−d2τ−ητ

]
ηeηt sin(x),

= 0.

If we choose η > 0 such that

η ≥ −d1 − δ + 2(1−K)e−γτe−d2τ
β(0)

1− 2Ke−γτ−d2τ
,

we obtain a suitable upper solution (N, u). The proof is completed.

The following theorem states the existence result for the problem (7),
which is a direct consequence of Theorems 4.2 and 4.3.

Theorem 4.4. Consider N and u the functions defined in Theorem 4.3. Let
(N0, u0) ∈ X+ × C+ be such that 0 ≤ N0(x) ≤ N(0)(x), for x ∈ [0, π], and
0 ≤ u0(θ, x) ≤ u(θ)(x), for −τ ≤ θ ≤ 0 and x ∈ [0, π] (η > 0 is chosen
as in Theorem 4.3), with N0(0) = N0(π) = 0 and u(θ, 0) = u(θ, π) = 0, for
−τ ≤ θ ≤ 0. Then, there exists a unique nonnegative solution (N, u) of (7).
Furthermore, (N, u) satisfies

0 ≤ N(t) ≤ N(t), 0 ≤ u(t) ≤ u(t), for all t ≥ 0.

5. Global attractivity of the trivial steady state

Let v(x) := sin(x), for x ∈ [0, π]. Consider the following eigenvalue
problem associated to v(x) λ0v(x) = d1

d2v(x)

dx2
− (δ + β(0)) v(x) +

2(1−K)e−γτ−d2τ

1− 2Ke−γτ−d2τ
β(0)v(x),

v(0) = v(π) = 0.
(17)
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Then, we have

λ0 = −d1 − δ +

(
2e−γτ−d2τ − 1

1− 2Ke−γτ−d2τ

)
β(0). (18)

Now, we are in position to prove the following theorem.

Theorem 5.1. Assume that λ0 < 0, where λ0 is given by (18). Then, the
zero steady state of (7) is globally attractive.

Proof. Let consider the Lyapunov functional on X+ × C+

V (w, φ) :=

∫ π

0

v(x)w(x)dx+
2(1−K)e−γτ−d2τ

1− 2Ke−γτ−d2τ

∫ 0

−τ

∫ π

0

v(x)φ(θ)(x)dxdθ.

We define the following distance function on X

d(y, z) :=

∫ π

0

v(x) |y(x)− z(x)| dx.

Then, for (w, φ) ∈ X+ × C+, we have

V (w, φ) ≥
∫ π

0

v(x)w(x)dx = d(w, 0). (19)

The derivative of V along the solution trajectory t 7→ (N(t), ut) of (7) is
calculated as follows (remember that we use the notationsN(t)(x) := N(t, x),
u(t)(x) := u(t, x) and ut(θ)(x) = ut(θ, x) = u(t+ θ, x)):

V̇ (N(t), ut) =

∫ π

0

v(x)

[
d1
∂2N(t, x)

∂x2
− (δ + β(N(t, x)))N(t, x)

]
dx

+ 2(1−K)e−γτ
∫ π

0

v(x)

∫ π

0

Γ2(τ, x, y)u(t− τ, y)dydx

+
2(1−K)e−γτ−d2τ

1− 2Ke−γτ−d2τ

∫ π

0

v(x)

[
β(N(t, x))N(t, x)

+ 2Ke−γτ
∫ π

0

Γ2(τ, x, y)u(t− τ, y)dy − u(t− τ, x)

]
dx,

=

∫ π

0

[
d1
d2v(x)

dx2
− (δ + β(N(t, x))) v(x)

+
2(1−K)e−γτ−d2τ

1− 2Ke−γτ−d2τ
β(N(t, x))v(x)

]
N(t, x)dx.
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Hence, using (17) we obtain

V̇ (N(t), ut) =

∫ π

0

v(x)

[
λ0 +

1− 2e−γτ−d2τ

1− 2Ke−γτ−d2τ
(β(0)− β(N(t, x)))

]
N(t, x)dx.

Note that β(0)− β(N(t, x)) ≥ 0 since β is a decreasing function. Remember
that the condition (16) is satisfied. We consider two cases.

• If 1− 2e−γτ−d2τ ≤ 0, then we have

V̇ (N(t), ut) ≤ λ0

∫ π

0

v(x)N(t, x)dx ≤ 0.

• If 1− 2e−γτ−d2τ > 0, then we have

V̇ (N(t), ut) ≤
∫ π

0

v(x)

[
λ0 +

1− 2e−γτ−d2τ

1− 2Ke−γτ−d2τ
β(0)

]
N(t, x)dx,

=− (d1 + δ)

∫ π

0

v(x)N(t, x)dx ≤ 0.

Consequently, we get

V̇ (N(t), ut) ≤ −δd(N(t, ·), 0) ≤ 0, (20)

where δ := min {−λ0, d1 + δ} > 0.
Then, the function t 7→ V (N(t), ut) is nonincreasing and we have

V (N(t), ut) −→
t→+∞

inf
s≥0

V (N(s), us) =: α ∈ R+.

Furthermore, by integrating (20) we get

δ

∫ t

0

d(N(s, ·), 0)ds ≤ V (N(0), u0)− V (N(t), ut). (21)

The both sides of the inequality (21) are nondecreasing functions. Then, the
limits exist and satisfy

lim
t→+∞

∫ t

0

d(N(s, ·), 0)ds ≤ 1

δ
[V (N(0), u0)− α] .
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Since V̇ (N(t), ut) ≤ 0, we have V (N(t), ut) ≤ V (N(0), u0) for all t ≥ 0. This
implies that d(N(t, ·), 0) ≤ d(N(0, ·), 0) for all t ≥ 0. Moreover, for all t ≥ 0,

d(u(t, ·), 0) =

∫ π

0

v(x)

[
β(N(t, x))N(t, x) + 2Ke−γτ

∫ π

0

Γ2(τ, x, y)u(t− τ, y)dy

]
dx,

≤β(0)d(N(t, ·), 0) + 2Ke−γτ−d2τ
∫ π

0

v(x)u(t− τ, x)dx,

≤β(0)d(N(0, ·), 0) + 2Ke−γτ−d2τd(u(t− τ, ·), 0).

Since 2Ke−γτ−d2τ < 1, this last inequality implies that

d(u(t, ·), 0) ≤ β(0)d(N(0, ·), 0)
+∞∑
n=0

(2Ke−γτ−d2τ )n =
β(0)d(N(0, ·), 0)

1− 2Ke−γτ−d2τ
.

Thus, we have∣∣∣∣ ddtd(N(t, ·), 0)

∣∣∣∣ =

∣∣∣∣∫ π

0

[
d1
d2v(x)

dx2
− (δ + β(N(t, x)))v(x)

]
N(t, x)dx

+2(1−K)e−γτ−d2τ
∫ π

0

v(x)u(t− τ, x)dx

∣∣∣∣ ,
≤
∣∣∣∣∫ π

0

[
λ0v(x) + (β(0)− β(N(t, x)))v(x)− 2(1−K)e−γτ−d2τ

1− 2Ke−γτ−d2τ
β(0)v(x)

]
× N(t, x)dx|+ 2(1−K)e−γτ−d2τd (u(t− τ, ·), 0) ,

≤ max

(
β(0),−λ0 +

2(1−K)e−γτ−d2τ

1− 2Ke−γτ−d2τ
β(0)

)
d(N(t, ·), 0)

+ 2(1−K)e−γτ−d2τd (u(t− τ, ·), 0) ,

≤ max

(
β(0),−λ0 +

2(1−K)e−γτ−d2τ

1− 2Ke−γτ−d2τ
β(0)

)
d(N(0, ·), 0)

+ 2(1−K)e−γτ−d2τ
β(0)d(N(0, ·), 0)

1− 2Ke−γτ−d2τ
.

This implies that (d/dt)d(N(t, ·), 0) is uniformly bounded. Then, d(N(t, ·), 0)
is uniformly continuous. The Barbalat’s Lemma applied to the function
t 7→

∫ t
0
d(N(s, ·), 0)ds shows that

lim
t→+∞

d(N(t, ·), 0) = 0. (22)
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Furthermore, we have

d(u(t), 0) =

∫ π

0

v(x)u(t, x)dx,

=

∫ π

0

v(x)

[
β(N(t, x))N(t, x) + 2Ke−γτ

∫ π

0

Γ2(τ, x, y)u(t− τ, y)dy

]
dx,

≤ β(0)d(N(t), 0) + 2Ke−γτ−d2τd(u(t− τ), 0).

Hence, for n = b t
τ
c ∈ N, we have

d(u(t), 0) ≤ β(0)
n∑

m=0

(
2Ke−γτ−d2τ

)m
d(N(t−mτ), 0)

+ β(0)
(
2Ke−γτ−d2τ

)n+1
d(u0(t− (n+ 1)τ), 0).

From (16) and (22), the right-hand side of the above inequality tends to zero
as t→ +∞. That is

d(u(t), 0)→ 0 as t→ +∞. (23)

Then, (22) and (23) imply the global attractivity of the zero steady state.
This completes the proof.

Now, we prove a result dealing with the instability of the trivial steady
state.

Theorem 5.2. Assume that λ0 > 0, where λ0 is given by (18). Then, no
nontrivial solution of the system (7) tends to zero.

Proof. Let (N, u) be a solution of (7). Assume by contradiction thatN(t, x)→
0 as t → +∞, for x ∈ [0, π]. By the continuity of the function β, we have
β(N(t, x))→ β(0) as t→ +∞. Consequently, for all ε > 0 there exists σ(ε)
such that, for all t ≥ σ(ε) and x ∈ [0, π],

β(0)− ε < β(N(t, x)) ≤ β(0). (24)
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We fix 0 < ε < β(0). We integrate the system (7) over t ∈ (σ(ε),+∞),∫ π

0

v(x)N(σ(ε), x)dx = −d1
∫ π

0

v(x)

∫ +∞

σ(ε)

∂2N

∂x2
(t, x)dtdx

+

∫ π

0

v(x)

∫ +∞

σ(ε)

[δ + β(N(t, x))]N(t, x)dtdx

−2(1−K)e−γτ
∫ π

0

v(x)

∫ π

0

Γ2(τ, x, y)

∫ +∞

σ(ε)

u(t− τ, y)dtdydx,

(25)
and∫ π

0

v(x)

∫ +∞

σ(ε)

u(t, x)dtdx =

∫ π

0

v(x)

∫ +∞

σ(ε)

β(N(t, x))N(t, x)dtdx

+2Ke−γτ
∫ π

0

v(x)

∫ π

0

Γ2(τ, x, y)

∫ +∞

σ(ε)

u(t− τ, y)dtdydx.

(26)

By applying Fubini’s theorem, the last expression gives∫ π

0

v(x)

∫ π

0

Γ2(τ, x, y)

∫ +∞

σ(ε)

u(t− τ, y)dtdydx

=

∫ π

0

v(x)

∫ π

0

Γ2(τ, x, y)

∫ +∞

σ(ε)−τ
u(t, y)dtdydx,

≥
∫ π

0

v(x)

∫ π

0

Γ2(τ, x, y)

∫ +∞

σ(ε)

u(t, y)dtdydx,

≥ e−d2τ
∫ π

0

v(x)

∫ +∞

σ(ε)

u(t, x)dtdx.

(27)

From (24), (26) and the inequality (27), it follows∫ π

0

v(x)

∫ +∞

σ(ε)

u(t, x)dtdx ≥ (β(0)− ε)
∫ π

0

v(x)

∫ +∞

σ(ε)

N(t, x)dtdx

+2Ke−γτ−d2τ
∫ π

0

v(x)

∫ +∞

σ(ε)

u(t, x)dtdx.

Then, we obtain∫ π

0

v(x)

∫ +∞

σ(ε)

u(t, x)dtdx ≥ β(0)− ε
1− 2Ke−γτ−d2τ

∫ π

0

v(x)

∫ +∞

σ(ε)

N(t, x)dtdx.
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We deduce from (25) and (27), that∫ π

0

v(x)N(σ(ε), x)dx ≤ d1

∫ π

0

v(x)

∫ +∞

σ(ε)

N(t, x)dtdx

+ (δ + β(0))

∫ π

0

v(x)

∫ +∞

σ(ε)

N(t, x)dtdx

−2(1−K)e−γτ−d2τ
∫ π

0

v(x)

∫ +∞

σ(ε)

u(t, x)dtdx,

≤ (d1 + δ + β(0))

∫ π

0

v(x)

∫ +∞

σ(ε)

N(t, x)dtdx

−2(1−K)e−γτ−d2τ (β(0)− ε)
1− 2Ke−γτ−d2τ

∫ π

0

v(x)

∫ +∞

σ(ε)

N(t, x)dtdx,

= −
(
λ0 −

2(1−K)e−γτ−d2τ

1− 2Ke−γτ−d2τ
ε

)∫ π

0

v(x)

∫ +∞

σ(ε)

N(t, x)dtdx.

Since λ0 > 0, one can choose ε ∈ (0, β(0)) small enough such that∫ π

0

v(x)N(σ(ε), x)dx < 0.

This leads to a contradiction with the nonnegativity of the solutions and the
fact that v(x) := sin(x) > 0, for x ∈ (0, π). Then, N(t, x) does not tend to
zero as t→ +∞.

6. Existence and uniqueness of positive steady state

To investigate the existence of positive steady state of (7), we consider,
for x ∈ [0, π], the following stationary problem

0 = d1
d2N(x)

dx2
− (δ + β(N(x)))N(x) + 2(1−K)e−γτ

∫ π

0

Γ2(τ, x, y)u(y)dy,

u(x) = β(N(x))N(x) + 2Ke−γτ
∫ π

0

Γ2(τ, x, y)u(y)dy,

N(0) = N(π) = u(0) = u(π) = 0.
(28)
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Suppose that K 6= 0 and define the following linear operator Φ : X → X, by

Φ(ϕ)(x) := 2Ke−γτ
∫ π

0

Γ2(τ, x, y)ϕ(y)dy, ϕ ∈ X. (29)

By the Krein-Rutman theorem (see Theorem 3.2 of [31]), we can easily see
that the spectral radius r(Φ) of the operator Φ is a simple positive eigenvalue
with a positive eigenvector and there is no other eigenvalue with a positive
eigenvector. As in the previous sections, we consider the function v(x) :=
sin(x), for x ∈ [0, π]. Then, we have

Φ (v) (x) = 2Ke−γτ
∫ π

0

Γ2(t, x, y)v(y)dy = 2Ke−γτ−d2τv(x).

We conclude that
r(Φ) = 2Ke−(γ+d2)τ < 1.

As a consequent, the operator Id−Φ is invertible and its inverse is given by

((Id− Φ)−1ϕ) (x) = ϕ(x) +
+∞∑
n=1

(Φnϕ)(x), x ∈ [0, π], ϕ ∈ X.

Then, from the second equation of (28), u(x) can be written as follows

u(x) = β(N(x))N(x) +
+∞∑
n=1

Φn(β(N(·))N(·))(x), x ∈ [0, π]. (30)

Furthermore, thanks to (30), we have u(0) = u(π) = 0 whenever N(0) =
N(π) = 0. Then, the system (28) is equivalent (for 0 < K ≤ 1) to

0 = d1
d2N(x)

dx2
− (δ + β(N(x)))N(x) +

1−K
K

+∞∑
n=1

Φn(β(N(·))N(·))(x),

u(x) = β(N(x))N(x) +
+∞∑
n=1

Φn(β(N(·))N(·))(x),

N(0) = N(π) = 0.

To get an explicit expression of (Id− Φ)−1, we consider the operator

(T2(t)ϕ) (x) :=

∫ π

0

Γ2(t, x, y)ϕ(y)dy, ϕ ∈ X.
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In fact, (T2(t))t≥0 is the linear semigroup on X generated by ∂tv = d2∆v
with Dirichlet boundary condition. Then, for ϕ ∈ X, n ∈ N and x ∈ [0, π],
we have

(Φnϕ) (x) = (2Ke−γτ )n (T2(nτ)ϕ) (x).

Consequently,

((Id− Φ)−1ϕ) (x) = ϕ(x) +
+∞∑
n=1

(Φnϕ)(x),

= ϕ(x) +

∫ π

0

+∞∑
n=1

(2Ke−γτ )nΓ2(nτ, x, y)ϕ(y)dy,

= ϕ(x) +

∫ π

0

κ(τ, x, y)ϕ(y)dy,

where

κ(τ, x, y) =
+∞∑
n=1

κn(τ, x, y), x, y ∈ [0, π],

and
κn(τ, x, y) = (2Ke−γτ )nΓ2(nτ, x, y), x, y ∈ [0, π], n ∈ N∗.

Then, from the second equation of (28), we can write u(x) as follows

u(x) = β(N(x))N(x) +

∫ π

0

κ(τ, x, y)β(N(y))N(y)dy.

Thus, the system (28) is equivalent, for 0 < K ≤ 1, to

0 = d1
d2N(x)

dx2
− (δ + β(N(x)))N(x)

+
1−K
K

∫ π

0

κ(τ, x, y)β(N(y))N(y)dy,

u(x) = β(N(x))N(x) +

∫ π

0

κ(τ, x, y)β(N(y))N(y)dy,

N(0) = N(π) = 0.

(31)

We need the following lemma.

Lemma 6.1. For any M > 0, the series
∑+∞

n=1 Φn(β(Mv(·))Mv(·))(x) con-
verges for all x ∈ [0, π].
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Proof. We have, for x ∈ [0, π],

+∞∑
n=1

Φn(β(Mv(·))Mv(·))(x) ≤β(0)M
+∞∑
n=1

Φn(v)(x), (32)

Recalling that
Φn(v) = (2Ke−γτ−d2τ )nv, n ∈ N∗.

Hence, from (16) and (32), we have

+∞∑
n=1

Φn(β(Mv(·))Mv(·))(x) ≤ β(0)M
+∞∑
n=1

(2Ke−γτ−d2τ )nv(x),

<
β(0)

1− 2Ke−γτ−d2τ
Mv(x) < +∞.

This completes the proof.

Using (30), the stationary problem (28) can be written as follows
0 = d1

d2N(x)

dx2
− (δ + β(N(x)))N(x) +

1−K
K

+∞∑
n=1

Φn(β(N(·))N(·))(x),

N(0) = N(π) = 0.

(33)
In order to prove the existence of positive stationary solution N(x) of (33),
we first construct an upper and a lower solution N(x), N(x) of (33):

0 ≥ d1
d2N(x)

dx2
−
(
δ + β(N(x))

)
N(x) +

1−K
K

+∞∑
n=1

Φn(β(N(·))N(·))(x),

0 ≤ d1
d2N(x)

dx2
− (δ + β(N(x)))N(x) +

1−K
K

+∞∑
n=1

Φn(β(N(·))N(·))(x),

N(0) = N(π) = N(0) = N(π) = 0.

One can remark that, the definition of upper and lower solutions for the
stationary problem (33) is different from the one given by the definition 4.1.
On the existence of lower solution, we prove the following proposition.

Proposition 6. Assume that λ0 > 0. Then, there exists a sufficiently small
ε > 0 such that N(x) = εv(x) is a lower solution of (33).
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Proof. Let N(x) := εv(x) = ε sin(x). It is clear that N(0) = N(π) = 0. We
have

d1
d2N(x)

dx2
− (δ + β(N(x)))N(x) +

1−K
K

+∞∑
n=1

Φn(β(N(·))N(·))(x)

= −d1εv(x)− (δ + β(εv(x))) εv(x) +
1−K
K

+∞∑
n=1

Φn(β(εv(·))εv(·))(x),

≥ −d1εv(x)− (δ + β(0)) εv(x) +
1−K
K

β(ε)ε
+∞∑
n=1

Φn(v)(x),

= −d1εv(x)− (δ + β(0)) εv(x) +
1−K
K

β(ε)ε
+∞∑
n=1

(2Ke−γτ−d2τ )nv(x),

=

[
−d1 − δ − β(0) +

2(1−K)e−γτ−d2τ

1− 2Ke−γτ−d2τ
β(ε)

]
εv(x). (34)

Note that

−d1 − δ − β(0) = λ0 −
2(1−K)e−γτ−d2τ

1− 2Ke−γτ−d2τ
β(0).

Hence, from (34), we have

d1
d2N(x)

dx2
− (δ + β(N(x)))N(x) +

1−K
K

+∞∑
n=1

Φn(β(N(·))N(·))(x)

≥
[
λ0 −

2(1−K)e−γτ−d2τ

1− 2Ke−γτ−d2τ
(β(0)− β(ε))

]
εv(x),

≥ 0,

for sufficiently small ε > 0 (by virtue of the continuity of β). Hence, N(x) =
εv(x) is a lower solution of (33).

To prove the existence of an upper solution, we need the following addi-
tional condition,

β? := sup
s≥0

[β(s)s] < +∞. (35)

Under the condition (35), we have the following lemma.
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Lemma 6.2. Assume that (35) holds. Then, for any M > 0, we have

+∞∑
n=1

Φn(β(Mv(·))Mv(·))(x) ≤ 8β?Ke−γτ

π (1− 2Ke−γτ−d2τ )

(
+∞∑
k=1

e−(2k−1)
2d2τ

)
v(x).

Proof. From (35), we have

Φ(β(Mv(·))Mv(·))(x) ≤ β?2Ke−γτ
∫ π

0

Γ2(τ, x, y)dy,

≤ 8β?Ke−γτ

π

+∞∑
k=1

e−(2k−1)
2d2τv(x),

Φ2(β(Mv(·))Mv(·))(x) ≤ 8β?Ke−γτ

π

+∞∑
k=1

e−(2k−1)
2d2τ2Ke−γτ

∫ π

0

Γ2(τ, x, y)v(y)dy,

=
8β?Ke−γτ

π

+∞∑
k=1

e−(2k−1)
2d2τ2Ke−γτ−d2τv(x),

...

Φn(β(Mv(·))Mv(·))(x) ≤ 8β?Ke−γτ

π

+∞∑
k=1

e−(2k−1)
2d2τ (2Ke−γτ−d2τ )n−1v(x).

Hence, we have

+∞∑
n=1

Φn(β(Mv(·))Mv(·))(x) ≤ 8β?Ke−γτ

π

+∞∑
k=1

e−(2k−1)
2d2τ

+∞∑
n=1

(2Ke−γτ−d2τ )n−1v(x),

=
8β?Ke−γτ

π (1− 2Ke−γτ−d2τ )

(
+∞∑
k=1

e−(2k−1)
2d2τ

)
v(x).

Using Lemma 6.2, we can prove the following proposition on the existence
of an upper solution of (33).

Proposition 7. Assume that (35) holds. Then, there exists a sufficiently
large M > 0 such that N(x) = Mv(x) is an upper solution of (33).
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Proof. Let N(x) := Mv(x), for x ∈ [0, π]. It is clear that N(0) = N(π) = 0.
Moreover, we have

d1
d2N(x)

dx2
−
(
δ + β(N(x))

)
N(x) +

1−K
K

+∞∑
n=1

Φn(β(N(·))N(·))(x)

= −d1Mv(x)− (δ + β(Mv(x)))Mv(x) +
1−K
K

+∞∑
n=1

Φn(β(Mv(·))Mv(·))(x).

Hence, using Lemma 6.2, we have

d1
d2N(x)

dx2
−
(
δ + β(N(x))

)
N(x) +

1−K
K

+∞∑
n=1

Φn(β(N(·))N(·))(x)

≤ −d1Mv(x)− (δ + β(Mv(x)))Mv(x)

+
1−K
K

8β?Ke−γτ

π

+∞∑
k=1

e−(2k−1)
2d2τ 1

1− 2Ke−γτ−d2τ
v(x),

=

[
−d1 − δ − β(Mv(x)) +

8β?(1−K)e−γτ

πM (1− 2Ke−γτ−d2τ )

+∞∑
k=1

e−(2k−1)
2d2τ

]
Mv(x). (36)

Then, we can choose M > 0 sufficiently large such that the last expression in
(36) is nonpositive. Hence, N(x) = Mv(x) is an upper solution of (33).

Now, we focus on the existence of positive solution x 7→ (N(x), u(x)) of
the stationary problem (31) (which is equivalent to (28)). As N is indepen-
dent on u, see the system (31), we can focus only on the equation

0 = d1
d2N(x)

dx2
− (δ + β(N(x)))N(x)

+
1−K
K

∫ π

0

κ(τ, x, s)β(N(s))N(s)ds,

N(0) = N(π) = 0.

(37)

We suppose the following additional condition,

β? := inf
s≥0

[β(s)s]′ > −∞. (38)

We can first remark that if β? ≥ 0, then we have [β(s)s]′ ≥ 0 for all s ≥ 0
(monotone case). In the case β? < 0, the expression s 7→ [β(s)s]′ changes the
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sign over the interval [0,+∞) (non-monotone case). We put

µ := max{0,−β?} ≥ 0.

Then, the stationary problem (37) is equivalent to the following system.
−d1

d2N(x)

dx2
+ (δ + β(0))N(x) + µ

1−K
K

∫ π

0

κ(τ, x, s)N(s)ds

= (β(0)− β(N(x)))N(x) +
1−K
K

∫ π

0

κ(τ, x, s) (β(N(s))N(s) + µN(s)) ds,

N (0) = N (π) = 0.

Let us denote by

h(N) := β(N)N + µN, N ∈ [0,+∞).

This transformation leads to
−d1

d2N(x)

dx2
+ (δ + β(0))N(x) + µ

1−K
K

∫ π

0

κ(τ, x, s)N(s)ds

= (β(0)− β(N(x)))N(x) +
1−K
K

∫ π

0

κ(τ, x, s)h(N(s))ds,

N (0) = N (π) = 0,

with h′(N) ≥ 0 for N ≥ 0. We consider the differential operator L, defined
on the domain D(∆) := {N ∈ C[0, π] : N ∈ C2(0, π), N(0) = N(π) = 0}
(D(∆) = C[0, π]), by

L : N ∈ D(∆) 7→ LN = −d1
d2N

dx2
+ b1N ∈ C[0, π],

with d1, b1 > 0 and we define the linear operator K : C[0, π]→ C[0, π] by

(KN)(x) = b2

∫ π

0

κ(τ, x, y)N(y)dy,

with b2 ≥ 0. Recall that for v ∈ C[0, π], we have

(L−1v)(x) =

∫ π

0

G(x, y)v(y)dy ∈ D(∆),
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where G is the Green function corresponding to the operator L and given by

G(x, y) =



sinh
(√

b1
d1
x
)

sinh
(√

b1
d1

(π − y)
)

d1

√
b1
d1

sinh
(√

b1
d1
π
) , 0 ≤ x ≤ y ≤ π,

sinh
(√

b1
d1

(π − x)
)

sinh
(√

b1
d1
y
)

d1

√
b1
d1

sinh
(√

b1
d1
π
) , 0 ≤ y ≤ x ≤ π,

where sinh(x) = (ex− e−x)/2. As in [29], we need the following two lemmas.

Lemma 6.3. Assume that

4b2
π

+∞∑
k=1

2Ke−γτ−(2k−1)
2d2τ

[1− 2Ke−γτ−(2k−1)2d2τ ] [(2k − 1)2d1 + b1] (2k − 1)
< 1. (39)

Then, the linear operator L−1K : C[0, π]→ C[0, π] satisfies ‖L−1K‖ < 1.

Proof. Let N ∈ X = C[0, π]. We have

(L−1KN)(x) = b2

∫ π

0

G(x, u)

[∫ π

0

κ(τ, u, y)N(y)dy

]
du,

≤ b2

∫ π

0

[∫ π

0

G(x, u)κ(τ, u, y)du

]
dy |N |X ,

=
2b2
π

+∞∑
n=1

(2Ke−γτ )n
+∞∑
k=1

e−k
2d2nτ

∫ π

0

[∫ π

0

G(x, u) sin(ku) du

]
sin(ky) dy |N |X .

By using the following equality∫ π

0

G(u, x) sin(ku) du =
1

d1k2 + b1
sin(kx), (40)
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we obtain that

(L−1KN)(x) ≤ 2b2
π

+∞∑
n=1

(2Ke−γτ )n
+∞∑
k=1

e−k
2d2nτ

1

k2d1 + b1
sin(kx)

∫ π

0

sin(ky) dy |N |X ,

=
2b2
π

+∞∑
n=1

(2Ke−γτ )n
+∞∑
k=1

e−k
2d2nτ

1

k2d1 + b1
sin(kx)

1− (−1)k

k
|N |X ,

≤ 2b2
π

+∞∑
n=1

(2Ke−γτ )n
+∞∑
k=1

e−(2k−1)
2d2nτ

2

[(2k − 1)2d1 + b1] (2k − 1)
|N |X ,

=
4b2
π

+∞∑
k=1

+∞∑
n=1

(
2Ke−γτ−(2k−1)

2d2τ
)n 1

[(2k − 1)2d1 + b1] (2k − 1)
|N |X ,

=
4b2
π

+∞∑
k=1

2Ke−γτ−(2k−1)
2d2τ

[1− 2Ke−γτ−(2k−1)2d2τ ] [(2k − 1)2d1 + b1] (2k − 1)
|N |X .

Thus, by (39), we obtain

‖L−1K‖ ≤ 4b2
π

+∞∑
k=1

2Ke−γτ−(2k−1)
2d2τ

[1− 2Ke−γτ−(2k−1)2d2τ ] [(2k − 1)2d1 + b1] (2k − 1)
< 1.

Remark 1. We remark that

2Ke−γτ−(2k−1)
2d2τ

[1− 2Ke−γτ−(2k−1)2d2τ ] [(2k − 1)2d1 + b1]
≤ 2Ke−γτ−d2τ

d1 (1− 2Ke−γτ−d2τ )

1

(2k − 1)2
.

Then, a necessary condition to have (39) is

4

d1π

(
2b2Ke

−γτ−d2τ

1− 2Ke−γτ−d2τ

) +∞∑
k=1

1

(2k − 1)3
< 1.

Lemma 6.4. Assume that (39) holds. Moreover, assume that

4b2 sinh4

(√
b1π

2
√
d1

)
πd1

(√
b1
d1

)3
sinh

(√
b1
d1
π
) +∞∑

k=1

2Ke−γτ−k
2d2τ

1− 2Ke−γτ−k2d2τ
< 1. (41)

Then, the operator (L+K)−1 is positive.
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Proof. Using the same technique as in the proof of ([29], Lemma 4.2), under
the condition ‖L−1K‖ < 1, we have

(L+K)−1 =
+∞∑
n=0

(L−1K)2n
[
L−1 − L−1KL−1

]
.

Then, it suffices to show that the operator L−1−L−1KL−1 is positive. That
means to prove that, for all v ≥ 0, we have

L−1v ≥ L−1KL−1v.
By Fubini’s theorem, we can write

(L−1KL−1v)(x) =

∫ π

0

G(x, s)

{
b2

∫ π

0

κ(τ, s, u)

[∫ π

0

G(u, y)v(y)dy

]
du

}
ds,

=

∫ π

0

{∫ π

0

G(x, s)

[
b2

∫ π

0

κ(τ, s, u)G(u, y)du

]
ds

}
v(y)dy.

Then, it is sufficient to prove that for all x, y ∈ [0, π],∫ π

0

G(x, s)

[
b2

∫ π

0

κ(τ, s, u)G(u, y)du

]
ds ≤ G(x, y). (42)

In another side, we have∫ π

0

κ(τ, s, u)G(u, y)du

=
2

π

+∞∑
n=1

(2Ke−γτ )n
+∞∑
k=1

e−k
2d2nτ

[∫ π

0

G(u, y) sin(ku) du

]
sin(ks).

So, by using (40), we have∫ π

0

κ(τ, s, u)G(u, y)du =
2

π

+∞∑
n=1

(2Ke−γτ )n
+∞∑
k=1

e−k
2d2nτ

d1k2 + b1
sin(ky) sin(ks),

and ∫ π

0

G(x, s)

[
b2

∫ π

0

κ(τ, s, u)G(u, y)du

]
ds

=

∫ π

0

G(x, s)

[
2b2
π

+∞∑
n=1

(2Ke−γτ )n
+∞∑
k=1

e−k
2d2nτ

d1k2 + b1
sin(ky) sin(ks)

]
ds,

=
2b2
π

+∞∑
n=1

(2Ke−γτ )n
+∞∑
k=1

e−k
2d2nτ

(d1k2 + b1)2
sin(ky) sin(kx).

35



Since,∫ π

0

G(u, y)du =

∫ π

0

G(y, u)du,

=
1

b1 sinh
√

b1
d1
π

[
sinh

√
b1
d1
π − sinh

√
b1
d1
y − sinh

√
b1
d1

(π − y)

]
,

we obtain

1

d1k2 + b1
sin ky =

∫ π

0

G(u, y) sin ku du ≤
∫ π

0

G(u, y)du

=
1

b1 sinh
√

b1
d1
π

[
sinh

√
b1
d1
π − sinh

√
b1
d1
y − sinh

√
b1
d1

(π − y)

]
.

So, ∫ π

0

G(x, s)

[
b2

∫ π

0

κ(τ, s, u)G(u, y)du

]
ds

≤ 2b2
π

+∞∑
n=1

(2Ke−γτ )n
+∞∑
k=1

e−k
2d2nτ

b21 sinh2
√

b1
d1
π

×

[
sinh

√
b1
d1
π − sinh

√
b1
d1
x− sinh

√
b1
d1

(π − x)

]

×

[
sinh

√
b1
d1
π − sinh

√
b1
d1
y − sinh

√
b1
d1

(π − y)

]
.

Consequently,∫ π

0

G(x, s)

[
b2

∫ π

0

κ(τ, s, u)G(u, y)du

]
ds

≤ 2b2

πb21 sinh2
√

b1
d1
π

[
sinh

√
b1
d1
π − sinh

√
b1
d1
x− sinh

√
b1
d1

(π − x)

]

×

[
sinh

√
b1
d1
π − sinh

√
b1
d1
y − sinh

√
b1
d1

(π − y)

]
+∞∑
k=1

2Ke−γτ−k
2d2τ

1− 2Ke−γτ−k2d2τ
.
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Let put

c =

 2b2

πd1

(√
b1
d1

)3
sinh

√
b1
d1
π

+∞∑
k=1

2Ke−γτ−k
2d2τ

1− 2Ke−γτ−k2d2τ


1
2

.

We can prove as in [29] that, for all x, y ∈ [0, π],

c

[
sinh

√
b1
d1
π − sinh

√
b1
d1
x− sinh

√
b1
d1

(π − x)

]
≤ sinh

√
b1
d1
x,

and

c

[
sinh

√
b1
d1
π − sinh

√
b1
d1
x− sinh

√
b1
d1

(π − x)

]
≤ sinh

√
b1
d1

(π − x).

As a consequence, we obtain the inequality (42) and then the operator L−1−
L−1KL−1 is positive. Then, the operator (L+K)−1 is positive.

Remark 2. Remark that, for all k ≥ 1, we have the inequality

2Ke−γτ−k
2d2τ

1− 2Ke−γτ−k2d2τ
≤ 2Ke−γτ

1− 2Ke−γτ−d2τ
(
e−d2τ

)k
.

Then, this implies the inequality

+∞∑
k=1

2Ke−γτ−k
2d2τ

1− 2Ke−γτ−k2d2τ
≤ 2Ke−γτ−d2τ

(1− 2Ke−γτ−d2τ ) (1− e−d2τ )
.

Consequently, a necessary condition to have (41) is

4 sinh4

(√
b1π

2
√
d1

)
πd1 (1− e−d2τ )

(√
b1
d1

)3
sinh

√
b1
d1
π

(
2b2Ke

−γτ−d2τ

1− 2Ke−γτ−d2τ

)
< 1.

Using the last lemma, we prove the following theorem.

Theorem 6.5. Let b1 = δ + β(0) and b2 = µ(1−K)/K. Assume that (35),
(38), (39), (41) and λ0 > 0 hold. Then, there exists a positive stationary
solution N(x) of System (37).
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Proof. From the propositions 6 and 7, the functions N(x) and N(x) are sub-
solution and super-solution, respectively. Let consider the operators L and
K defined as before with b1 = δ+ β(0) and b2 = µ(1−K)/K. We define the
nonlinear operator P : C[0, π]→ C2(0, π) ∩ C[0, π] by

(Pu)(x) = (L+K)−1
(

(β(0)− β(u))u+
1−K
K

∫ π

0

κ(τ, x, s)h(u(s))ds

)
.

Recall that u 7→ β(u) is a decreasing function for u ≥ 0. So, u 7→ (β(0) −
β(u))u is an increasing function for u ≥ 0. Furthermore, u 7→ h(u) is also
an increasing function for u ≥ 0. Then, we can say that Q : C[0, π] →
C2(0, π) ∩ C[0, π] given by

(Qu)(x) = (β(0)− β(u))u+
1−K
K

∫ π

0

κ(τ, x, s)h(u(s))ds,

is positive and strongly monotone. Moreover, (L + K)−1 is positive (see
lemma 6.4). This implies that P is positive and strongly monotone. Then,
P is strongly increasing on the interval [0̂, M̂ ], where M̂ (respectively, 0̂)
denotes the constant function on [0, π] taking the value M (respectively, 0)
and M is the constant given by the proposition 7. By using a standard
argument of sub- and super-solutions (see [32]) and the propositions 6 and 7,
we conclude that there exists a positive stationary solution N?(x) of System
(37), which satisfies

0 < N(x) ≤ N?(x) ≤ N(x), for all (0, π).

Remark 3. The conditions (39) and (41) can hold simultaneously. To see
that, we first remark that if β? ≥ 0, then we have µ = 0 (the monotone case).
In this case, (39) and (41) are always satisfied. For the non-monotone case,
β? < 0, we can choose µ = −β? small enough to have (39) and (41).

For the uniqueness of the stationary solution of problem (37), we make
the following additional assumption.

s 7→
[(

2e−γτ−d2τ − 1

1− 2Ke−γτ−d2τ

)
β(s)− (d1 + δ)

]
s is nondecreasing for s ≥ 0.

(43)
Under the assumption (43), we prove the following theorem on the uniqueness
of the stationary solution.
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Theorem 6.6. Suppose that the assumptions of Theorem 6.5 and (43) hold.
Then, problem (37) has at most one positive stationary solution.

Proof. The proof of this result is similar to the proof of the corresponding
result in [20].

7. Persistence

In this section, we investigate weak persistence and persistence of the
system (6), for λ0 > 0. Let us consider an arbitrary large positive constant
M > 0 and define the set

DM :=
{

(φ, ψ) ∈ X+ × C+ : φ(x) > 0 for some x ∈ (0, π),

ψ(θ)(x) = ψ(θ, x) ≤Mv(x) for all (θ, x) ∈ [−τ, 0]× [0, π]} ,

where v(x) = sinx. The system (6) can be written as follows

∂N

dt
(t, x) = d1

∂2N

∂x2
(t, x)−

(
δ +

1

K
β(N(t, x))

)
N(t, x) +

1−K
K

u(t, x),

u(t, x) = β(N(t, x))N(t, x) + 2Ke−γτ
∫ π

0

Γ2(τ, x, y)u(t− τ, y)dy,

N(t, 0) = N(t, π) = u(t, 0) = u(t, π) = 0,

N(0, x) = N0(x),

u(θ, x) = u0(θ, x), θ ∈ [−τ, 0].
(44)

We first prove the following lemma on the boundedness of solutions.

Lemma 7.1. Assume that (35) holds and (N0, u0) ∈ DM . Then, there exist
positive uniform upper bounds N+ > 0 and u+ > 0 such that N(t, x) ≤ N+

and u(t, x) ≤ u+, for all t > 0 and x ∈ [0, π].

Proof. For any t > 0, let n := bt/τc be the integer part of t/τ . We have

u(t, x) = β(N(t, x))N(t, x) + 2Ke−γτ
∫ π

0

Γ2(τ, x, y)u(t− τ, y)dy,

=
n∑
k=0

Φk (β(N(t− kτ, ·))N(t− kτ, ·)) (x) + Φn+1(u0(t− (n+ 1)τ, ·))(x),

≤
n∑
k=0

Φk(β?1(·))(x) +MΦn+1(v(·))(x),
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where Φ is the linear operator defined by (29), and 1 ∈ X denotes the
constant function taking the value 1 for any x ∈ [0, π]. Recalling that Φ(v) =
2Ke−γτ−d2τv and

∑+∞
k=0 Φk = (Id− Φ)−1. Thus, we have

u(t, x) ≤β?
+∞∑
k=0

Φk(1(·))(x) +M(2Ke−γτ−d2τ )n+1v(x),

≤β∗(Id− Φ)−11(x) +M.

Hence, for u+ := supx∈[0,π] (β
∗(Id− Φ)−11(x) +M) ∈ (0,+∞), we obtain

u(t, x) ≤ u+, for all t > 0 and x ∈ [0, π].
Let T > 0 be a positive constant. From the first equation of (44), we

have for all t > T and x ∈ [0, π] that

N(t, x) ≤ T1(t)N0(x) +
1−K
K

∫ t

0
T1(t− s)u(s, ·)(x)ds,

=

∫ π

0
Γ1(t, x, y)N0(y)dy +

1−K
K

∫ t

0

∫ π

0
Γ1(t− s, x, y)u(s, y)dyds,

≤ 2

π (ed1t − 1)

∫ π

0
N0(y)dy +

1−K
K

∫ t

0

∫ π

0

2

π

∑
k≥1

e−k
2d1(t−s) sin kx sin kydyds u+,

≤ 2

π (ed1T − 1)

∫ π

0
N0(y)dy +

1−K
K

2u+

π

∑
k≥1

1

k2d1
(1− e−k2d1t)

∫ π

0
sin kx sin kydy,

≤ 2

π (ed1T − 1)

∫ π

0
N0(y)dy +

1−K
K

2u+
∑
k≥1

1

k2d1
=: N1 < +∞.

Hence, setting N+ := max
{
N1, sup(t,x)∈[0,T ]×[0,π]N(t, x)

}
, the proof is com-

plete.

Using Lemma 7.1, we prove the following lemma on the weak persistence
of the system (44).

Lemma 7.2. Assume that (35) holds and λ0 > 0. Then, for any (N0, u0) ∈
DM , there exists a positive constant ε > 0 such that

lim sup
t→+∞

|N(t, ·)|X > ε, (45)

lim sup
t→+∞

|u(t, ·)|X > ε. (46)
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Proof. Note that λ0 can be written as follows.

λ0 = −d1 − δ −
1

K
β(0) +

1−K
K

β(0)

1− 2Ke−γτ−d2τ
.

Since λ0 > 0, one can choose ε > 0 sufficiently small and λ > 0 such that

−
(
λ+ d1 + δ +

1

K
β(0)

)
+

1−K
K

β(ε)

1− 2Ke−γτ−d2τ−λτ
> 0. (47)

Suppose by contradiction that (45) does not hold. Then, there exists a
sufficiently large T > 0 such that N(t, x) ≤ ε, for all t ≥ T and x ∈ [0, π].
From the first equation of (44), we have∫ π

0

v(x)
∂N(t, x)

∂t
dx

= d1

∫ π

0

v(x)
∂2N(t, x)

∂x2
−
∫ π

0

v(x)

(
δ +

1

K
β(N(t, x))

)
N(t, x)dx

+
1−K
K

∫ π

0

v(x)u(t, x)dx,

≥ −
(
d1 + δ +

1

K
β(0)

)∫ π

0

v(x)N(t, x)dx+
1−K
K

∫ π

0

v(x)u(t, x)dx.

(48)

Furthermore, from the second equation of (44), we have∫ π

0

v(x)u(t, x)dx

=

∫ π

0

v(x)β(N(t, x))N(t, x)dx

+ 2Ke−γτ
∫ π

0

v(x)

∫ π

0

Γ2(τ, x, y)u(t− τ, y)dydx,

=

∫ π

0

v(x)β(N(t, x))N(t, x)dx+ 2Ke−γτ−d2τ
∫ π

0

v(x)u(t− τ, x)dx.

Multiplying (49) by e−λt and integrating from t = T to t = +∞, we obtain∫ +∞

T

e−λt
∫ π

0

v(x)u(t, x)dxdt =

∫ +∞

T

e−λt
∫ π

0

v(x)β(N(t, x))N(t, x)dxdt

+ 2Ke−γτ−d2τ
∫ +∞

T

e−λt
∫ π

0

v(x)u(t− τ, x)dxdt.
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Then, we obtain∫ +∞

T

e−λt
∫ π

0

v(x)u(t, x)dxdt (49)

≥ β(ε)

∫ +∞

T

e−λt
∫ π

0

v(x)N(t, x)dxdt

+ 2Ke−γτ−d2τ−λτ
∫ +∞

T

e−λ(t−τ)
∫ π

0

v(x)u(t− τ, x)dxdt,

= β(ε)

∫ +∞

T

e−λt
∫ π

0

v(x)N(t, x)dxdt

+ 2Ke−γτ−d2τ−λτ
∫ +∞

T−τ
e−λt

∫ π

0

v(x)u(t, x)dxdt,

≥ β(ε)

∫ +∞

T

e−λt
∫ π

0

v(x)N(t, x)dxdt

+ 2Ke−γτ−d2τ−λτ
∫ +∞

T

e−λt
∫ π

0

v(x)u(t, x)dxdt.

Hence, we have∫ +∞

T
e−λt

∫ π

0
v(x)u(t, x)dxdt ≥ β(ε)

1− 2Ke−γτ−d2τ−λτ

∫ +∞

T
e−λt

∫ π

0
v(x)N(t, x)dxdt.

(50)

On the other hand, multiplying (48) by e−λt and integration from t = T to
t = +∞, we obtain∫ +∞

T

e−λt
∫ π

0

v(x)
∂N(t, x)

∂t
dxdt

= −e−λT
∫ π

0

v(x)N(T, x)dx+ λ

∫ +∞

T

e−λt
∫ π

0

v(x)N(t, x)dxdt,

≥ −
(
d1 + δ +

1

K
β(0)

)∫ +∞

T

e−λt
∫ π

0

v(x)N(t, x)dxdt

+
1−K
K

∫ +∞

T

e−λt
∫ π

0

v(x)u(t, x)dxdt. (51)
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Hence, from (47), (50) and (51), we have

0 > −e−λT
∫ π

0

v(x)N(T, x)dx,

≥
[
−
(
λ+ d1 + δ +

1

K
β(0)

)
+

1−K
K

β(ε)

1− 2Ke−γτ−d2τ−λτ

]
×
∫ +∞

T

e−λt
∫ π

0

v(x)N(t, x)dxdt,

> 0.

This gives a contradiction. Then, we conclude that (45) is true.
Next we show the inequality (46). From the second equation of (6), we

have
u(t, x) > β(N(t, x))N(t, x),

and from Lemma 7.1, we have

u(t, x) > β(N+)N(t, x),

where N+ denotes the uniform upper bound of N . Hence, from (45), we
obtain

lim sup
t→+∞

|u(t, ·)|X > β(N+)ε.

Setting min (ε, β(N+)ε) to be ε again, the proof is complete.

Note that we did not use Lemma 7.1 to proof (45). Therefore, we have
the following corollary.

Corollary 1. Assume that λ0 > 0. Then, for any (N0, u0) ∈ X+ ×C+ such
that N0(x) > 0, for some x ∈ (0, π), there exists a positive constant ε > 0
such that

lim sup
t→+∞

|N(t, ·)|X > ε.

Finally, based on Lemma 7.2 and Corollary 1, we prove the persistence
of System (6). We need the following additional condition

2Ke−γτ sup
x∈[0,π]

∫ π

0

Γ2(τ, x, y)dy < 1. (52)

One can remark that the condition (52) is stronger than the condition (16).
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Theorem 7.3. Assume that (35), (52) hold and λ0 > 0. Then, for any
(N0, u0) ∈ DM , there exists a positive constant ε0 > 0 such that

lim inf
t→+∞

|N(t, ·)|X > ε0, (53)

lim inf
t→+∞

|u(t, ·)|X > ε0. (54)

Proof. We first prove (53). From Corollary 1, there exists an increasing
sequence {τk}+∞k=1 > 0, such that

|N(τk, ·)|X > ε.

Suppose that (53) does not hold. Then, there exist an increasing sequence
{tk}+∞k=1 and a decreasing sequence {ek}+∞k=1 such that tk > τk, limk→+∞ ek = 0
and

|N(tk, ·)|X < ek < ε. (55)

From the continuity, there exists a sequence {θk}+∞k=1 such that θk ∈ (τk, tk)
and

|N(θk, ·)|X = ε and |N(t, ·)|X < ε for all t ∈ (θk, tk). (56)

Let {Nk}+∞k=1 be a functional sequence in X such that Nk := N(θk, ·) ∈ X.
Since

|Nk(x)| ≤ |Nk|X = |N(θk, ·)|X = ε, for all x ∈ [0, π],

the sequence {Nk}+∞k=1 is uniformly bounded. For x, x′ ∈ [0, π], we have from
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the first equality of (44) and Lemma 7.1, that

∣∣Nk(x)−Nk(x
′)
∣∣ ≤ ∫ π

0

∣∣Γ1(θk, x, y)− Γ1(θk, x
′, y)

∣∣N0(y)dy

+

∫ θk

0

∫ π

0

∣∣Γ1(θk − s, x, y)− Γ1(θk − s, x′, y)
∣∣ (δ +

1

K
β(N(s, y))

)
N(s, y)dyds

+
1−K
K

∫ θk

0

∫ π

0

∣∣Γ1(θk − s, x, y)− Γ1(θk − s, x′, y)
∣∣u(s, y)dyds,

≤
∫ π

0

2

π

∑
`≥1

e−`
2d1θk

∣∣sin `x− sin `x′
∣∣ |sin `y|N0(y)dy

+

∫ θk

0

∫ π

0

2

π

∑
`≥1

e−`
2d1(θk−s)

∣∣sin `x− sin `x′
∣∣ |sin `y| dyds(δ +

1

K
β(0)

)
N+

+
1−K
K

∫ θk

0

∫ π

0

2

π

∑
`≥1

e−`
2d1(θk−s)

∣∣sin `x− sin `x′
∣∣ |sin `y| dyds u+,

≤ 2

π

(∫ π

0
N0(y)dy

)∑
`≥1

e−`
2d1θ1

∣∣sin `x− sin `x′
∣∣

+
2

d1

{(
δ +

1

K
β(0)

)
N+ +

1−K
K

u+
}∑
`≥1

1

`2
∣∣sin `x− sin `x′

∣∣ . (57)

As the functions x 7→
∑

`≥1 e
−`2d1θ1 sin `x and x 7→

∑
`≥1

1
`2

sin `x are uni-

formly continuous, the inequality (57) implies that the sequence {Nk}+∞k=1 is
equicontinuous. It follows from the Ascoli-Arzela theorem the existence of
N∗ ∈ X+ such that limk→+∞Nk = N∗ (otherwise, we can choose a conver-
gent subsequence). Let us consider the following problem

v(t, x) =

{
β(N∗(x))N∗(x) + 2Ke−γτ

∫ π
0

Γ2(τ, x, y)v(t− τ, y)dy, t > 0,
u0(t, x), t ∈ [−τ, 0].

(58)
For each initial condition u0 ∈ C := C([−τ, 0], X) = C([−τ, 0] × [0, π],R),
the difference equation (58) has a unique solution v, which is continuous
on (0,+∞) × [0, π]. Let {uk}+∞k=1 be a functional sequence in C such that
uk(h, x) := v(θk + h, x), (h, x) ∈ [−τ, 0] × [0, π], with θk > τ , for k large
enough. Then,

uk(h, x) = β(N∗(x))N∗(x) + 2Ke−γτ
∫ π

0

Γ2(τ, x, y)uk(h− τ, y)dy.
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From Lemma 7.1, uk ≤ u+ and thus, the uniform boundedness follows. For
(h, x), (h′, x′) ∈ [−τ, 0]× [0, π], we have

|uk(h, x)− uk(h′, x′)| ≤ |uk(h, x)− uk(h, x′)|+ |uk(h, x′)− uk(h′, x′)|. (59)

For the first term in the right-hand side of (59), we have

|uk(h, x)− uk(h, x′)| ≤ |β(N∗(x))N∗(x)− β(N∗(x′))N∗(x′)|

+ 2Ke−γτ
∫ π

0

|Γ2(τ, x, y)− Γ2(τ, x
′, y)| dy u+.

For the second term in the right-hand side of (59), we have from (52) that

|uk(h, x′)− uk(h′, x′)| ≤ |uk(h, ·)− uk(h′, ·)|X ,

≤ 2Ke−γτ sup
x′∈[0,π]

∫ π

0

Γ2(τ, x
′, y) |uk(h− τ, y)− uk(h′ − τ, y)| dy,

≤ 2Ke−γτ sup
x′∈[0,π]

∫ π

0

Γ2(τ, x
′, y)dy |uk(h− τ, ·)− uk(h′ − τ, ·)|X ,

≤

(
2Ke−γτ sup

x′∈[0,π]

∫ π

0

Γ2(τ, x
′, y)dy

)nk+1

× |u0(θk + h− (nk + 1)τ, ·)− u0(θk + h′ − (nk + 1), ·)|X ,
≤ |u0(θk + h− (nk + 1)τ, ·)− u0(θk + h′ − (nk + 1), ·)|X , (60)

where nk := bθk/τc. Since u0 is uniformly continuous on [−τ, 0] × [0, π],
the inequalities (59)-(60) imply that the sequence {uk}+∞k=1 is equicontinuous.
Hence, it follows from the Ascoli-Arzela theorem that there exists u∗ ∈ C+

such that limk→+∞ uk = u∗ (otherwise we can choose a convergent subse-
quence).

Let Ñ be a solution of (44) for an initial condition (N∗, u∗) ∈ X+ × C+.
One can remark that (N∗, u∗) is not necessary a steady state. From Corollary
1, there exist some τ ′ > 0 and m > 0 such that∣∣∣Ñ(τ ′, ·)

∣∣∣
X
> ε and

∣∣∣Ñ(t, ·)
∣∣∣
X
> m, for all t ∈ (0, τ ′). (61)

For each k ∈ N, let Ñk(t, ·) := N(θk + t, ·). From (61) and the continuity, for
sufficiently large k, we have∣∣∣Ñk(τ

′, ·)
∣∣∣
X
> ε and

∣∣∣Ñk(t, ·)
∣∣∣
X
> m > ek, for all t ∈ (0, τ ′). (62)
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On the other hand, for t̃k := tk − θk > 0, we have from (55) and (56) that∣∣∣Ñk(t̃k, ·)
∣∣∣
X
< ek < ε and

∣∣∣Ñk(t, ·)
∣∣∣
X
< ε, for all t ∈ (0, t̃k). (63)

If τ ′ < t̃k, then the second inequality in (63) contradicts the first inequality
in (62). If τ ′ ≥ t̃k, then the first inequality in (63) contradicts the second
inequality in (62). Consequently, (53) holds. As shown in the proof of Lemma
7.1 and 7.2, we have

u(t, x) > β(N+)N(t, x).

Hence, (54) directly follows from (53). This completes the proof.

8. Conclusion

We constructed a mathematical model of HSC population taking into
account the spatial distribution of cells in the bone marrow, quiescent and
proliferating phase with long- and short-term proliferation. The resulting
model consists of a coupled system of reaction-diffusion equation and dif-
ference one with a nonlocal spatial term and time delay. We considered a
bounded space with Dirichlet boundary conditions. The mathematical anal-
ysis first stressed, based on the construction of lower and upper solutions
and the use of comparison principle, the basic properties of the solutions,
such as existence, uniqueness, positivity and boundedness. We then studied
the stability of the two steady states of the model. A sufficient condition
for the global asymptotic stability of the trivial steady state, corresponding
to the cells’ dying out, was obtained using a Lyapunov function. By using
the method of lower and upper solutions, we also obtained a sufficient con-
dition for the existence and uniqueness of positive steady state. Finally, we
investigated when the trivial steady state is unstable, the persistence of the
solutions of the system.

It is believed that many hematological diseases are due to some abnor-
malities in the feedback loops between different compartments of HSC pop-
ulations [13, 15, 33]. Among a wide variety of disorders affecting blood cells,
myeloproliferative diseases are of great interest. They are characterized by
a group of conditions that cause blood cells to grow abnormally. The exces-
sive proliferation of malignant HSCs changes normal cell distribution in the
bone marrow and the disease can invade the whole bone marrow. The model
developed in this paper may be helpful in understanding the uncontrolled
proliferation of blood cells in these hematological disorders.
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