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Introduction







Advances in our ability to acquire, store, query and process data have led to a spectacular
increase in the amount of information that systems can collect and analyze. This has had a
profound impact in many domains: scientific research, commerce, finance, industrial processes,
as well as all activities related to electronic government. Progress in bioinformatics and in
the life sciences at large have led to the creation of immense databases, the Human Genome
Project being one of the most emblematic initiatives in this domain. Scientific instruments
such as telescopes and particle accelerators generate increasingly detailed observations of our
environment and enable ever more complex experiments: the ALMA! data production rate has
been estimated at approximately 180 terabytes per year; that of the LSST? at 1.28 petabytes a
year; and that of the LHC? at 15 petabytes per year. Advances in high-performance computing
enable simulations of increasing complexity, that are being fed, and produce, large quantities
of data. Other domains generating large datasets include open data initiatives such as those
launched by many governments, digital preservation initiatives such as that of the US Library
of Congress and the Bibliothéque Nationale de France, information about customers and their
transactions stored by businesses and insurance companies, user-generated content such as blog
entries, pictures and videos stored by people on social networks and other Web sites.

In addition to these data sources and providers, recent and emerging technologies such as
Web services and the Web of Data at large [BL09], ranging from microformats to ontolo-
gies on the Semantic Web, have the potential to revolutionize (again) data-driven activities in
many domains, by making information accessible to machines as semistructured data [ABS99]
that eventually becomes actionable knowledge*. Thanks to those technologies, heterogeneous,
and possibly autonomous, systems can exchange information, infer new data using reasoning
engines and knowledge encoded in ontologies, cross multiple data sources with the ability to
resolve ambiguities and conflicts between them. The resulting datasets are often very large, and
can be made even larger and more useful by interlinking them, as exemplified by the Linked
Data initiative [HB11] (Figure 1.1).

One term has recently arisen to denote the many challenges and research questions posed by
the management and effective use of those massive datasets: Big Data. While Big Data has
clearly become a buzzword, those problems and challenges are real, and span numerous fields
of computer science research: data and knowledge bases, communication networks, security
and trust, data mining, data processing, as well as human-computer interaction.

The goal of human-computer interaction (HCI) can be broadly stated as trying to make com-
puters easier to use while augmenting peoples’ capabilities, enabling them to deal with more
complex problems, larger datasets, as efficiently as possible, in single-user or cooperative work

! Atacama Large Millimeter/submillimeter Array, http://almaobservatory.org

?Large Synoptic Survey Telescope, http: //www.lsst.org

3Large Hadron Collider, http://lhc.web.cern.ch

“Throughout this dissertation we try to employ the terms data, information and knowledge according Ackoff’s
definition of data, information, knowledge, understanding and wisdom [Ack89]: data are the raw facts, information
is data processed to be useful, that helps answer who/what/where/when questions; knowledge is coherent informa-
tion that helps answer how questions


http://almaobservatory.org
http://www.lsst.org
http://lhc.web.cern.ch

8 INTRODUCTION

wfmm .

“~ Locan |

2y,
2 @ ~ G
‘,‘;‘“7 ";0:'/ S ENwl :? N K
,« i . \‘ 5"5 j+| Prodom { SYIT(H cyje e ] —
= ,/°; SEnS SRR
@f’/ "‘ \‘5\3 ‘h"l—\\~ \ Y e

o fars, o
e

Geographic ()

( xes
\\( / ~
= Genern [\ P2taY publications ()

INARNE S
% { \L ”’\cm

uPrc u\kf\\usYS\‘Mem cco.
ASSE)E ——3
- \

User-generated content

Government

G
’ " ZR O
\o(;omn \ ife sciences ()

As of September 2011 @ D @

Figure 1.1 : The Linking Open Data cloud diagram (in September 2011): 295 interlinked
datasets from varied domains, including e-government, geography, sciences and the media, for
a total of more than 25 billion statements.

contexts. A more formal description is that HCI is about designing systems that lower the bar-
rier between the humans’ cognitive model of what they want to accomplish and the computer’s
understanding of the user’s task. HCI is concerned with the design, implementation and eval-
uation of computing systems that humans interact with. It is a highly multidisciplinary field
of research, involving experts in computer science, cognitive psychology, design, engineering,
ethnography, human factors and sociology. In the more specific context set above, HCI research
relates to the design, development and evaluation of interaction and visualization techniques
that can help users better comprehend and manipulate large, semistructured datasets. Users can
be mere consumers, trying to make sense of the information and to extract knowledge and in-
sights from the data; or they can be producers of those data, creating, structuring, transforming
and publishing them for consumption by others; or they can be both. In any case, users are
faced with large-to-massive datasets, organized according to more or less complex structures,
that can be interlinked as illustrated in Figure 1.1. No matter how elaborate data acquisition,
processing and storage pipelines are, the data are produced by users, and eventually get con-
sumed by users in one way or another.

My research is based on the conviction that user interfaces, and more particularly graphical
user interfaces, when providing relevant visualizations of the data and their structure coupled
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with innovative interaction techniques to navigate in them, can be of great help to users, and
thus play an important role in the research and development of computing systems for the
management and analysis of massive, semistructured data. My activities have revolved around
two main themes, briefly introduced here and presented in more detail in the next two chapters:

- Visual languages and information visualization techniques to help users better make
sense of, and manipulate, semistructured datasets.

- The design, implementation and evaluation of multi-scale interaction techniques for nav-
igating large datasets.

1.1 Visualization and Transformation of Semistructured Data

Languages for describing semistructured data, from XML to RDF, OWL and SKOS?, enable
users to organize their data, but most importantly, they make those data accessible to machines:
beyond structure, they provide machine-processable meaning to the data, through domain-
specific vocabularies or ontologies, and significantly ease their interlinking and merging.

The original Web was, and still is, mostly about serving Web pages to human readers. It
is now often called the Web of documents, to contrast it with the Web of data enabled by the
above languages. The Web of data is about sharing information from different sources that
can be read automatically, and to some extent reasoned upon, by machines. Consequently, the
underlying languages, XML included, are designed to facilitate machine interpretability; the
raw data, while encoded using conventional character sets such as UTF-8 and viewable in text
editors, is not aimed at being read as is by users, as opposed to HTML pages typically served
to human readers on the Web of documents.

While most end-users of the Web of data will never see a single line of XML or RDF code,
several categories of users are faced with the raw data and have to make sense of it:

- domain experts that create the vocabularies and ontologies that give machine-processable
meaning to the data, and populate them with actual data;

- software developers that write programs to query and manipulate the data to, e.g., corre-
late different sources, infer new data, and eventually transform the resulting data struc-
tures to a target vocabulary, such as HTML, for human consumption.

While conducting my PhD from 2000 to 2002 at Xerox Research Centre Europe® and INRIA
Rhone-Alpes’, I worked on the design and implementation of a visual programming language,
VXT, for the specification of XML document structure transformations [PYDQO01, PVDO01].

>The reader is referred to http://www.w3.org/standards/semanticweb/ for a description of how
these and other technologies build upon, and complement, each other.

*http://www.xrce.xerox.com

"http://www.inria.fr


http://www.w3.org/standards/semanticweb/
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The goal of this language was to ease the development of XML transformations by taking
advantage of the multi-dimensional nature of visual languages to explicitly represent the hi-
erarchical structure of the data, deemed an important piece of information in itself, that even
relatively high-level languages such as XSLT [W3C99] were only partially conveying due (in
part) to their uni-dimensional nature. While a significant part of my work focused on the
formal definition of the syntax and semantics of the language and on proving some of its prop-
erties (completeness of transformations, well-formedness of productions) [Pie02a, VDP01],
I quickly got interested in the human-computer interaction issues that arose while designing
a development environment for that visual programming language. Visual languages can be
very powerful tools, and some perform very successfully, such as LabView [Pow11]. But they
require careful visual design and interaction design to really take advantage of their potential
and avoid common pitfalls [GP96]. Problems of scalability are among the main issues encoun-
tered when designing visual languages [BBB™95]. This was particularly true for VXT, that had
to visually represent potentially large and complex hierarchical data structures, the associated
grammars (Document Type Definitions, XML Schemas), and transformation rules a la XSLT
all using a visual representation paradigm. This led me to survey the field of information visu-
alization, and eventually adopt techniques for tree representations and multi-scale navigation in
large information spaces for the purpose of representing, and navigating in, large hierarchical
data structures using a zoomable user interface, that enables smooth panning and zooming in
large 2D information spaces possibly coupled with semantic zooming capabilities [PF93].

A 4-month internship in the World Wide Web Consortium® (W3C) team at MIT during the
fall of 2001 gave me the opportunity to work on a related problem: that of providing users
with an interactive visual representation of RDF data. The structure of those data, i.e., di-
rected labeled graphs, is poorly conveyed by textual serializations. While the latter are the
primary mean of representing and exchanging information between software agents, they are
non-optimal when the information is exchanged between computers and humans. Visual rep-
resentations can help, but introduce their own problems, and I investigated possible solutions
for some of them. This work, that I continued during my post-doc in the Decentralized In-
formation Group® at MIT in 2003, and the subsequent collaboration on the Fresnel language
with the Simile project'® in 2005-2006, is detailed in Chapter 2, along with other collaborative
projects conducted in recent years, in which my contribution lied essentially in the design and
implementation of semistructured data visualizations for domain-specific applications.

1.2 Multi-scale Navigation in Large Datasets

After my post-doc and a year spent in the industry working on Web-based content manage-
ment systems, I joined the In-Situ project-team'! at INRIA Saclay as a Chargé de Recherche
in the fall of 2004. My interest in human-computer interaction, and more particularly in inter-

$http://www.w3.0rg
*http://dig.csail.mit.edu
Yhttp://simile.mit.edu
Uhttp://insitu.lri.fr
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action techniques and information visualization, had grown over the years, and I was willing
to conduct research in, rather than just apply results from, this field. In-Situ provided me with
excellent conditions to achieve this transition.

My work in the field of human-computer interaction has essentially focused on the de-
sign, implementation and evaluation of interaction techniques for navigating large informa-
tion spaces, containing visual representations of structured datasets or other types of graphics:
large imagery, geographical information systems, digital libraries. Providing means to effi-
ciently navigate such spaces, at different levels of detail, is a general question that has received
a lot of attention over the years [CKBOS]. But as datasets grow in size, sometimes exponen-
tially, novel, more efficient techniques, better adapted to their context of use [ABMO5], have to
be designed and validated.

I first worked on a method for operationalizing multi-scale search that enables a more rigor-
ous evaluation of interaction techniques that support this type of task, including pan & zoom,
overview + detail and focus + context interfaces. I then proposed several enhancements to the
focus + context interface scheme, that smoothly integrates a detailed, magnified region of in-
terest into the surrounding context. I studied alternatives to spatial distortion to achieve smooth
transitions between the focus and context regions based on the use of translucence and dynamic
adaptation to user input, described a method to render magnification lenses that applies to ar-
bitrary types of graphics, and investigated solutions to the problem of quantization that arises
when manipulating lenses set to high magnification factors.

Multi-scale visualization is also the central theme of the ongoing WILD project (Wall-sized
Interaction with Large Datasets), in which we study the use of ultra-high-resolution, wall-sized
displays for the visualization of massive scientific datasets. Research on WILD, a 131-million-
pixel display, is organized around three main themes: the design and evaluation of interaction
techniques adapted to this type of platform; the user-centered design of scientific visualization
applications involving scientists from various disciplines such as astronomy and neurosciences;
the design and development of user interface toolkits that facilitate the rapid prototyping of
novel interaction and visualization techniques, hiding the complexity that is inherent in this
type of environment, where displays are driven by clusters of computers and where interaction
involves multiple heterogeneous input devices.

These contributions to the field of human-computer interaction, as well as related ones on the
topic of pointing facilitation and other desktop interaction techniques, are detailed in Chapter 3.

Appendix A contains selected publications that are representative of my work in both themes.
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The goal of the Semantic Web is to enable machines to more easily exchange, merge and
reuse datasets by creating a Web of data where the data has clearly-defined, machine-processable
semantics [SBLHO6].

The Semantic Web is based on a set of languages and technologies that build on top of one
another. Uniform Resource Identifiers (URI) [BLFMO5] and the more recent Internationalized
Resource Identifiers (IRI) [DS05] provide an identification scheme for Web resources; the
XML markup language provides a syntax for representing semistructured data. On top of these,
the Resource Description Framework (RDF) is the foundational layer for structuring the data,
publishing it on the Web, and easily interlinking datasets [MMO04]. Additional layers build on
RDF, including RDF Schema and the Web Ontology Language (OWL) [MvHO04] to organize
the data and give it machine-processable semantics, query languages such as SPARQL [PSO05],
and inference mechanisms that reason over the data using rules and the semantics captured in
ontologies.

The languages of the original Web, such as HTML and SVG (Scalable Vector Graphics)
[W3CO07], are meant to facilitate the exchange of documents between people, who are the pri-
mary consumers of those resources. The above languages, including XML, RDF and OWL,
are designed to facilitate machine interpretability of information and do not define a visual pre-
sentation model since human readability is not among their primary goals. However, Semantic
Web data is, at least partially, created and manipulated by people: software developers that
write programs to query and manipulate the data; domain experts who do not necessarily have
advanced skills in computer science but still have to understand the data. The latter have to
be easy enough to create, read, modify and interlink for this Web of data to gain momentum
and be successful. Downward in the data processing pipeline, end-users eventually make use
of the data, or a subset of it, presented to them in some form [DLK*10]. Those data have
to be displayed in a human-friendly way, that raw textual serializations do not allow, requir-
ing solutions for data restructuring and transformation to target formats such as HTML pages,
PDF documents, interactive visualization components (maps, charts, etc.) or other presentation
means.

Section 2.1 describes the work on IsaViz, a multi-scale graphical editor that represents RDF
graphs as node-link diagrams and enables more relevant representations than the ubiquitous
conceptual graph representation through Graph Style Sheets. Section 2.2 describes the Fresnel
RDF presentation vocabulary that addresses the latter need by enabling the high-level, declar-
ative specification of presentation rules of RDF datasets in a manner that is independent of the
representation paradigm. Finally, Section 2.3 gives an overview of my subsequent work on
interactive graph visualization, that led to multiple collaborations and applications.
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2.1 Graphical Transformation and Representation of Semantic
Web Data

Statements, made of a subject, a predicate and an object, are the basic elements, some-
times called triples, that constitute RDF models. The subject and object are connected together
through the predicate, expressed by a property that characterizes the relationship between them.
Sets of statements form RDF graphs, whose nodes are the subjects and objects of those state-
ments, and edges the predicates that link them. The relationship expressed in a statement is
always directed from the subject to the object. The RDF data model is thus that of a structured,
labeled graph [KCO04].

Multiple textual formats have been defined for the serialization, exchange and raw editing
of RDF data. RDF/XML [Bec04], perhaps the most well-known of them, encodes RDF graphs
as XML trees. This format benefits from all the XML machinery and tools that facilitate data
interchange, but it is totally illegible for most users. Not only is the graph serialized using a rel-
atively complex and verbose syntax, but the XML tree structure the original graph is projected
on has absolutely no meaning, creating a level of indirection forced on developers and appli-
cations by the constraints of the XML data structure. Other, more user-friendly formats exist,
such as Turtle [BBLP11] and Notation 3 (N3) [BLOS5]. The latter is often used by software de-
velopers who manipulate raw RDF data directly. However, like all other textual serializations,
this format has one weakness due to its uni-dimensional nature: it cannot explicitly represent
the graph structure of RDF models, as shown in Figure 2.1.

The way the data are structured on the Semantic Web depends a lot on the RDF vocabularies
used to describe those data. Some vocabularies generate acyclic, monotonous and shallow
tree-like structures, while others generate complex directed graphs containing widely different
substructures. The organization of the data can be a very important piece of information in
itself, beyond the values of the raw data items. The additional structure created by the links
that interconnect independent datasets can also be an important element, that users have to
be able to understand, especially when different vocabularies are used in the same graph to
describe multiple aspects of a resource, or when resources from different domains are linked
with one another [PL09].

2.1.1 Multi-scale Visualization of RDF Graphs

Hierarchical and graph structures can be more easily understood when visualized using
graphical representation techniques. Graph visualization techniques [HMMO00] represent the
structure explicitly, and can lower users’ cognitive load significantly when their tasks involve
getting an understanding of how the data is structured, both globally and locally. As an exam-
ple, compare Figure 2.1 with Figure 2.3-a, both representing the same RDF data.

However, graph drawing techniques alone do not scale to graphs that contain more than a few
hundred nodes and edges, no matter the layout algorithm employed. Larger graphs require the
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<http://www.daml.org/cgi-bin/airport?BOS>
a airport:Airport ;
airport:iataCode "BOS" ;
airport:name "Logan Airport"

:bl a foaf:Person ;
airport:nearestAirport <http://www.daml.org/cgi-bin/airport?B0OS> ;
foaf:surname "Swick"
foaf:givenname "Ralph"

[] a foaf:Person ;
airport:nearestAirport <http://www.daml.org/cgi-bin/airport?CDG> ;
foaf:depiction <http://www.lri.fr/ pietriga/id.Jjpg> ;
foaf:homepage <http://www.lri.fr/ pietriga/> ;
foaf:knows _:bl ;
foaf:knows [ a foaf:Person ;
airport:nearestAirport <http://www.daml.org/cgi-bin/airport?B0OS> ;
foaf:knows _:bl ;
foaf:surname "Lee" ;
foaf:givenname "Ryan" ] ;
foaf:knows [ a foaf:Person ;
airport:nearestAirport <http://www.daml.org/cgi-bin/airport?B0OS> ;
foaf:surname "Prud’hommeaux"
foaf:givenname "Eric" ]
foaf:surname "Pietriga"
foaf:givenname "Emmanuel"
foaf:phone <tel:+33-1-69153466> ;
foaf:workplaceHomepage <http://www.inria.fr>

<http://www.daml.org/cgi-bin/airport?CDG>
a ailrport:Airport ;
airport:iataCode "CDG" ;
airport:name "Charles de Gaulle Airport"

Figure 2.1 : N3 serialization of an RDF graph describing people, their friends (FOAF vocabu-
lary) and the airports nearest the cities where they live (DAML Airport vocabulary).

visualization software to provide users with interactive navigation capabilities that will enable
them to move from an overview of the graph to zoomed-in, detailed renderings of particular
regions of interest.

My work on IsaViz [Pie02b] was one of the first attempts at creating a visual interactive
authoring tool for RDF models (Figure 2.2). IsaViz was based on a zoomable user interface
component that I had started developing during my PhD as part of my work on the develop-
ment environment for the VXT visual programming language (Section 1.1). This component
eventually grew into a full-fledged post-WIMP [BL0OO] user interface toolkit now called ZVTM
[Pie0Sa], that has been, and is still actively, used in many projects, as detailed in the next sec-
tions. IsaViz enabled users to load moderately large RDF models (several thousands of triples)
and smoothly pan & zoom in the graphical representation of RDF graphs whose layout was
computed by Graphviz/dot [EGKT01].
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Figure 2.2 : Visual Authoring of RDF graphs with IsaViz.

IsaViz offered editing capabilities, that let users add, edit and remove or deactivate' resources
and whole statements in a data-model aware manner to make sure that RDF models were always
syntactically correct: the editor would not constrain user actions, but would ensure the model
was still valid by, e.g., removing dangling edges when a resource had been removed from the
graph.

2.1.2 Graph Style Sheets

IsaViz was welcome by the community and got a lot of visibility, being distributed? by W3C.
However, it had two major flaws. First, depending on their structure, some RDF models would
translate into dense graph layouts with many crossing edges that would clutter the screen and
would make the representation illegible (Figure 2.4-a). Second, the representation was that
generally used for representing simple RDF graphs [KC04]: all elements were represented
in the same manner, independently of the type of resource or predicate, as illustrated in Fig-
ure 2.3-a. Resources were represented as URISs in ellipses, literal property values as boxed text,
and statements as solid arrows. This representation was acceptable for very simple graphs,
but was not optimal for complex graphs, especially those describing resources using multiple
vocabularies and ontologies.

Graph Style Sheets (GSS) [Pie03, KKPS03] addresses those two problems by providing
graphical styling, filtering and visual data restructuring capabilities in IsaViz. GSS is a style
sheet language that makes it possible to transform the default node-link diagrammatic repre-
sentation through the declarative specification of visibility, layout and styling rules applied to
its nodes and arcs. Graph Style Sheets can be considered as graph transformations of a specific
kind, although they are conceptually much simpler: Graph Style Sheets are not general graph
rewriting systems, in the sense that GSS rules do not replace matched subgraphs with other ar-
bitrary subgraphs; the GSS transformation process is about taking the “default” representation
of an RDF graph displayed as a node-link diagram (Figure 2.3-a), and modifying the visual

"Deactivation of statements is like commenting out lines in the source code of a program or text data file.
Zhttp://www.w3.0rg/2001/11/IsaViz/



Graphical Transformation and Representation of Semantic Web Data 19

aimort:nearestAirport

foaf:depiction

foaf:knows -
http:/ /ww.daml.org/egi-bin/airpor?CDG
alport:nearestAirport ‘
- rdftype aiport:name
foaf:Pe
foat:surname M foaf:knows ‘ oatberson

foaf:givenname

(a)
T mm — — an_[i knows L] foaf:surname | Prudhommeaux airport:iataCode BOS
-~
w foaf:givenname FEric airport:name Logan Airport
! airport:nearestAirport
] htto: / /www.lri.fr/~pietriga/
foaf:homepage airport:iataCode CDG
I airport:name Charles de Gaulle Airport
I foaf:knows _
| eSS T T T mmm T .
. - - . foaf:knows
- - =
w = = foaf:knows I‘ airport:nearestAirport
foaf:surname Pietriga
= foaf:surname Lee foaf:surname Swick
foaf:givenname Emmanuel
foaf:phone tel:+33-1-69153466 foaf:givenname | Ryan foaf:givenname Ralph (b)

Figure 2.3 : Default (a) and GSS (b) rendering of the same Friend-of-a-Friend model with
DAML Airport data as in Figure 2.1.

appearance of its elements (Figure 2.3-b). It is thus conceptually much closer to the process
of applying the now ubiquitous CSS style sheets [W3C98] to the default rendering of HTML

pages.

In the default node-link diagram representation of RDF graphs that was originally employed
in IsaViz, variables such as color, font, shape border thickness and stroke pattern (solid, dotted,
dashed, etc.), did not bear any semantics, thus giving significant freedom to customize the
visual rendering of elements. GSS rules specify styling instructions, that are modifications
made to these variables; content reorganization instructions, such as grouping a set of related
properties in a table; and visibility instructions that can be used to hide elements of the graphs
considered as irrelevant for a given task backed by the visualization. GSS rules are composed
of a selector on the left-hand side, associated with a styling instruction set on the right-hand
side. GSS’ execution model is similar to that of CSS, though applied to a directed labeled
graph instead of a tree: given the set of rules defined in a style sheet, the GSS processor walks
the entire graph, i.e., all nodes and arcs, and evaluates relevant rules on them. If the selector of
a rule matches the current node (or arc) in the graph, the corresponding set of styling, visibility
and layout instructions is applied to that node (or arc).
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The simplicity with which two RDF graphs can be merged® means that datasets can easily
be interlinked (actually, this does not require an explicit operation beyond making the triples of
both datasets available to the client application), and that different users and organizations can
describe, or ’say things” about the same resources, possibly using different RDF vocabularies.
While one could imagine one huge style sheet containing rules for all classes and properties
defined in all known ontologies, this approach would not be practical and would cause many
problems, as designing a single ontology for all things in the world would. Style sheet design-
ers are typically expected to create one style sheet per RDF vocabulary, though this is not a
requirement. As RDF models often make use of several vocabularies to describe resources,
GSS features a cascading mechanism similar to that of CSS that makes it possible to apply
several style sheets to the same model. Style sheets can easily be merged together, GSS being
itself expressed in RDF, and thus benefiting from all the features enabled by the framework.
Style sheets will often act on different elements of the graph, but conflicts between rules may
arise and are handled through the computation of a specificity metrics for each rule.

In Figure 2.3, the Friend-of-a-Friend (FOAF) RDF vocabulary is used to represent informa-
tion about people (contact information, current projects, workplace, etc.) and about the social
network that links them. The DAML Airport vocabulary provides information about airports
nearest to the people involved in the network. Two GSS style sheets are applied to the original
model: the first one applies to FOAF elements while the second one applies to DAML Airport
elements. The style sheets make it easier to get a general understanding of the graph and to
extract information without having to go in the low-level details of the representation. For in-
stance, all nodes and arcs representing class membership information have been removed, but
this essential information is still conveyed, as resources are now depicted by icons or shapes
representative of each class (Airport, Person, Document). Nodes representing persons have
been made larger than other nodes as they represent the central elements of the network. Other
styling instructions include using similar color hues for the elements of a given vocabulary
(green for FOAF, blue for Airport), and grouping related information for a given resource in
tables, e.g., all contact information about a person.

Figure 2.4 illustrates GSS on another dataset. [VPJMOS5] describe how IsaViz and GSS
were extended to create a domain-specific application for the representation of metabolic and
regulatory networks.

Significant changes were made to GSS in [Pie06], aimed at enhancing the language, based
on user feedback and on our own experience developing style sheets. The most important
change was that the selector language, based on RDF’s reification mechanism, was eventually
replaced by the Fresnel Selector Language [Pie05b] described in Section 2.2, as the original
language was powerful but too verbose and too complex to express simple things.

3URISs provide unique identifiers for resources. Merging the two graphs of two RDF datasets is just as simple as
putting all triples together in the same “bag”.
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Recommendation track workflow; (b) GSS rendering of the same data, with a very simple set of
styling rules: one rule colors nodes according to their status in the workflow, another rule hides
the corresponding statements. As a result, the graph structure gets significantly simplified. It
then becomes easy to observe several facts about the dataset, that are very difficult to see in
the default rendering, e.g., some documents went through many working draft (red) iterations
before going through the next steps, while others reached the next state more quickly; some
actually went back to working draft from candidate recommendation (yellow); one document
was split into six different parts between the proposed recommendation (orange) and candidate
recommendation steps.
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2.1.3 Visualization of Populated Ontologies

As Semantic Web technologies are slowly but steadily gaining adoption, more and more
datasets are made available in the form of populated ontologies, many of which contain mil-
lions of triples. Conventional node-link diagram representations do not scale to such large
datasets. Actually, no existing visualization technique scales to such large quantities of triples,
and only overviews or summaries of the data can be generated [TXZ105]. In their position
paper, schraefel and Karger [sK06] were questioning the value of “big fat graph” represen-
tations. While it is certainly true that visualizations based on node-link diagrams should not
be the default mechanisms for the representation of Semantic Web data, my position is that
generic visualizations are still useful and can effectively support tasks such as the exploration
of datasets the user is not very familiar with. Carefully designed visualizations can be effective
at providing insight into the data, and help users “answer questions they didn’t know they had”
[Pla04]. Furthermore, depending on the domain, explicitly visualizing the structure by graph-
ically depicting relations can be helpful for some tasks, as the underlying graph structure by
itself bears information [MGO03] (e.g, social network analysis, or applications in bioinformat-
ics).

In 2010, I worked with Benjamin Bach, now a PhD student co-advised with Jean-Daniel
Fekete, on the problem of visualizing populated ontologies using techniques that would scale
to datasets one order-of-magnitude larger than what node-link diagrammatic representations
enabled.

Two main issues with node-link diagram representations of ontology graphs are their inef-
ficient use of screen real-estate and edge crossings that make dense regions difficult to read.
A well-known alternative to node-link diagrams for graph visualization are adjacency matrices
[HFMO7, ZKB02]. Nodes are represented as rows and columns, and edges as filled cells at
the intersection of connected rows and columns. While node-link diagrams are good at show-
ing the structure of relatively small and sparse graphs, adjacency matrices are very effective
at showing large (better use of screen real-estate) and dense (no edge crossing) graphs. How-
ever, adjacency matrix representations are much less familiar to users than node-link diagrams,
and make tasks that involve following paths in the graph more difficult [HFMO07], significantly
increasing the user’s cognitive load.

We designed and implemented a new ontology representation tool (Figure 2.5), OntoTrix
[BLP10, BPLL11], inspired by a hybrid visualization called NodeTrix that was originally ap-
plied to social networks [HFMO7]. NodeTrix is very efficient at visualizing locally dense but
globally sparse networks, representing the overall structure of the network using a node-link di-
agram and the dense subgraphs that represent communities using matrices: “Intra-community
relationships use the adjacency matrix representation while inter-community relationships use
normal links” [HFMO7]. While the graph structure of ontologies might not always share the
small-world characteristics of social networks, we believed that such a hybrid representation,
combined with appropriate interaction techniques, could be an efficient means to perform ex-
ploratory visualization of large ontology instance sets. Indeed, this hybrid visualization pro-
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Figure 2.5 : Visualizing 724 instances from 49 classes, and 1 636 object properties (29 defini-
tions) from the NTN ontology with OntoTrix.

duces more compact and legible representations than node-link diagram approaches, as it suf-
fers significantly less from the spaghetti-like effect due to edge crossing problems typically
encountered with conventional node-link layouts of non-planar graphs.

We extended NodeTrix to handle the much richer and complex graph structures of popu-
lated ontologies (different types of nodes, different types of relations) compared to basic social
networks, exploiting ontological knowledge to drive the layout of, and navigation in, the rep-
resentation of instances and their relations. To provide enhanced task and cognitive support
to users, the OntoTrix representation is embedded in a zoomable environment implemented
on top of our zoomable user interface toolkit (ZVTM, Section 3.2), and coupled with highly-
coordinated [NSOO] views of the class and property hierarchies that enable interactive naviga-
tion and filtering of instance data. Using OntoTrix, we managed to get legible visualizations
of populated ontologies such as the Wine ontology* (4,547 statements), and up to 23,665 state-
ments in the SC ontology>, something that would have been extremely challenging (at best)
with a conventional node-link representation.

*nttp://www.w3.org/TR/2003/CR-owl-guide-20030818/wine
Shttp://www.mindswap.org/ontologies/SC.owl
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2.2 A Presentation Vocabulary for the Web of Data

The target audience for IsaViz was mainly domain experts and software developers who
have an interest in visualizing the structure of the data they manipulate at a low-level of ab-
straction. Other audiences, closer to end-users in the sense that they are not programmers or
data architects, have used it in conjunction with GSS to visualize and manipulate data in a
particular domain, such as biologists with Metabolic IsaViz [VPIMOS5], but these presently re-
main exceptions to the norm. However, software developers and domain experts are not the
only consumers of Semantic Web data. As discussed earlier, the data, or a subset of it accord-
ing to Shneiderman’s visual information seeking mantra “Overview first, zoom and filter, then
details on demand” [Shn96], must eventually be presented to end-users. Those data have to
be displayed in a human-friendly way, requiring solutions for data restructuring and transfor-
mation to target formats such as HTML pages [Sim05, BLCC*06] (Figure 2.6-left) possibly
containing interactive visualization components such as maps and charts [HMKO05], sometimes
produced as mashups [AGMO08, ZR08]. They can also be output as PDF documents and sim-
ilar formats for more static content; or to rich clients featuring advanced graphics capabilities
[QHKO03, sSO™05] for dynamic content or when providing a highly-interactive user experience
(Figure 2.6-right).

In any of these cases, the problem is the same: presenting content primarily intended for ma-
chine consumption in a human-readable way. Semantic Web browsers and related applications
offer solutions that differ but in the end address the same two high-level issues, no matter the
underlying representation paradigm: specifying (i) what information contained in RDF models
should be presented (content selection) and (ii) ~how this information should be presented (con-
tent formatting and styling). However, each tool currently relies on its own ad hoc mechanisms
and vocabulary for specifying RDF data presentation knowledge, making it difficult to share
and reuse such knowledge across applications.

eo0e Longwell 20 o [f

Paris

Simile

Figure 2.6 : Two different applications using the same Fresnel lenses and formats to display
information from geonames . org: (left) the Web-based Longwell faceted browser generates
HTML+CSS pages that can be served to any Web browser; (right) a prototype multi-scale
geographical information system implemented in Java2D+Swing, overlays the data on top of
NASA’s Blue Marble Next Generation world map (dimensions: 86 400 x 43 200 pixels).
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From 2005 to 2006, I worked in collaboration with researchers from MIT and from Freie
Universitit Berlin on the design and implementation of Fresnel®, a browser-independent vo-
cabulary of core RDF display concepts [PBKLO06].

Our goal with Fresnel was to provide a vocabulary to encode information about how to
present Semantic Web content to users (i.e., what content to show, and how to show it) as
presentation knowledge that can be exchanged and reused between browsers and other visu-
alization tools. We identified a set of core presentation concepts that were meaningful across
applications and that formed the core modules of Fresnel. One of the design goals of these mod-
ules was to make them easy to learn and use, but also easy to implement in order to promote
their adoption by many applications. This effort has been relatively successful, the vocabulary
now being used in several applications and linked data browsers, and cited by more than one
hundred and thirty scholarly articles five years after its publication.

Fresnel is itself an RDF vocabulary, described by an OWL ontology. Fresnel presentation
knowledge is thus expressed declaratively in RDF and relies on two foundational concepts:
lenses and formats. Lenses specify which properties of RDF resources are shown and how
these properties are ordered, while formats indicate how to format content selected by lenses
and optionally generate additional static content and hooks in the form of CSS class names that
can be used to style the output through external CSS style sheets.

As GSS styling rules, both Fresnel lenses and formats apply to specific RDF resources and
properties only, as defined by their domain. Domains are selection expressions that can ex-
press constraints as basic as class membership, or possibly much more elaborate ones written
with either the SPARQL query language for RDF [PSO5], or the Fresnel Selector Language
(FSL) [Pie05b], that offers developers a more XPath-like’ way of expressing semistructured
data pattern matching constraints [CD99].

Fresnel lenses specify what properties of resources to display. Several lenses can apply to
the same resource, and ask for different property sets to be displayed. For instance, a summary
lens that applies to a foaf:Person would only show her name, while a details lens would also
show a depiction of that person, if available, as well as, e.g., contact information and/or links
to her friends on the social network. It is then up to the application, depending on the context,
to choose the most appropriate lens to render a given resource. In addition, lenses provide con-
structs to handle the potential irregularity of RDF data stemming from the fact that different
authors and organizations might use similar terms coming from different vocabularies to make
equivalent statements. Sets of properties considered as similar for a given purpose can be de-
clared as such. For instance, a lens could declare foaf:depiction, foaf:img and p3p: image®

*http://www.w3.0rg/2005/04/fresnel-info/manual

"XPath has proven to be a well-adapted selector language for XSLT transformation rules. FSL thus adopts a sim-
ilar syntax, but is a genuine path language that works at the RDF graph level, not an adaptation of XPath that would
apply to RDF/XML tree projections of RDF graphs. Nevertheless, the syntax and data model are relatively similar,
making it straightforward for somebody knowledgeable about XPath to write FSL pattern matching expressions.

8Platform for Privacy Preferences Project. http://www.w3.0rg/P3P
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Figure 2.7 : Fresnel in IsaViz: (left) default rendering of a region of an RDF model containing a
foaf:Person. At this level of magnification, only a few of the many property values associated
with the resource are visible. Users need to navigate in the graph in order to get to the values of
properties, which can be cumbersome. Alternatively, users can select a Fresnel lens from the
list of available lenses loaded in IsaViz. The selected lens is then tied to the mouse cursor, and
when the lens hovers over a resource that matches its domain, the resource’s visual appearance
gets modified according to the lens and associated format(s). Resources that match the selected
lens’ domain are made visually prominent by rendering all other nodes and all arcs using shades
of gray with minimum contrast. When the lens hovers over a resource, properties selected by
the lens are temporarily rendered with highly-contrasted vivid colors and brought within the
current view, closer to the main resource and reordered clockwise according to the ordering
of properties in the lens definition. Property values revert back to their original state when the
lens moves away from the resource.

as similar. The Fresnel engine would first look for a foaf:depiction to visually represent a
foaf:Person. If it failed to find this property, it would then look for a foaf:img, and then
for a p3p:image if necessary. Similarly, all values of properties considered equivalent can be
merged together in a single list that can later be formatted as a whole. Such knowledge can also
be represented through ontology mapping mechanisms, but Fresnel provides these constructs
as the ontology layer should not be made a requirement of the Fresnel presentation process,
which should be as lightweight as possible and should not rely on possibly computationally-
expensive inference mechanisms. Furthermore, what is formally considered at the ontological
level as equivalent or not might be or might not be considered as equivalent for the purpose of
presentation in a given context.

The presentation of property values is not limited to a single level, and (possibly recursive)
calls to lenses can be made to display details about the value of a property. Lenses used in this
context are referred to as sublenses. Fresnel defines a closure mechanism to prevent infinite
loops caused by recursive calls that would otherwise occur when lenses call themselves as
sublenses for displaying property values.
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The default layout of selected information items is highly dependent on the browser’s rep-
resentation paradigm. A Web-based browser such as Longwell (Figure 2.6-left) will typically
adopt the nested box layout model defined by HTML+CSS; graph visualization tools such as
IsaViz will typically represent the data as node-link diagrams (Figure 2.7-left); rich clients
such as Haystack [QHKO3] and the prototype depicted in Figure 2.6-right will use different
paradigms depending on the widget used to represent the information, ranging from basic
WIMP widgets such as buttons and checkboxes, to calendars and maps. But the rendering
can usually be customized by associating high-level formatting and styling instructions with
elements of the representation.

Fresnel formats give high-level directives regarding how the resource and its properties
should be presented. For instance, formats can be used to set a property’s label, or to spec-
ify how to separate the multiple values of a given property or set of merged properties, for
instance using commas. Formats can also give instructions regarding how to render values: as
clickable links (email addresses), as bitmap images, etc. For lower-level (graphical) formatting
and styling, CSS class names can be associated with the various elements being formatted.
These names appear in the output document and can be used to style the output by authoring
and referencing CSS style sheets that use rules with the same class names as selectors. We
chose to re-use existing languages for this level of formatting, as languages such as CSS fulfill
that requirement well, and redefining yet another styling language would have put an unnec-
essary load on both Fresnel engine implementors and Fresnel presentation developers, without
bringing any clear benefit.

Obviously, Fresnel implementations will apply those formatting instructions differently, de-
pending on the underlying representation paradigm. For instance, IsaViz uses Fresnel lenses
not as a general indication about how to organize information, but as an interaction technique
to navigate large node-link diagrams. As illustrated in Figure 2.7, Fresnel lenses are used to
temporarily bring inside the current viewport the property values of the resource hovered by
the lens that are not visible in that viewport but are declared by the lens as properties to display,
and that would otherwise have required the user to perform tedious pan & zoom navigation
actions.

Fresnel - A Browser-Independent Presentation Vocabulary for RDF [PBKL06], available
in Appendix A, gives more information about Fresnel. As mentioned earlier, several Fresnel
engines have been implemented, by project members as well as third parties. One implementa-
tion, called JFresnel®, was developed at INRIA. It is used as the Fresnel engine in IsaViz, in the
tool depicted in Figure 2.6-right, as well as in the ANR RNTL Project WebContent!” that ran
from 2005 to 2009 and gave us the resources to develop a significant part of the engine. This
implementation was later used by HP Labs, by members of project SELE at Masaryk Univer-
sity, and by the Simile Longwell browser at MIT, which used JFresnel to provide FSL support

‘http://jfresnel.gforge.inria.fr
Ohttp://www.webcontent. fr
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Figure 2.8 : Multi-scale visualization of graph layouts generated by GraphViz with
ZGRViewer.

in its own engine. Work on FSL also gave me the opportunity to work with the bioinformat-
ics group at Université Paris-Sud, where it was extended to model queries for the selection of
biological data sources and tools [CFP06].

2.3 Graph Visualization

Graph visualization [HMMOO] is a rich and very active area of research, with its own yearly
conference, and many papers published about that topic at conferences such as IEEE InfoVis.
It has many domains of applications beyond the visualization of Semantic Web data, including
visual analytics, software engineering, document workflows, social networks, communication
networks, systems biology, and industrial processes.

2.3.1 Multi-scale Visualization of Large Graphs

From 2003 onward, while working on Graph Style Sheets, I realized that there was a strong
demand for interactive graph visualization tools that would scale to large graphs and enable
smooth navigation in the structure. While there were already some toolkits and applications
written for that purpose, there was no tool that would enable the interactive visualization of
graph drawings generated by layout algorithms from the well-known GraphViz package'' de-
veloped by AT&T, beyond basic applications such as dotty that could hardly handle graphs
composed of more than a few dozens of nodes.

The code developed for visualizing RDF graphs in IsaViz was using GraphViz to compute
the initial layout of the RDF graph and on ZVTM to display the resulting SVG vector graphics
document (Section 3.2). But that code was actually modular enough that the GraphViz SVG
output parsing code and ZVTM scene graph construction code could be extracted and re-used
to create a generic tool for the visualization of arbitrary graph layouts generated by any of the
GraphViz layout programs.

Uhttp://www.graphviz.org
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I thus started to work on a new lightweight tool, called ZGRViewer (for Zooming GRaphviz
Viewer) that would enable users to smoothly pan & zoom in large graphs generated by GraphViz
programs, a capability that existing software viewers lacked. Beyond smooth zooming ca-
pabilities, the tool initially offered only a few features: an interactive bird’s eye view for
overview+detail navigation [CKBOS8] and the possibility to run as an applet. This effort even-
tually became a standalone open-source project'? with a relatively wide audience!? spanning
many domains, due in part to the widespread use of the GraphViz software package itself.
Novel features were added as the audience and use cases grew, including topology-related op-
erations and import/export capabilities.

While the development of ZGRViewer has never been a research project per se, it has served
as a showcase for my research activities, demonstrating the capabilities of the ZVTM toolkit
[Pie05a] (Section 3.2), and acting as a testbed for the design of several multi-scale interaction
techniques [PAB07, PA0S, PBA10], techniques specifically aimed at navigating network struc-
tures [MCH™09], and a technique for the selection of small interface components [CLP09].
See sections 2.3.2 and 3.1 for additional information.

Most importantly, and possibly a consequence of the above, it has given me several op-
portunities to directly collaborate on research projects with scientists from other fields. First
with Universidad Politécnica de Valencia on the integration of graph visualization capabili-
ties in a bioinformatics tool for functional genomics research [CGGG'05]; and now on social
network visualization (ANR project Multi-Level Social Networks'#), and on another ongoing
project with the Japan Advanced Institute of Science and Technology related to the use of for-
mal methods for the modeling and simulation of the behavior of, and interactions between,
biological entities such as the A phage virus.

2.3.2 Interactive Navigation in Large Graphs

To navigate in large graphs, interactive visualization tools including ZGRViewer and IsaViz
originally provided generic techniques only: pan & zoom, and sometimes a bird’s eye view.
However, for large graphs, but also for large roadmaps and other representations of networks
with geo-coordinates such as airline route maps or subway maps, some important tasks related
to the graph or network’s topology are not efficiently supported by these techniques. For in-
stance, using Google Maps, exploring a route often involves panning over long portions of a
highway with no exits. Zooming out or using a bird’s eye view is possible, but some highway
exits are difficult to distinguish from roads passing over or under the highway, and an exit can
be missed. The same problem arises in graph visualization tools where nodes are connected

Phttp://zvtm.sf.net/zgrviewer.html

A Google search returns 9,640 results. ZGRViewer has been downloaded 35,586 times from sf .net. This
does not account for Maven dependency downloads, SVN checkouts, or for users of the applet version served on
many third-party Web pages. Statistics collected on February 21th, 2012.

Collaborative project involving Adis (economics, Université Paris-Sud), Irisso (social sciences, Université
Paris-Dauphine), In-Situ (situated interaction, INRIA, CNRS & Université Paris-Sud) and BasicLead (SME). Prin-
cipal Investigator for partner INRIA: Emmanuel Pietriga.
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Figure 2.9 : Link Sliding technique: (a) When the technique is engaged in the vicinity of a
node, the mouse cursor is free to move within a predefined selection radius around it, sym-
bolized by a gray circle. The link cursor shows the closest link, which will be selected upon
passing the selection radius. (b) Link selection can also be performed at junctions of edge-
bundles. Beyond a node or junction’s selection radius, the mouse cursor is constrained to slide
along the selected link.

by links that can be long and cross many other links. Following a specific link can take a long
time without zooming out, but zooming out makes it difficult to trace a link when other links
overlap with it or cross it at shallow angles.

I had started developing an alternative navigation method to pan & zoom for RDF node-
link diagrams in IsaViz while working on the Fresnel project (Section 2.2, Figure 2.7). A
Fresnel lens, when hovering a resource node to which it was applicable, would temporarily
bring inside the viewport the property values of that resource that were not currently visible
but were declared by the lens as properties to display. The technique was using topological
information about the RDF graph to facilitate resource-centric navigation in the data, a task
that would otherwise have required the user to perform possibly tedious pan & zoom navigation
actions depending on the graph’s size and layout.

In collaboration with members of the Aviz team at INRIA, we later pushed the concept of
topology-aware navigation [MCH™09] (Topology-Aware Navigation in Large Networks, avail-
able in Appendix A). We designed two techniques, called Link Sliding and Bring & Go, and
empirically compared them against pan & zoom techniques on representative graph navigation
tasks. Both techniques are now available in ZGRViewer (Section 2.3.1) to navigate in arbitrary
GraphViz layouts.

Following a route on a map, or a link in a graph visualization, is essentially a one-dimensional
navigation task. However, traditional navigation techniques, such as pan & zoom, require the
control of two or three degrees-of-freedom to accomplish the task effectively. The Link Sliding
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(b)

Figure 2.10 : (a) Highlighting all flights to/from Sydney, Australia. (b) Close-up on Sydney,
with highlighting. (c¢) Bring and Go initiated on Sydney.

technique simplifies the control task by constraining motion to a single path (Figure 2.9). The
user slides a link cursor along the link towards the destination node, as though sliding a bead
on a wire. Changes in the direction of mouse movements are only necessary if the path curves
sharply. Otherwise, the user may slide between two nodes by simply moving the mouse along
the direction tangent to the path. This motion does not require a high degree of precision, as
any movement perpendicular to the path is ignored, and motion stops at the destination node.
The view is automatically panned to follow the mouse cursor, keeping it in its initial screen
location, and the zoom level is adjusted so as to provide the user with additional context while
sliding along the link. The technique also supports traversal of edge bundles, that are used to
reduce visual clutter in dense graphs [Hol06]. Sliding along a bundle of links is identical to
sliding along a single link until a junction in the bundle is reached. Around each bundle junc-
tion (Figure 2.9-b), a light-gray circle indicates a selection radius where the mouse cursor is
detached from the link cursor, allowing the user to select an exiting link in the same manner as
is done at the node where sliding got initiated. Users can jump between nearby links in a bun-
dle by moving the mouse cursor rapidly away from the current link to which it is constrained.
Isolated links strongly maintain the sliding constraint, as no other link can be reached within a
single mouse motion event.

Link Sliding makes it easy to navigate along a given path. However, it does not help in the
decision process that leads to the selection of one path among many potential candidates. This
decision might depend on the type of arc to be followed when there are different types of paths.
It might also depend on attributes of the node at the other end of the path. Having to navigate
to the other end, in order to decide whether this is the path of interest or not, quickly becomes
tedious as the number of connected arcs increases. The second technique we designed, called
Bring & Go, is a generalization of the technique I had originally developed for Fresnel. Bring
& Go is aimed at reducing the time and effort required to navigate to a distant location, as
well as simplifying the selection of a destination. It accomplishes this by bringing adjacent
nodes close to a node upon selection of the latter, and automatically transports the user to the
selected point. To illustrate this, Figure 2.10-a shows a map of about 700 commercial flights
connecting 232 airports. Highlighting (in red) gives a general idea of the number and location
of airports connected to the currently selected node: Sydney International. At this scale, the
node is difficult to select, being only 2-pixel large on a 24” display. Moreover, some parts
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of the network are very crowded, making it difficult to visually follow the paths. One has to
zoom-in to get detailed information such as airport names, thus losing context and moving all
airports connected to Sydney out of the viewport (Figure 2.10-b). When selecting the node
corresponding to Sydney, Bring & Go translates all airports connected to it inside the current
viewport (Figure 2.10-c) using smooth animations to preserve perceptual continuity [RCM93].
The spline curves that represent links are smoothly flattened and brought inside the viewport,
thus providing additional contextual information, such as the degree of connected nodes, that
might help the user make her decision. For instance, she might be looking firstly for an airport
hub, which would be more likely to offer her a direct flight to her final destination.

We conducted an experiment to compare the two techniques with simple visual augmentation
of the methods currently available for navigating in node-link diagrams and maps: pan & zoom,
with neighboring node highlighting, optionally augmented with an interactive bird’s eye view.
Participants were asked to perform various compound navigation tasks on an abstract graph,
based on representative tasks from Lee et al.’s task taxonomy for graph visualization [LPPT06]:
identifying all nodes connected to a given node, following a link, and returning to a previously
visited link.

The results of this experiment clearly illustrated that using connectivity information as a
basis for graph navigation can significantly improve task performance, while enhancing the
quality of the user experience. Bring & Go was faster and easier to use than the others we tested.
While the other techniques do use connectivity information to some extent, they rely primarily
on the spatial layout of the graph, and on the motion of the user’s view port in this space. The
ability to see all connected nodes quickly, and traverse links rapidly, is probably what reduced
participants’ need to rely on their memory and eventually gave a clear advantage to Bring &
Go. Link Sliding, on the contrary, did not fare as well as expected, performing the same as,
or only slightly better than, pan & zoom augmented with a bird’s eye view. Nevertheless,
Link Sliding can be of interest for navigating networks such as route-maps, that are spatially
embedded in a geographic context. Indeed, while Bring & Go works well for finding labeled
nodes in abstract graphs, it provides very little information about the connected nodes’ spatial
context.

In the end, any system for visualizing large networks should benefit from some form of
topology-aware navigation. As both the visual augmentation and the navigation techniques
are triggered only in the context of links and nodes, they do not interfere with existing inter-
action techniques for spatial navigation. As each technique has its own unique strengths, a
combination of two or more of them may be required for high-level navigation tasks.



Multi-scale Navigation in Large
Datasets







The amount of data produced worldwide grows at an exponential rate. Twenty years ago,
more new information had been produced in the previous thirty years than in the previous five
thousands [Wur89]; and 90% of the data available today has been produced in the last two
years [IBM12]. As mentioned earlier, those data come from everywhere: scientific research,
georeferenced services, user-generated content and social networks, digital libraries, industrial
processes and critical systems, finance and commerce. Telescopes can now produce extremely
large images, such as Spitzer’s 4.7 billion-pixel infra-red image of the inner part of our galaxy.
Photographers can create huge images, such as the 26 gigapixel panorama of Paris based on
2,346 pictures stitched together, which was recently overtaken by an 80 gigapixel panorama of
London. OpenStreetMap data, which range from an overview of the world down to detailed
information at street level, fit in a 20-gigabyte compressed file (roughly 312GB uncompressed).
Rasterizing the entire world at the highest level of detail would require an 18 peta (18 - 101%)
pixel bitmap. The Google Maps/Google Earth dataset is likely much bigger than that.

Navigating in such large images and maps, or in visual representations of large networks and
other structures generated via information visualization techniques [CMS99, War(04], requires
interaction techniques that scale both in terms of technical performance (graphical frame rate,
information update rate) and user performance (providing effective task support, enhancing the
user experience).

Joining the In-Situ project team at INRIA in late 2004 gave me the opportunity to focus
my work on the design, implementation and evaluation of interaction techniques for navigat-
ing large information spaces. The following sections summarize the results obtained so far,
organized in two main themes: the design and evaluation of novel interaction techniques for
multi-scale navigation, including techniques for interacting with wall-sized displays; and the
engineering of multi-scale interactive systems, focusing on how to make the programming of
advanced visual interfaces easier for software developers.

3.1 Design and Evaluation of Interaction Techniques

3.1.1 An Operationalization of Multi-scale Search

Zoomable User Interfaces (ZUI) [PF93] and multi-scale interfaces at large have generated
a growing interest over the past two decades as a powerful way of representing, navigating
and manipulating large sets of data. A number of techniques have been designed and im-
plemented, that can be categorized in three primary interface schemes [CKBO8]: zooming,
overview+detail, and focus+context. Up until recently, the efficiency of these techniques had
been evaluated with two kinds of experimental studies: usability studies based on domain-
specific tasks, and controlled experiments based on multi-scale versions of Fitts’ pointing
paradigm [GBO04].

The usability studies that relied on domain-specific tasks such as searching for items on
geographical maps [HBP02], comparing hierarchical data structures [NBMT06], or reading
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textual documents [HFO1] had typically produced inconclusive and sometimes contradictory
results. More precisely, experimental findings varied from study to study, but since application
domains varied dramatically, these findings could neither be compared nor generalized. Such
results had to be expected since the performance of a given technique is indeed dependent on
its context of use [ABMO5].

The goal of this work [PABO7] (Pointing and Beyond: an Operationalization and Prelimi-
nary Evaluation of Multi-scale Searching, available in Appendix A), conducted together with
two members of the team, Caroline Appert and Michel Beaudouin-Lafon, was to get a better
understanding of the fundamental aspects of multi-scale navigation. A better understanding
could help explain — or even predict — experimental results, therefore saving valuable time and
allowing better exploration of novel techniques. Fitts’ pointing paradigm provides such a fun-
damental tool for exploring and understanding the elementary task of reaching a known target
as fast as possible. Originally devised to study pointing in the real world [Fit54], it has been
used repeatedly in HCI for evaluating a variety of pointing techniques and devices. Fitts’ law
has proven remarkably robust, to the point of being used as part of an ISO standard for point-
ing devices [SMO04]. Fitts’ pointing task has also been used with multi-scale interfaces and it
has been shown that Fitts’ law still applies for pointing targets with pan & zoom [GB04]. In
particular, it has been shown that Fitts’ paradigm could address navigation, not just pointing,
in interfaces that require scrolling or zooming.

While Fitts’ pointing paradigm is very powerful, it models a very specific task: that of
reaching a target whose location is known to the user. However, this scenario only captures one
of several navigation tasks in multi-scale worlds. Users might only have partial information
about the target’s location and appearance, thus requiring them to search for potential targets
and get more details about each one until the actual target is identified. Consider for example
a user searching for a salt lake with particular visual characteristics on a world map, only
knowing that it is in the Andes. The strategy first consists in zooming towards South America
to then inspect each potential target one by one, zooming in to discover that it is not the right
one, zooming out, maybe as far as the whole cordillera, and zooming in to the next potential
target until the right salar is found. Exploring large spaces in search of a particular target
differs from pure pointing, as it requires users to perform additional motor actions to identify
the target. In the same way as Fitts’ reciprocal pointing task operationalized the task of reaching
a known target, we proposed to operationalize the above search task in a way that was easily
amenable to controlled experiments.

Our operationalization of multi-scale search is based on an abstract search task that consists
in finding a target among a set of objects as quick as possible while minimizing the number
of errors. To find the target, users have to navigate in both space and scale to a position that
reveals enough details about each object, in order to decide whether it is the target or a dis-
tractor. Initially, users make a blind choice of a potential target at a high scale and navigate to
it to acquire enough information. If it is a distractor, they have to navigate to another object,
typically by zooming-out, panning, then zooming-in.
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One of the main contributions of this operationalization, that was later reused in other exper-
iments conducted in the team and elsewhere [JGE12], is the manner in which we minimized
the influence of luck when looking for one particular object in a set of distractors. The exper-
imental setup consists of a multi-scale world containing a set of n objects, one of them being
the target and the others distractors. We defined the “quantity” of exploration as the number &
of distractors that users have to visit before finding the target: the larger the number of visited
distractors, the larger the quantity of exploration. k is probabilistically dependent on n: the
larger the number of objects, the higher the probability of having a large number of objects to
visit before reaching the target. We controlled this parameter by forcing participants to visit a
predefined number of objects before finding the target. The “trick” lied in how we were chosing
the target object. If we had chosen a priori which object was the target, participants could have
found it immediately by chance, or on the contrary they could have spent a lot of time searching
for it. This uncontrolled factor would have had a significant impact on our measurements. We
thus designed our experiment to ensure that the target was the k' object visited, no matter the
order of exploration chosen by each participant. In other words, what object in the whole set
would be the target was decided dynamically, at the last moment, depending on the value of &k
for the current trial and on how many objects the participant had already inspected.

We ran a first experiment based on this operationalization, whose purpose was to evaluate
how four multi-scale navigation techniques perform in one particular configuration of a multi-
scale world: classical pan & zoom, overview + detail as typically found in mapping applica-
tions, and two focus + context techniques: a constrained fisheye lens [CMO1] and a variation
on the DragMag image magnifier [WL95]. The results of this experiment indicated that, in this
context, pan & zoom combined with an overview is the most efficient technique of all four, and
that focus + context techniques perform better than pan & zoom alone. The results are valid
for this type of configuration only, and additional experiments should be conducted to find out
whether they also apply to other configurations of multi-scale worlds.

3.1.2 A Design Space for Focus+Context Interaction Techniques

The various types of interface schemes that we tested in the experiment mentioned above
are actually complementary. Pan & zoom navigation is often augmented with an interactive
bird’s eye view (overview + detail). Magnification lenses [CMO01] or widgets such as the Drag-
Mag [WL95] (both focus + context) can be combined with classical pan & zoom, in elaborate
techniques that enable users to probe regions of the space currently observed in the main view-
port [PAB07]. Overview + detail techniques [PCS95] usually put the context view in a small
inset located in a corner of the screen, leaving most of the latter to the detailed view, while
focus + context techniques do the opposite: the context occupies the whole screen except for a
small area that provides an in-place, smoothly integrated, magnification of a limited region of
the context [CKBOS8]. While overview + detail techniques are generally favored and have been
shown to perform well in some situations [HBP02, NS00, PAB07], there are cases where they
show their limits: for instance, when navigating a map of a densely populated region to look
for particular localities, overview + detail techniques can only use a few pixels to display each
of them in the context view. On the contrary, focus + context techniques can convey additional
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Figure 3.1 : Three different lenses obtained with minor modifications to the scale and com-
positing functions: (left) a distortion lens on a high-resolution bitmap (subway map), (middle)
a hovering lens on 2D vector graphics and text (keyword tag cloud), (right) a speed-coupled
blending lens on a 3D model of the Moon orbiting the Earth.

information in the context view, such as the localities’ names, thus providing users with more
contextual information that can guide navigation. This happens, however, at the expense of the
focus region’s size.

Focus + context techniques have been studied for some time, but their adoption remains lim-
ited. This is likely due to comprehension and low-level interaction problems related to how the
transition between the context and the magnified focus region is achieved [CCF97, Gut02].
Many of the transitions described in the literature are inspired by the physical world and are
presented through metaphors such as magnifying glasses, rubber sheets [SSTR93], and more
generally surface deformations [CCF95]; in other words, spatial transitions that cause various
problems likely to hinder performance. For instance, simple magnifying glasses create occlu-
sion of the immediate context adjacent to the magnified region [RCM93]; graphical fisheyes
[SB94], also known as distortion lenses, make it difficult to acquire targets [Gut02], especially
for high magnification factors.

In collaboration with Caroline Appert and Olivier Bau, who were then both PhD students at
Université Paris-Sud, we worked on the definition of the Sigma Lens framework. The founda-
tional idea of Sigma lenses was that other dimensions than spatial distortion, readily available
in the electronic world, could be used to provide more efficient transitions between the focus
and context regions of a bi-focal visualization based on constrained lenses.

The framework is based on the general observation that no matter the representation and
underlying graphics API, the process of rendering focus+context magnifications consists in
rendering a subregion F' of the current representation C' at a larger scale and with more detail,
and integrating F’ into C' through a non-linear transformation to achieve a smooth transition
between the two. Sigma Lenses extend this general process by defining a design space of
transitions between focus and context. Transitions are combinations of dynamic displacement
and compositing functions, that make it possible to create a variety of lenses that use tech-
niques other than spatial distortion to achieve smooth transitions between focus and context,
and whose properties adapt to the users’ actions, all in an effort to facilitate interaction.
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Definition 1: displacement and compositing function R
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We worked on both the design and evaluation of novel techniques in this design space [PA08],
and on a general, representation-independent approach to the framework’s implementation, that
is based on a rendering technique founded on a unified model that can be integrated with min-
imal effort in different graphics frameworks, ranging from 3D graphics consisting of complex
textured meshes to rich multi-scale 2D graphics combining text, bitmaps and vector graph-
ics [PBA10] (Representation-Independent In-Place Magnification with Sigma Lenses, avail-
able in Appendix A), as illustrated in Figure 3.1.

Our general approach is positioned at a level of abstraction high enough for the model to be
applicable to a variety of graphics frameworks, requiring the underlying libraries to provide as
small a number of features as possible. The underlying graphics library must allow 1) for the
scene to be rendered at different levels of detail, and ii) for the pixels that constitute the two ren-
dered images (the context region and the lens region) to be manipulated and composited before
the actual rendering to the screen occurs. We developed two different implementations, one in
Java for multi-scale 2D graphics that is now part of the core module of the ZVTM zoomable
user interface tookit (Section 3.2.1), the other for OpenGL 3D scenes, that takes advantage of
programmable graphics hardware (lenses are written with GLSL, the OpenGL Shading Lan-
guage). The approach basically consists in transforming the representation at the pixel level
after it has been rendered, independently of how it was rendered. Our technique consists in
asking the underlying graphics library for two separate rendering passes. One corresponds to
what is seen in the context region and is stored in the context buffer, whose dimensions match
that of the final viewing window displayed to the user. The other rendering pass corresponds
to what is seen in the lens region. The final viewing window displayed on screen can then
be obtained through the arbitrary transformation and composition of pixels from both buffers.
This includes displacement and compositing functions that will control the transition between
the focus and context regions, summarized in Definition 1. The flat-top region corresponds
to case (1.1), the transition to case (1.2), and the region beyond the lens boundaries, i.e., the
context, corresponds to case (1.3).

The standard transformation performed by graphical fisheyes consists in displacing all points
in the focus buffer to achieve a smooth transition between focus and context through spatial
distortion (Figure 3.2-a). This type of transformation can be defined through a drop-off function
which models the magnification profile of the lens. The drop-off function is defined as:

Gscale 1 A+ s
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Figure 3.2 : Sigma lenses in a 1+1D space-scale diagram, and corresponding 2D rendering:
(a) Gaussian distortion lens, (b) Blending lens. Speed-Coupled Blending Lens moving from
left to right over time (c).

where d is the distance from the center of the lens and s is a scaling factor. Distance d is
obtained from an arbitrary distance function D. A Gaussian-like profile is often used to define
drop-off function G4, as it provides one of the smoothest visual transitions between focus
and context. Distance functions producing basic regular lens shapes are easily obtained through
L(P)-metrics [CMO1]:
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where (z, y) are the coordinates of a point seen through a lens centered in (z., y.), and P € N*.
P = 2 corresponds to a circular lens and P = oo to a square lens.

In our approach, the overall process consists in applying a displacement function to all pixels
in the lens buffer that fall into the transition zone. Pixels of the lens buffer can then be com-
posited with those of the context buffer that fall into the lens region. When only interested in
spatial distortion, generating the final representation simply consists in replacing pixels in the
lens region of the context buffer by those of the lens buffer; in other words compositing them
with the over operator (o« = 1.0). But other values of a and other operators in Porter & Duff’s
rich algebra [PD84] can be used to achieve interesting visual effects. It is for instance possible
to obtain smooth, distortion-free transitions between focus and context by applying an alpha
blending gradient centered on the lens (Figure 3.2-b).
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The rendering of a point (x, y) in the final viewing window is controlled by function R (see
Definition 1), where

Diens Qa  Pcontext

denotes the pixel resulting from alpha blending a pixel from the lens buffer and another from
the context buffer with an alpha value of a.. As with scale for distortion lenses, the alpha
blending gradient can be defined by a drop-off function that maps a translucence level to a
point (z,y) located at a distance d from the lens center:

Scomp 1 d— «

where « is an alpha blending value in [0, arr], apr being the translucence level used in the
flat-top of the lens.

The Sigma Lens framework also allows for lens properties such as magnification factor, ra-
dius or flat-top opacity to vary over time. The first example of lens to make use of dynamic
properties was Gutwin’s speed-coupled flattening lens [Gut02], which uses the lens’ dynamics
(velocity and acceleration) to automatically control magnification (Figure 3.4-a). By canceling
distortion during focus targeting, speed-coupled flattening lenses improve the usability of dis-
tortion lenses. Basically, magnification decreases toward 1.0 as the speed of the lens (operated
by the user) increases, therefore flattening the lens into the context, and increases back to its
original value as the lens comes to a full stop. Such behavior can easily be implemented in
our approach using a simple interpolated low-pass filter (see [PA08] for detailed information).
Other properties can be made speed-dependent, including the radii, as well as the translucence
value in the lens’ flat-top apr. For instance, the speed-coupled blending lens (Figure 3.2-c
and Figure 3.4-b) is also easily modeled. This lens features a larger flat-top area compared to
lenses of the same size that feature a transition zone. This makes focus targeting tasks easier
for the user from a purely motor perspective, but the occlusion stemming from the absence of
a smooth transition zone counterbalances this theoretical advantage. The occlusion problem is
addressed by coupling a7 to the speed of the lens: the lens becomes increasingly translucent
as it is moved faster, and conversely.

Various Sigma lens designs, including the speed-coupled blending lens described above,
were evaluated to assess the impact of the various transition types on users’ focus targeting
performance. This task consists in putting a given target in the flat-top of the lens and is
one of the building blocks of many higher-level navigation tasks such as multi-scale searching
(Section 3.1.1). A total of four experiments were run in different contexts, ranging from very
abstract and basic environments as those generally used in pointing experiments [SM04] to
networks represented as vector graphics, or labels overlaid on complex satellite imagery with
a varying level of visibility. The overall results of those experiments were that one of the
new designs enabled by the Sigma lens framework, namely the speed-coupled blending lens,
outperformed all others on this task, in all contexts we tested.
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Figure 3.3 : (a) In-place magnification by a factor of 12 of the south-west corner of the Boston
Public Garden. Between (b) and (c), the lens has moved by 1 unit of the input device, cor-
responding to 1 pixel in the context, but the magnified region is offset by 12 pixels. Objects
can thus be difficult or even impossible to select; even if their visual size is above what is usu-
ally considered a small target (less than 5 pixels). The square representing Arlington station is
9-pixel wide, yet its motor size is only 1 pixel.

One problem related to focus targeting that was not addressed in the original work on Sigma
lenses is that of the mismatch between visual and motor precision in the magnified region.
Early implementations of magnification techniques only magnified the pixels of the context
by duplicating them without adding more detail, thus severely limiting the range of useful
magnification factors (up to 4x). Newer implementations, including Sigma lenses, do provide
more detail as magnification increases. Theoretically, this means that any magnification factor
can be applied, if relevant data is available. In practice, this is not the case as another problem
arises that gets worse as magnification increases: quantization.

Lenses are most often coupled with the cursor and centered on it. The cursor, and thus
the lens, are operated at context scale. This allows for fast repositioning of the lens in the
information space, since moving the input device by one unit makes the lens move by one
pixel at context scale. However, this also means that when moving the input device by one
unit, the representation in the magnified region is offset by M M pixels, where M M is the
focus’ magnification factor. This means that only one pixel every M M pixels can fall below
the cursor in the magnified region. In other words some pixels are unreachable, as illustrated
in Figure 3.3.

This quantization problem has been a strong limiting factor in terms of the range of mag-
nification factors that can be used in practice; the upper limit reported in the literature rarely
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Figure 3.4 : Behavior of two Sigma lenses during a focus targeting task ending on East Drive
in Central Park. (a) As speed increases, the speed-coupled flattening lens smoothly flattens
itself into the context (from ¢/ to £3), and gradually reverts to its original magnification factor
when the target has been reached (#4 and ¢5). The inner circle delimits the region magnified in
the flat-top. (b) As speed increases, the speed-coupled blending lens smoothly fades into the
context (from ¢/ to £3), and gradually fades back in when the target has been reached (#4 and
t5). The inner circle fades in as the lens fades out; it delimits which region of the context gets
magnified in the lens. The magnification factor remains constant.

exceeds 8x, a value relatively low compared to the ranges of scale encountered in the infor-
mation spaces mentioned throughout this memoir. Together with Caroline Appert and Olivier
Chapuis, we designed and evaluated three novel interaction techniques that enable fast naviga-
tion and high-precision focus-targeting and object selection in the magnified region [ACP10]
(High-precision Magnification Lenses, available in Appendix A). The three techniques use dif-
ferent strategies: one continuously adapts motor precision to navigation speed, while the two
others use a discrete switch between two levels of precision (focus and context): one using an
additional input channel, e.g., a modifier key such as shift; the latter by decoupling the cursor
from the lens’ center. Those three techniques were integrate in the speed-dependent visual
behaviors from the Sigma Lens framework, with the resulting hybrid lenses significantly en-
hancing focus targeting performance and allowing for higher magnification factors, typically
up to 12x, as shown in a series of experiments reported in [ACP10].

Work on focus+context visualization techniques is now continuing mostly through Cyprien
Pindat’s PhD (co-advised with Claude Puech) who got interested in the concept of adaptive
lenses [PPCP12] that dynamically adapt their shape to provide more relevant magnifications
than the regular, statically defined lenses that currently represent the state-of-the-art.

As can be seen in the various publications about Sigma lenses and high-precision lenses,
the operationalization of the focus targeting task that served as a basis for the evaluation of
our new lens designs is strongly inspired by the framework provided by Fitts’ law [Fit54,
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SMO04]. The study of pointing, and the design and evaluation of pointing facilitation techniques
is also a research theme developed in the team, and I had the opportunity to collaborate with
team members, first and foremost with Olivier Chapuis, on this topic. This led for instance
to the design of DynaSpot [CLP09] (DynaSpot: Speed-dependent Area Cursor (7, available
in Appendix A), a new pointing facilitation technique for acquiring targets based on the area
cursor [KB95]. DynaSpot is further related to the work on Sigma lenses as it also features a
speed-dependent behavior: the technique couples the cursor’s activation area with its speed,
making it grow as a function of speed up to a maximum size, typically set to a few dozen
pixels, and behaving like a point cursor at low speed or when motionless, thus allowing users to
access all conventional point cursor interactions seamlessly, including empty space and region
selections without the need for an explicit mode switch.

3.1.3 Focus+Context Interaction for Time-series

Beyond the multiple types of datasets amenable to multi-scale two-dimensional representa-
tions that were discussed so far (trees, networks and other types of node-link diagrams, maps,
collections of documents, etc.), another type of data are often produced in massive quantities
and call for multi-scale visualization techniques: time-series. Visual representations of time-
series make it significantly easier for users to discover trends and patterns at different scales,
but also to identify anomalies in the data [BAPT05, MMKNOS]. However, basic time-series
visualizations using line plots do not scale well; and as time-series data are often very large,
featuring multiple, possibly heterogeneous, dependent variables measured for long periods of
time and/or at high sampling rates, visualization of real-world time-series data poses significant
challenges and has been an active area of research for many years.

While many interactive visualization tools have been developed to address this scalability
problem, offering innovative alternatives to the common line plot visualizations or enhancing
the visualization with advanced interactive features, there has been comparatively little research
on how to support the more elaborate tasks typically associated with the exploratory visual
analysis of time-series, e.g., visualizing derived values, identifying correlations, or identifying
anomalies beyond obvious outliers. Such tasks typically require deriving new time-series from
the data, visualizing those time-series and relating them to the original data plots.

Visual exploration techniques take advantage of human abilities to drive the data exploration
process and are especially useful for undirected searches, when users know little about the data
or have only vague exploration goals [Kei02, Shn96]. As emphasized by Keim’s visual analyt-
ics mantra — “Analyze first, Show the important, Zoom, Filter and analyze further, Details on
demand” [KMSZ06], that draws on Shneiderman’s visual information seeking mantra [Shn96]
— this process is iterative. For it to be efficient, visual representations, that support human
judgment, and interactions, that re-parameterize the visual representation, should be tightly in-
tegrated, enabling users to quickly choose and refine parameter values that best suit the task at
hand [AMM™08]. New plots derived from the original data should be put in context and made
easy to relate both to the original data and to other plots that have been derived as part of the
exploratory process.



Design and Evaluation of Interaction Techniques 45

~ data seriss 0

79

h S i 937
WA M S L R Jﬁ%ﬁ?ﬂﬂw U S E—
; h g\fh‘/‘ .4\ m %“%\wa st ,,m.h.:‘"\.d":vw

0745.0 33889 3 37019.5

266.5

BErE) BT

0 3137 6274 9411 12549 15686 18823 21950 25098 28235 31372 34509 37647 40784 43921 470s8 50196 53333 56470 59607 62745 65882 69019 72156 75294 7HAdL

~ data series 1

25.26

55.94 -55.94

filter out all but one antenna
168.0 2527.0 28 3247.6_3607.5
BT

0 359 719 1078 1439 1795 2458 2519 2879 1238 3588 3958 4348 4678 5038 5398 5758 6118 6477 6837 7187  7S57 7947 4277 8637 4997

A data series 2

A
1181 dl} 1191
- £ ) il

T 464 e
™. !

-2.628 W \
e i o

il
-2.896 @ @ .59
-17.6 -17.16

0 70 140 20 281 351 421 491 562 632 02 773 843 913 983 1054 1334 1184 1364 1335 1405 1475 1546 1616 1666 1756

-2.628

Figure 3.5 : Exploring ALMA Line Length Correction Stretcher Voltage plots: (a) two-day
overview at a sampling rate of one second; (b) magnification of the 5 hours seen through the
remove mean lens applied in (a); magnification of the 50 minutes for a single antenna seen
through a filtering lens, rendered in scatterplot mode (c) and line-plot mode (d).

Together with members of the Dynamic Graphics Project at the University of Toronto!,
we recently investigated the applicability of lens-based visualizations to the exploratory vi-
sual analysis of large time-series data [ZCPB11] (Exploratory Analysis of Time-series with
ChronoLenses, available in Appendix A). We designed ChronoLenses, illustrated in Figure 3.5.

ChronoLenses, as many other types of lenses, delimit a region of interest in the data to be
put in focus. But as opposed to Sigma lenses and related detail-in-context techniques, the vi-
sual transformation is not limited to magnification, but also includes visual filtering [Fur86]
and other arbitrary graphical transformations of the underlying content [BSP*93]. Based on
the metaphor of direct manipulation [Shn83], ChronoLenses perform on-the-fly transformation
of the data points in their focus area, tightly integrating visual analysis with interaction. Users
can build pipelines composed of lenses performing various transformations on the data (e.g., re-
move mean, compute 1st derivative, auto-correlation), effectively creating flexible and reusable
time-series visual analysis interfaces. At any moment, users can change the parameters of al-
ready created lenses, with the modifications instantaneously propagating down through the
pipeline, providing immediate visual feedback that supports the iterative exploration process.

"http://www.dgp.toronto.edu
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Figure 3.6 : Left: OpenStreetMap of Manhattan. The inset illustrates the amount of informa-
tion available in a 9cm X 5cm area. Right: zoomed-in view of the inner part of our galaxy in
the infrared domain (396 032 x 27 040 pixels), taken by the Spitzer telescope.

The design of ChronoLenses was informed by a set of design requirements. Those re-
quirements were derived from the low-level tasks identified through interviews with expert
users from varied domains including operations monitoring and control for the ALMA radio-
observatory, environmental research related to weather forecast, as well as financial and net-
work streaming data analysis. Figure 3.5 shows an example of multi-scale visualization of
monitoring data coming from the ALMA radio-telescope (Section 3.2.1), where time-series
visualization is used by both operators and astronomers for a variety of tasks, ranging from
checking some of the thousands of monitor points in the system to performing scientific data
quality assurance during observations.

3.1.4 Interacting with Wall-sized Displays

Problems of multi-scale visualization are not limited to desktop/workstation environments.
They also arise on small devices such as smartphones and tablets, as well as on large screens
and wall-sized displays. The latter, however, also offer tremendous new opportunities for multi-
scale visualization, when physically large entails significantly higher number of pixels.

Many of the early so-called large displays or even wall-sized displays were large in terms
of physical size indeed, but did not feature a number of pixel that was dramatically different
from desktop setups. In the last five years, wall-sized displays have evolved from arrays of
tiled projectors to setups that consist of juxtaposed LCD panels. The latter are often called
ultra-high-resolution displays to emphasize their significantly higher display capacity com-
pared to projector-based very-high-resolution displays. For instance, the display depicted in
Figure 3.6 features a resolution of 20 480 x 6 400 ~ 131 megapixels on a 5.5m x 1.8m sur-
face (~ 100ppi resolution). These displays typically accommodate several hundred megapix-
els. They enable the visualization of truly massive datasets, and afford a more physical, as
opposed to virtual, way of navigating in the data [BNBO7] than desktop displays or even large
projection-based displays. They can represent the data with a high level of detail while retain-
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ing context [NWP'11], and enable the juxtaposition of data in various forms. Applications
include scientific visualization, automotive or airplane design, network monitoring, geospatial
intelligence, crisis management centers and control rooms.

From 2008 to 2012, I coordinated the WILD project?> (Wall-sized Interaction with Large
Datasets [BCE™12]). WILD is an experimental, ultra-high-resolution interactive platform for
conducting research on collaborative human-computer interaction and the visualization of mas-
sive datasets. While other ultra-high-resolution wall-sized displays had been built before in
other laboratories, most of these were focusing on the technical aspects of how to operate such
platforms: how to display complex graphics, how to stream data; but they did not pay much
attention to issues related to interaction with such displays, and offered only poor interaction
capabilities such as wireless mouse & keyboard on a stand or in some cases gyroscopic mice.
One exception was the setup built by the DGP lab at the University of Toronto, but this wall-
display was projection-based, and featured a resolution much lower than what could now be
achieved using juxtaposed LCD tiles. We were interested in designing and developing novel
interaction and visualization techniques for massive scientific datasets® that would enable users
to visualization and manipulate data directly and would foster physical navigation patterns af-
forded by the significantly increased display capacity of ultra-high-resolution walls.

The platform, which now hosts many projects and has become one of the nodes of the larger
Digiscope project®, consists of a wall-sized display, a 3D motion capture system, a tabletop
interactive surface and mobile devices such as smartphones and tablets. Research on WILD is
organized around three main themes:

- Multi-scale interaction: as mentioned earlier, the ultra-high resolution affords multi-scale
interaction through simple physical navigation: approaching the wall reveals details”,
stepping back gives an overview of the information space. Visualizations are not nec-
essarily made of one single image or 3D model rendered at a very high resolution; they
can be made of multiple coordinated views of instances of the same type, such as the
synchronized brain scans in Figure 3.7, or even heterogeneous data related to the same
analysis task (PDF documents, images, interactive 3D graphics, maps, charts, spread-
sheets, etc.). We are interested in designing interaction and visualization techniques that
take advantage of these properties.

- Multi-user and multi-surface interaction: ultra-high-resolution wall-sized displays are
well-suited to collaborative analysis tasks. Users can interact simultaneously on the same

2Collaborative project involving three teams: In-Situ (situated interaction - INRIA, CNRS & Université Paris-
Sud), Aviz (visual analytics - INRIA) and AMI (architectures and models for interaction - CNRS & Université
Paris-Sud). Coordinators and Principal Investigators: Emmanuel Pietriga and Michel Beaudouin-Lafon. More
information at http://insitu.lri.fr/Projects/WILD

3The project involved associate laboratories from other scientific disciplines that were interested in using the
platform for the visual collaborative analysis of their data, including astrophysics with the Institut d’ Astrophysique
Spatiale (IAS), particle physics with the Laboratoire de 1’ Accélérateur Linéaire (LAL) and neuroanatomy with the
Laboratoire de Neuroimagerie Assistée par Ordinateur (LNAO/Neurospin).

*http://www.digiscope.fr

5 At ~ 100ppi, text elements rendered with fonts as small as 8pt are still perfectly legible.
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Figure 3.7 : Manipulating 64 synchronized 3D brain scans using physical props.

dataset and exchange data through the wall, that can be used as a shared information
space. We are interested in collaborative interactions involving multiple display and
input surfaces, including smartphones, tablets, and tabletop surfaces connected to the
wall display, and the exchange of data across devices.

- Facilitating software development for such platforms: This particular research theme

is developed further in Section 3.2.2. Ultra-high-resolution wall displays are generally
driven by clusters of computers, making the development of visualizations challenging
as the data and/or rendering pipeline has to be distributed across multiple computers to
eventually form a coherent result. Input devices also have to work seamlessly across
surfaces, and across the multiple computers that drive a single large surface such as the
wall display. In addition, conventional input devices such as mouse and keyboard are
not adapted to environments like WILD. They significantly impede physical navigation
and are not optimal for cooperative work. Mobile devices, motion capture systems and
other heterogeneous devices are better enabling technologies for the design of interaction
techniques adapted to this context. However, they make software development more
complex.

The following sections give an overview of the research projects related to the design and
evaluation of interaction techniques that I was directly involved in. Several of these research
projects, and the WILD project in general, have been informed by participatory design sessions
involving end users, mostly astrophysicists and experts in neuroimaging: workshops were held
to identify their needs, create early prototypes, collect their ideas for improvements and refine
the prototypes, all based on real usage scenarios [BCET12].

Distant Ultra-High-Precision Pointing

One of the first problem we investigated was that of high-precision distant (or remote) point-

ing, as part of Mathieu Nancel’s PhD, co-advised with Michel Beaudouin-Lafon. Distant point-
ing at large displays had been studied in various contexts, ranging from low resolution displays
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to high-resolution back-projected walls. However, it had not been studied in the context of
ultra-high resolution walls that can display much smaller visual elements that users must still
be able to select, as illustrated in Figure 3.6-left.

At such high resolution, basic modeless techniques do not work. The well-known ray-casting
technique, also called laser pointing [ONO1], is not precise enough. The technique extends
the user’s arm or a hand-held device with an imaginary ray whose intersection with the wall
display is highlighted. Ray casting degrades quickly with distance to the wall, because hand
tremor and involuntary motion due to fatigue are amplified as the user is farther away from
the display surface [MBNT02, OS02]. Relative techniques [FVB06, MJO1] achieve better
precision but do not scale to large surfaces because of the need for clutching [CVBCO08]. Some
techniques combine absolute and relative pointing [MI09, VB05], but they have been designed
and evaluated on displays that were either significantly smaller, or of lower resolution, or both.
It was thus unclear how they would fare in the context of ultra-high-resolution, very large
displays such as WILD. In this context, our question was: given the very high pixel density, is
there a pointing technique that enables efficient selection of both large and small targets at a
distance, and if not, can we design one?

We investigated this question by first identifying the limits of modeless techniques in a for-
mative user study. We then considered techniques that feature two levels of precision, a coarse
positioning mode to approach the area of the target and a precise pointing mode for acquiring
the target, with a method to calibrate the parameters of those two modes. We introduced new
techniques and compared them to adaptations of existing ones [FKKO07, VB05], and found that
techniques combining ray casting for coarse pointing and relative position or angular move-
ments for precise adjustments of the cursor’s position enable the selection of targets as small as
4 millimeters while standing 2 meters away from the display®. See [NPBL11] for more detail.

Multi-scale Navigation on Wall Displays

Another problem we investigated as part of Mathieu Nancel’s PhD is that of how to per-
form pan & zoom navigation in mid air while standing at arbitrary locations in front of wall-
sized displays [NWPT11] (Mid-air Pan-and-Zoom on Wall-sized Displays €3, available in Ap-
pendix A).

While ultra-high-resolution displays typically feature 40 to 100 times more pixels than a
conventional workstation’s screen(s), datasets increase in size faster than displays increase in
dimensions and pixel density. On one side, WILD consists of thirty-two 30-inch tiled moni-
tors and can display a “mere” 131 million pixels; NASA’s Hyperwall-2 and the HyperWall at
UCSD, to our knowledge the largest walls built to date, only double that number, and do so by
adding some screens that users cannot reach. On the other side, as we observed earlier, datasets
in many domains dwarf these display capacities: Spitzer’s image of the inner part of the galaxy

%In comparison, the smallest target sizes reported in earlier studies on wall displays ranged from 9 centimeters
[FKGRO09] to 1.6 centimeters [VBOS5].
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Figure 3.8 : Panning and zooming in Spitzer’s 396 032 x 27 040 = 4.7 billion pixels images of
the inner part of our galaxy.

contains 4.7 billion pixels; one can find 26 to 80 gigapixel panoramas of cities on the Web;
rasterizing OpenStreetMap data at street level would require an 18 petapixel bitmap. Virtual
navigation is thus required even on wall-sized displays, as datasets can be several orders of
magnitude too large to fit on them (Figure 3.8).

As discussed in Section 3.1, many interaction techniques have been specifically designed to
help users navigate large multiscale worlds on desktop computers, using zooming and associ-
ated interface schemes [CKBO08]. However, high-resolution wall-sized displays pose different
sets of trade-offs. It is critical to their success that interaction techniques account for both the
physical characteristics of the environment and the context of use, including cooperative work
aspects. Input should be location-independent and should require neither a hard surface such as
a desk nor clumsy equipment: users should have the ability to move freely in front of the dis-
play and interact at a distance [BNBO7, YHNO7], as we discussed earlier. This precludes use of
conventional input devices such as keyboards and mice, as well as newer interaction techniques
that do not meet requirements such as being location-independent [MRBO05, MLG10].

Our goal was to study different families of location-independent, mid-air input techniques for
pan & zoom navigation on wall-sized displays. More specifically, we were seeking to answer
questions related to the performance and subjective preferences of users, including: Beyond
their almost universal appeal, do gestures performed in free space work better than those input
via devices operated in mid-air? Is bimanual interaction more efficient in this context? Is it
more tiring? Do circular, continuous gestures perform better than those that require clutching
(restoring the hand or finger to a more comfortable posture)? We grounded our work on both
theoretical and experimental work on bimanual input [BM86, Gui87, LZB98], the influence of
limb segments on input performance [BM97, ZMB96], on types of gestures [MH04b, Whe03]
and on the integral nature, in terms of perceptual structure [JS92], of the pan & zoom task. In
particular, we were interested in comparing the following dimensions: bimanual vs. unimanual
input; device-based vs. free-hand techniques; degrees of freedom (DOF) and associated kines-
thetic and haptic feedback; and types of movements: linear gestures vs. circular, clutch-free
gestures.

We made no a priori assumptions about relevant metaphors or technologies and considered
freehand as well as device-based techniques. An extensive design and testing phase allowed
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us to limit the number of candidates for the subsequent formal evaluation. For instance, the
apparently intuitive solution that consists in using two hands or two fingers to zoom with pinch
and stretch gestures was considered but quickly discarded: while these gestures work well on
touch-sensitive surfaces such as tabletops, they are much less natural when performed in mid-
air. Most importantly, they proved quite inaccurate, and tiring. We eventually identified a set of
twelve candidate techniques. Their design was informed by related empirical studies reported
in the literature and refined through prototyping and pilot testing. These techniques were or-
ganized according to three key dimensions forming a design space: unimanual vs. bimanual
input, linear vs. circular gestures, and level of guidance through passive haptic feedback. In
addition to performance (task time and accuracy), we took into account other usability issues,
such as fatigue and ease of use.

We formulated hypotheses about these dimensions, and conducted a controlled experiment
evaluating the twelve unique techniques generated from this design space. The task was a
variation of Guiard et al.’s multiscale pointing task [GB04], adapted to take overshoots into
account. Participants had to navigate through an abstract information space made of two groups
of concentric circles separated from one another by a distance of up to 12 million pixels. They
started at a high zoom level in one of the groups, zoomed out until the neighboring target group
appeared, then panned and zoomed into that group until they had reached a position in the
allowed range, i.e., at the correct zoom level and with the target correctly centered.

Our results identified several successful mid-air input techniques that can be used to navi-
gate efficiently in very large datasets on wall-sized displays. In addition to identifying groups
of alternative techniques based on performance, each with specific characteristics, the experi-
ment also suggested clear results with respect to the factors that constituted the design space.
For instance, despite their inherent and almost universal appeal, gestures performed in free
space proved to be generally less efficient and more prone to fatigue than device-based input
techniques. Adding guidance to input gestures increased, rather than decreased, accuracy. In
accordance with the research literature, bimanual input techniques performed very well. Uni-
manual techniques performed honorably, and may still be considered in contexts of use where,
for example, tools must be held in one hand to perform a domain/task specific action. A more
surprising result was the generally higher efficiency of linear gestures when compared to cir-
cular, clutch-free gestures.

Addressing the Problem of Bezels on Tiled Displays

One of the major advantages of tiled monitor setups with respect to projection-based setups is
the significantly higher pixel density. Using tiled monitors to build wall-sized displays actually
has other advantages, including simpler setup and easier calibration. However, the resulting
display walls suffer from the visual discontinuity caused by the bezels that frame each monitor.
For some tasks, depending on the nature of the data being visualized, bezels can sometimes
help users organize display space [GruO1, RCB*05, SHLO3]. The grid formed by bezels can
also help structure visual search [BBB10]. However, bezels are a problem when displaying
large images such as maps or other visualizations that span multiple monitors. They create a
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Figure 3.9 : GridScape: the grid formed by monitor bezels on wall displays is often compared
to a french window. We designed two interaction techniques that transform that grid into an
actual french window. On the map, (1) the Yucatdn peninsula (white circle) is partially hidden
by bezels. (2) With GridScape, users can reveal that part of the map simply by slanting their
body or moving slightly to the right. (3) Moving further right, the entire eastern cost of Mexico
can be shown without any bezel occlusion.

visual discontinuity, that can basically be treated in one of two ways [ETO' 10]. The problem
can be ignored entirely, displaying the picture as if monitors were juxtaposed seamlessly. This
solution, called the offset approach, is simple and straightforward; it has been employed by
many early platforms. However, since the panels do have seams, this method necessarily entails
distortion of the rendered image, that will be proportional to the bezels’ thickness. The other
solution consists in taking the bezels into account [MHO04a, RCB*05]. This solution, called
the overlay approach, gives the overall impression that the bezels are a grid overlaid on top of
a single image that spans the entire wall.

Neither of these approaches is ideal; they represent a trade-off. But to our knowledge these
are the only two solutions in widespread use. One obvious way to address the problem would
be to find a way to perfectly juxtapose the LCD panels. But bezels are unlikely to completely
disappear soon. The ultra-thin bezels advertised in bleeding-edge products (as of early 2012)
such as Samsung’s 460UTN or LG’s 47W V30 are still 6.9mm wide, which amounts to about 50
pixels at 100ppi, and come at the expense of resolution (1366x768 for a 47 diagonal), which
does not qualify as ultra-high-resolution. Projection-based systems are inherently bezel-free,
but are not a viable option, as they have a low pixel density, are difficult to align, and suffer
more from problems such as color drift than LCD-based tiled displays. Some researchers have
tried to mitigate the negative effect of bezels by removing the plastic casing of each panel
[BNO7, SADK109]. However, those bezels cannot really be eliminated, but only halved due to
technological constraints.

The overlay approach has often been presented using french windows as an analogy. We
recently decided to investigate interaction techniques that draw upon this analogy, and make
the display actually behave as if the visualization were observed through a french window.
In [APPC12], we proposed two novel interaction techniques that let users reveal content hidden
behind bezels. The first technique, called ePan, enables users to translate the entire image,
displayed in overlay mode. Translation is controlled explicitly by interacting with a handheld
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Figure 3.10 : (left) example path tracing trial. (right) details of the paths’ rendering: using a
stroke (thin black contour) and shadows helps disambiguate intersections.

device such as a smartphone. The second technique, called GridScape, adopts a more implicit
approach by pushing the metaphor further: the visualization is offset in depth by putting some
(virtual) distance between the LCD panels and the graphical projection plane. Then, using head
tracking to simulate motion parallax [GGSF59], the technique enables users to see occluded
parts of the image simply by moving in front of the display or changing their body posture, as
illustrated in Figure 3.9.

While the techniques are conceptually easy to understand, implementing them on ultra-high-
resolution wall displays requires distributing very large mipmaps on the multiple GPUs and
computers that drive the wall, to eventually form a single coherent image. This image has
to be rendered at a high frame-rate, typically 60fps, as otherwise the visual metaphor dies.
The techniques were developed in C++ using Equalizer [EMP09b], a framework for OpenGL
rendering on clusters of computers. In our implementation, the virtual canvas is made of a
large rectangular mesh on which textures are applied. The techniques are implemented by
translating that mesh orthogonally to (GridScape), or within (ePan), the wall display’s plane.
In GridScape, the camera’s frustum adapts to the user’s 3D head position and orientation. This
information is obtained from WILD’s motion tracking system.

To evaluate these techniques, we carefully operationalized visual path tracing tasks and con-
ducted a controlled experiment that compared the performance and subjective preferences of
users who had to follow paths of varying complexity across display tiles, as illustrated in Fig-
ure 3.10. Two techniques, ePan and a simple switch between offset and overlay modes, required
explicit input from the user to reveal hidden content. They were compared to GridScape that
relied, for that purpose, on users’ physical navigation in front of the display. Results showed
that for path tracing tasks of moderate complexity, both the technique that relies on explicit user
actions (ePan) and the one that relies on more implicit information from users’ physical nav-
igation (GridScape) do improve performance compared to the basic overlay/offset techniques
in use today. For more complex tasks, ePan has a clear advantage over all other techniques.

One limitation of all techniques studied is that they worked for a single user only. As men-
tioned earlier, wall displays are natural platforms for cooperative work, and we felt it was im-
portant that the techniques can function in scenarios involving multiple users. A user should be
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able to activate a technique to look behind bezels near her without interfering with other users’
activities, i.e., without changing the visualization in the regions the other users are focusing on.

A straightforward solution when manually switching between overlay and offset mode con-
sists in toggling between overlay and offset modes only for the tiles located within the field
of view of the user who is invoking the technique. Changes are applied locally, based on the
user’s position and orientation relative to the wall, and do not affect the other users’ focus
area — except for a user who would be standing back, looking at an overview of the entire
collaborative workspace, but then such a user would arguably not be strongly impacted by
those small-scale visual changes. This idea of per-user, locally-bounded visual transformations
can also be adapted to the other two techniques. One solution for ePan is to apply a locally-
bounded translation to the rectangular subregion corresponding to the user’s visual focus area:
the user can choose to trigger ePan in cooperative mode, which only translates that subregion
(again computed from her position and head orientation) in the virtual canvas’ plane, instead
of translating the whole representation as the original ePan technique does. Using a continuous
version of Stretchable Rubber Sheets [SSTR93], the immediate surroundings of this subregion
get distorted (compressed or stretched depending on direction) to achieve a smooth transition
with the other regions that form this user’s context and the other users’ focus area, that the
transformation has left unaffected. Each user is free to invoke ePan independently, for her own
purposes. A similar approach can be employed for GridScape, offsetting (in depth) only the
subregion that is in the user’s focus area. This case requires a more elaborate mapping, using
fisheye-lens-like 1D distortion (Section 3.1.2) to smoothly integrate the locally transformed
view into the surrounding context. Once offset in depth, the subregion’s outer boundaries re-
main fixed, with only the offset plane and surrounding transition areas adapting to the user’s
head and body movements to simulate motion parallax.

3.2 Engineering of Multi-scale Interactive Systems

In their survey of user interface programming from 1992, Myers and Rosson reported that at
this time an average of 48% of the code was devoted to programming the user interface part of
applications [MR92]. As the level of sophistication of interfaces has grown significantly over
the last two decades, this proportion is unlikely to have decreased, with the advent of post-
WIMP interfaces [BLOO, Bea00, HDD 104, JGH'08], multi-modal interaction [NC95, SIN08],
the ever-growing capabilities of mobile devices and the novel types of interactive surfaces that
can be combined together to create multi-surface applications [GKE* 11, KB09].

On the desktop, a multitude of toolkits have been developed over the years, exploring dif-
ferent ways to address the complexity of user interface programming while enabling software
developers to create increasingly elaborate graphical user interfaces: state machines [ABOS,
BBO06], constrained-based programming [MMM™'97], graphical compilation [TC11], instru-
mental interaction [Bea00, KB09], scene graphs [BGMO04], possibly coupled with a dataflow
model [HDD 04, DF04]. Some toolkits focus on specific types of visual interface compo-
nents, such as information visualization toolkits [FekO4, HCLOS5] and zoomable user interface



Engineering of Multi-scale Interactive Systems 55

toolkits [BGMO04, Pie05Sa, PLVBO00], while others try to be more generic [AB0O8, BB06, KB09,
Lec03, MMM 197, TC11].

3.2.1 Easing the Development of Multi-scale User Interfaces

Before entering the PhD program at INRIA Rhone-Alpes and Xerox Research Centre Eu-
rope (XRCE) in 1999, I had been an intern at XRCE for 6 months, working on the Visual
Abstract Machine (VAM), a user interface toolkit initiated by Jean-Yves Vion-Dury that en-
abled developers to create 2D zoomable user interfaces in Java and to program interaction
through grammars that were specifying the allowed sequences of events and what sequences
of user actions triggered what function calls in the application. When I started working on the
development environment for the VXT visual programming language (Section 1.1), I decided
to reuse and enhance the zoomable user interface part of this toolkit to develop the zoomable
views that would enable XML developers to navigate in tree structures and transformation rules
represented as uni-dimensional treemaps [PVDQO01, VDP01]. Jazz [BMGO0O0] had not yet been
published, and I was not aware that a full-fledged toolkit for developing ZUIs in Java was about
to become available. I discarded the event grammar part of the VAM toolkit, which I found
very intriguing but felt would require grammars of unmanageable complexity to capture all
interaction. At that point, this stripped-down version of the VAM had no name, I had no plan
for its development beyond making zoomable interface components for VXT, and it was not
meant to become an actual Ul toolkit. As I later decided to re-use and extend the capabilities
of this component to develop the zoomable graph views of IsaViz during my internship and
post-doc at MIT (Section 2.1), the toolkit eventually grew into a full-fledged zoomable user
interface toolkit called ZVTM [Pie0Sa]. The toolkit has never been a research project per se
but ever since it was made an open source project hosted on SourceForge in 2003, it has been
used in many of my projects as well as by other team members and by third parties, either as
an environment for prototyping novel interaction and visualization techniques and evaluating
them [ACP12, BPLL11, RJH11, ACP10, PBA10, CLP09, MCH™" 09, PA0S, PAB07, Pie06]
or for the development of applications’. To date, the most ambitious project that makes use
of ZVTM is the joint effort between ALMA and INRIA to develop advanced multi-scale vi-
sualization components for the ALMA radio-telescope, presented in more detail later in this
section.

On one side, low-level graphics APIs such as OpenGL or Java2D are powerful but difficult to
use, requiring the programmer to deal with low-level graphical operations and implementation
problems. Writing components with these low-level APIs requires a lot of development and
maintenance effort. On the other side, toolkits such as Swing are very powerful, generic and
portable, but are limited to the conventional interface widgets of the WIMP model (Windows
Icons Menus and Pointers). They cannot be used to developed advanced visualization and other
post-WIMP interfaces.

"See http://zvtm.sf.net for representative examples.
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Figure 3.11 : Multi-scale Navigation in Digital Libraries: ZUIST contains 578 research pa-
pers, typically 4-to-10 page long, all available as PDF documents. Users can navigate and
read all documents using a zoomable user interface. Navigation can be organized by year of
publication, by keywords represented as a tag could, or by authors.

The purpose of ZVTM is to give developers a solution situated at an intermediate level of ab-
straction. It aims at making the development of interface components involving complex struc-
tured graphics easier by hiding most of the complexity: performance, memory management,
UI events, geometrical transformations, concurrent access. ZVTM focuses on high-quality vi-
sual rendering while maintaining good performance, and on the user experience by promoting
foundational concepts such as perceptual continuity in graphical interfaces [RCM93] through
a simple-to-use animation module. The toolkit is based on the metaphor of infinite universes
called virtual spaces that can be observed through movable and zoomable cameras. Virtual
spaces contain graphical objects called glyphs: geometrical shapes, bitmap images, text. All
glyphs rely on the same polymorphic object model. A glyph belongs to a specific virtual space,
but can be observed through different cameras simultaneously as each virtual space can con-
tain multiple cameras. Cameras are associated with viewports called views which correspond
to rectangular components (windows, or embedded canvases) in the user interface. Various in-
teraction techniques are implemented on top of this basic set of core concepts, and can easily be
combined: smooth pan & zoom navigation [CKBOS], superimposed translucent layers [Lie94],
magnification lenses from the Sigma Lens framework [PA08, PBA10, ACP10], bird’s eye
view [CKBO08], rate-based scrolling, speed-dependent automatic zooming [IHOO], topology-
aware network navigation techniques [MCH™09], pointing facilitation techniques [ CLP09].

The toolkit supports both geometric and semantic zooming [PF93], enabling the develop-
ment of user interfaces to navigate in very large information spaces. For instance, it was used
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Figure 3.12 : Navigating in a multi-scale version of NASA’s Blue Marble Next Generation
world map [SVST05]: 86 400 x 43 200 pixels decomposed into 2 730 tiles arranged as a
pyramid. The map is enriched with geographical data taken from the Geonames database, the
worldwide air traffic network, and boundaries for countries and administrative regions publicly
available as ESRI shapefiles.

to write the ZUIST application®, demonstrated in Newport, RI, for the 20th anniversary of the
ACM UIST conference in 2007. The application, illustrated in Figure 3.11, lets users navigate
in all papers published during the conference’s first 20 years using a zoomable user interface.
It was developed quickly thanks to ZVTM and its multi-scale/semantic zooming engine: the
source code consists of only 2400 lines of Java code, plus 1200 lines of Python code that were
written first, to parse the ACM Digital Library’s metadata and produce the multi-scale scene
structure that organizes all 578 PDF documents. We later wrote a similar application for Uni-
versité Paris-Sud’s computer science laboratory, that lets users navigate in all documents pub-
lished from 2005 to 2008, ranging from book chapters, journal and conference papers to PhD
dissertations and technical reports, for a total of 1,500 documents. A PDF version of the docu-
ment was available for 753 of them, amounting to about 15,000 pages actually readable directly
within the application. The figures in terms of source code size are similar to those of ZUIST.
Figure 3.12 illustrates a very different application: a prototype geographical information sys-
tem that can query Web services to overlay geolocated information items, including complex
air traffic networks with support for topology-aware navigation techniques [MCH™09], on top
of NASA’s Blue Marble Next Generation map and ESRI shapefiles. That particular applica-
tion’s source consists of 3000 lines of Java code. All of these applications ran (and still run)
smoothly on mid-range machines (laptops or workstations), and did not require advanced hard-
ware resources.

The toolkit has also been used to write interface components for collaborative research
projects, including ANR Blanc project Holyrisk”, in which our contribution is to develop an
application that lets domain experts navigate and read large collections of annotated docu-

$http://www.acm.org/uist/archive/uist2.0/ZUIST.html

°Collaborative project involving Met@risk (agricultural research, INRA), University of California in San
Diego’s sociology department, In-Situ (situated interaction, INRIA, CNRS & Université Paris-Sud), EFSA (Eu-
ropean Food Safety Agency) and JIFSAN (food safety, US Food & Drug Administration, University of Maryland).
Principal Investigator for partner INRIA: Emmanuel Pietriga. More information at http://www.paris.inra.
fr/metarisk/research_unit/research_projects/holyrisk
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Figure 3.13 : (a) Artist rendering of the Atacama Large Millimeter/submillimeter Array, in an
extended configuration (©) ALMA (ESO/NAOJ/NRAO)/L. Calgada (ESO). (b) Example WIMP
components of the original operations monitoring and control software.

ments related to food risk assessment and structured into a database. But as mentioned ear-
lier, the most ambitious project involving ZVTM to date is the joint effort between ESO!?,
NRAO!! and INRIA to develop advanced visualization components for the operations moni-
toring and control software used to run the ALMA radio-telescope'? currently under construc-
tion in the Chilean Andes (Figure 3.13-a). This ongoing project [SPSG10, SPPS11, PCS'12],
that started in late 2009, is about the design and implementation of novel multi-scale user inter-
face components targeted at both operators and astronomers that will be in charge of running
observations from the instrument’s control room.

This project started after experience operating the telescope in the early commissioning
phase had shown that the graphical operator interface implemented with the WIMP toolkit Java
Swing would not scale well from the 8 antennas that were on-site at the time to the 66 under
construction. Conventional WIMP widgets and the WIMP paradigm itself were not powerful
enough (Figure 3.13-b), and more advanced visualization components, defined through a user-
centered design approach, had to be implemented. Figure 3.14 shows some examples of UI
components already implemented, and for some of them currently deployed and tested in the
control room. The design of those components is informed by a series of participatory design
workshops held on site at the Operations Support Facility regularly since late 2009. The goal
of these new components and capabilities, that include a general synchronization mechanism
to easily coordinate multiple views [NSOO], is to enable operators and astronomers to identify
trouble spots and react to failures quickly in an environment where situation awareness [EJ12]
is a critical element to the safe and efficient functioning of the observatory.

European Southern Observatory, http: //www.eso.org
""National Radio Astronomy Observatory, http: //www.nrao.edu
12 Atacama Large Millimeter/submillimeter Array, http://almaobservatory.org
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Figure 3.14 : (a) Map of all 66 antennas in an interface that includes, among other features,
geographical coordinate distortion to optimize the representation depending on the physical
configuration of antennas on site, semantic zooming [PF93] and control menus [PLVBOO]. The
amount of information about individual antennas ranges from a simple solid fill color giving
a high-level overview of system status (as shown here) to a detailed block diagram at highest
zoom level. (b) Adjacency matrix [HFMO7] giving information about phase and amplitude for
the baselines that link antennas pairwise to form an almost fully connected graph. (c) Zoomable
treemap [BHJ99, BLO7] representation of all devices’ status, including antennas, the correlator,
and supporting hardware.

3.2.2 A User Interface Toolkit for Cluster-Driven Wall-sized Displays

While ZVTM was originally aimed at the development of desktop post-WIMP interfaces,
we started working in 2009, together with Romain Primet, research engineer at INRIA, on
an extension to the toolkit that would enable applications implemented on top of ZVTM to
run on ultra-high-resolution wall-sized displays such as WILD (Section 3.1.4) with very few
modifications.

This on-going effort is motivated by the fact that research on cluster-driven wall displays
has mostly focused on techniques for parallel rendering of complex 3D models. There has
been comparatively little research effort dedicated to other types of graphics and to the soft-
ware engineering issues that arise when prototyping novel interaction techniques or developing
full-featured applications for such displays. Generally-speaking, visualization platforms such
as WILD pose new research challenges. From a computer graphics perspective: how to ren-
der complex graphics at high frame rates, taking advantage of the cluster’s computing and
rendering power. From a human-computer interaction perspective: how to design effective
visualizations that take advantage of the specific characteristics of large, ultra-high-resolution
surfaces; how to design interaction techniques that are well-adapted to this particular context
of use, and how to handle the multiple and heterogeneous input devices and modalities typi-
cally used in this context. Finally, from a software engineering perspective: how to enable the
rapid prototyping, development, testing and debugging of interactive applications running on
clusters of computers, providing the right abstractions.

Work on the zvtm-cluster extension to ZVTM, and on the jBricks toolkit that now includes
it, focuses on providing an answer to the latter question, that we consider essential to foster
more research and development from the HCI perspective.
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While there has been much research effort put into the development of solutions to enable
the efficient display of 3D graphics on tiled displays driven by clusters of computers over the
last ten years [HHNT02, EMP09a, NSS*06], not all wall display applications use 3D graph-
ics. With the introduction of ultra-high resolution, high-quality 2D graphics open wall-sized
displays to new applications, e.g., in astronomy (Figure 3.15-b), geospatial intelligence and
visual analytics at large, as discussed earlier. These applications essentially combine very large
bitmap images, high-quality text and 2D vector graphics, e.g., satellite imagery augmented
with data layers, or information visualization techniques for the display of large datasets, e.g.,
for the visual exploration of large networks (Figure 3.15-a). However, existing solutions for
distributed rendering on clusters, which are essentially low-level 3D graphics APIs based upon
OpenGL, are not suited to high-quality 2D graphics. They work well for the high-performance
visualization of textured 3D scenes, but are ill-suited to programming rich 2D graphics in-
terfaces, lacking appropriate support for the management and efficient rendering of text, line
styles, arbitrary 2D shapes and WIMP widgets. This was already observed for desktop appli-
cation programming [BM98], and remains true for cluster-driven wall-displays.

To address this need, we developed jBricks, a Java toolkit for the development of post-WIMP
applications executed on cluster-driven wall displays, that integrates zvtm-cluster and a versa-
tile input management module into a coherent framework hiding low-level details from the
developer [PHNP11] (Rapid Development of User Interfaces on Cluster-Driven Wall Displays
with jBricks, available in Appendix A). The goal of this framework is to ease the development,
testing and debugging of interactive visualization applications. It also offers an environment
for the rapid prototyping of novel interaction techniques and their evaluation through controlled
experiments (Figure 3.15-c), such as the one we conducted about mid-air pan-and-zoom tech-
niques for wall-sized displays, summarized in Section 3.1.4 and detailed in [NWP*11].

Figure 3.15 : jBricks applications running on the WILD platform. (a) Zoomed-in visualiza-
tion of the North-American part of the world-wide air traffic network overlaid on NASA’s Blue
Marble Next Generation images augmented with country borders ESRI shapefiles. (b) Pan-
ning and zooming in Spitzer’s Infrared Milky Way (4.7 gigapixels). (c) Controlled laboratory
experiment for the evaluation of mid-air multi-scale navigation techniques (Section 3.1.4).
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Rich interactive 2D desktop applications, usually termed post-WIMP applications, are typ-
ically developed with structured graphics toolkits [AB08, BGM04, HDD*04, Pie05a] that
provide useful abstractions on top of low-level APIs. They enable rapid prototyping and devel-
opment of advanced interactive visualizations. By developing jBricks, our goal was to offer a
structured graphics toolkit capable of running transparently on cluster-driven wall displays and
capable of handling a wide range of input devices and modalities. From a graphics perspec-
tive, this requires hiding the complexity entailed by having to distribute rendering on multiple
computers. While our focus was on expressiveness and ease-of-use, we also paid attention to
scalability issues, adapting ideas originally developed for efficient distributed 3D rendering to
our context, such as the use of a multicast protocol to transmit updates to cluster nodes, and
a culling algorithm adapted to zoomable user interfaces. From an input management perspec-
tive, this required going beyond the basic redirection mechanisms found in existing distributed
rendering frameworks that only support conventional input devices, i.e., mouse and keyboard
operated from the master computer. Support for other devices had mostly been achieved via
ad hoc solutions (drivers or libraries) that were strongly integrated and statically linked within
applications. This approach was not generic and flexible enough when exploring and proto-
typing novel interaction techniques [DF04]. We chose an alternative approach, that consisted
in providing high-level abstractions of input modalities that enable association and runtime
substitution of devices, and that had proven successful in other domains, including physical
ubiquitous computing, virtual reality and in the more general context of post-WIMP applica-
tions.

jBricks, which was written together with Stéphane Huot and Romain Primet, has now reached
a level of maturity that has enabled members of the WILD project to use it for various purposes,
ranging from the development of prototype applications such as the one developed in collab-
oration with astrophysicists from the Institut d’ Astrophysique Spatiale for the visualization of
large FITS images, to multiple controlled experiments, and demonstrations of interactive navi-
gation in very large information spaces such as Spitzer’s image of the inner part of our galaxy
(Figure 3.15-b) or the 26 gigapixel panorama of Paris. Other research laboratories equipped
with wall-sized displays are also considering using the toolkit, which we have made available
as an open-source projet.
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The two main themes around which I have organized my research over the last ten years are
closely related and cross-fertilize one another. Multi-scale user interfaces are essential to the
management and understanding of massive datasets. Interlinked datasets enriched with even a
small amount of semantics have the potential to help create better user interfaces, by providing
users with more relevant query results and giving them efficient means to navigate and relate
those results. However, there are still many research questions and problems to address in both
themes, and at their intersection to further foster cross-fertilization. My research agenda for
the coming years, presented in the following sections, is positioned in this context, with a focus
on critical systems that require a high level of situation awareness and efficient access to the
data. Those are essential elements to support the decision making process and implementation
of actions in a timely manner [EJ12], taking into account the often cooperative nature of the
work and the resulting need for task coordination [BHR192, BN99, JW01, Mac99]. Examples
of such work contexts include air traffic control, crisis and emergency management centers,
control rooms of power plants and large scientific instruments such as telescopes. The new
research and innovation center that INRIA is creating in Chile will give me the opportunity to
conduct research in this direction, as detailed below.

4.1 Interacting with Massive Webs of Data

Most efforts in terms of user interface design and development for Semantic Web data, in-
cluding my own, have so far focused on tools for software developers and for experts that
create ontologies and populate them. More end-user-oriented tools are starting to appear, such
as the so-called linked data browsers, some of which make use of presentation knowledge ex-
pressed using the Fresnel vocabulary (Section 2.2). However, those browsers are in most cases
very crude ways of navigating Webs of Data, based on point and click WIMP interfaces, or
hyperlink interfaces that present data to users in a very basic page-centric Web-of-documents
manner.

It is not clear yet how end-users will interact with the Web of Data [Hea08], but to be suc-
cessful, interaction paradigms that let users navigate that new Web will have to be tailored to
this radically different way of browsing information. Now that building blocks are in place,
from knowledge representation and query languages all the way up to the expression of data
presentation knowledge [PBKLO06] and to mechanisms like look-up services [TDOOQ7] and
spreading activation [DLK ™ 10], we can start investigating the user interface part of the Seman-
tic Web layer cake, an area of research and development that has not received much attention
so far [Hen12].

It is unlikely that one type of browser, or even one representation and navigation paradigm,
can effectively support all user tasks and suit all types of data, especially when dealing with
large collections of interlinked datasets. The question at this point is actually not to define
a generic paradigm, but rather to integrate navigation techniques and basic representation
paradigms in a coherent framework, understanding their strengths and weaknesses through
more ambitious user studies than the few experiments that have been run so far. Core paradigms
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and techniques exist, such as faceted browsing [HvOH06, ODDO06], graphical representa-
tions [BPLL11, Pie06, TXZ"05, WP06], rich interface clients [QHKO03, sSO™05], but they
all serve different purposes, and none of these is sufficient on its own. A radical shift might be
needed, that departs from the path that consists in adapting and applying techniques developed
for other purposes to the Web of data, possibly adopting a thing-centric [Hea08] or resource-
centric way of presenting and navigating in the data, but that would go far beyond what tools
like the Tabulator [BLCC™06] currently supports.

Such a solution could for instance couple multi-scale and thing-centric navigation. At
any given time, one thing (i.e., one resource) would be the focus of attention. Users could
navigate from resource to resource, fetching relevant items dynamically, depending on con-
text [DLK™'10], leaving a trail of past explorations on the infinite canvas of a zoomable user
interface component, with elaborate mechanisms to backtrack, and to relate, compare and con-
trast the current resource with previously explored ones. Taking advantage of the advanced
graphics capabilities of ZUIs [Pie05a], users could ask for data items, and collections thereof,
to be presented in a particular manner, e.g., be plotted on an interactive map, represented as
a network of connected things [BPLL11], possibly with style sheets applied to them [Pie06],
or summarized in statistical charts. Zooming in and out from the focused resource, and from
the trail of items explored so far, would change the level of detail conveyed to users thanks to
semantic zooming [PF93].

Semantic Web technologies enable users to effortlessly mashup data, somewhat like some
Web services enable users to create mashups on the Web of documents [AGMOS, ZR08]. A
platform implementing the navigation paradigm envisioned here would likely provide a pow-
erful user interface layer for exploring those data mashups. Coupled with fast input techniques
based on keystrokes for issuing commands, similar to what add-ons like Quicksilver for Mac
OS X [QSA12] enable, such a solution would also be potentially interesting as an interface
paradigm for efficiently troubleshooting critical systems.

4.2 Human-Computer Interaction and Situation Awareness

Data enriched with (even a small dose of) semantics should play a major role in future criti-
cal systems that support tasks related to crisis and emergency management activities, as well as
systems that deal with vast amounts of data, such as the large scientific instruments mentioned
earlier. (Semi)structuring the data, adding semantics to them, will facilitate access and under-
standing from a user’s perspective: query results will be more relevant, datasets will be easier
to relate and merge thanks to interlinking, thus supporting more efficient troubleshooting and
decision making. In other words, achieving time-critical tasks should become more efficient as
the quality and richness of the data, in terms of structure and machine-processable semantics,
grow. Advances in this area are crucial for enhancing information collection, sharing and dis-
semination, as emphasized in the Pacific Northwest National Laboratory’s research agenda for
Precision Information Environments (PIE) [Pacl11]. However, we are still far from achieving
the environments envisioned in the video produced last year by that same laboratory [Pac10].
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There are clear gaps, and research opportunities in many fields beyond data management, one
of them being human-computer interaction.

Central to these contexts of work is the notion of situation awareness, i.e., how workers
perceive elements of the environment with respect to time and space, how they comprehend
their meaning, and the mental models that help them predict future states of those elements.
Situation awareness must be supported by efficient computing systems and their associated user
interfaces, whose design should be primarily driven by user-centered design methods. User
interface technologies always have and will continue to play a central role in the performance
and efficiency of critical systems. Novel user interface paradigms and technologies such as
gesture-based interaction, communication systems for computer-supported cooperative work,
mixed reality systems, as well as multi-surface environments including tablets, portable digital
assistants and ultra-high-resolution wall-sized displays are all likely to have a strong impact in
this domain.

However, several areas of research are still in their infancy. For instance, while there is
already a significant body of work on the visualization of massive datasets on wall-sized dis-
plays, we have barely scratched the surface of that topic, and for now, those platforms remain
mostly confined to research laboratories. While we are making progress on all fronts, more
research and development is needed in computer graphics and software engineering, but most
importantly from the interaction design perspective. Questions about basic interactions such as
remote pointing at targets have been thoroughly researched (see [NPBL11] for an overview),
techniques for more complex tasks such as multi-scale navigation have been designed and
evaluated, concepts such as physical navigation have been developed in relation to visual acu-
ity, and some researchers have started to look into the problem of collaborative interaction in
these environments. But we are still far from walk-up-and-use systems, or even from actually
achieving fluid interaction with wall-sized displays.

Questions to address include, for instance, collaborative work in multi-scale information
spaces. The techniques studied in [NWP™11] enable one or more persons to pan & zoom in
mid-air in front of a wall display. But they do not address the problem of how to partition that
display when multiple users want to explore different regions of the information space (e.g.,
a world map). Simply splitting the display in discontinuous juxtaposed viewports would be
trivial. But this would not provide much support for cooperative work. Multi-scale user in-
terface schemes initially developed for the desktop such as focus+context and overview-+detail
techniques could help make users aware of, and relate to, each others’ position. Beyond a
mere transposition of desktop techniques to wall displays, solutions could take advantage of
the significantly higher pixel density of the latter to rethink how these interface schemes can be
integrated: overview+detail and focus+context could for instance be more deeply, possibly re-
cursively, nested, with elaborate transitions between different levels of detail [PBA10] helping
users get a clear picture of who is working on what.
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Another example of question to address is that of seamless manipulation of content items
on multiple heterogeneous surfaces. Gesture-based interfaces are natural candidates for this
and seem to actually be interesting solutions, at least in some contexts, but even if technolo-
gies such as Oblong’s g-speak platform have significantly advanced the state-of-the-art in that
domain [ZBL™"10], there is still a lot of room for improvements. Yet another question is that
of taking advantage of the specific characteristics of ultra-high-resolution displays to create
perceptually multi-scale visualizations, coupling physical navigation with visual aggregation,
a perceptual phenomenon that naturally occurs when the conditions in terms of pixel density
and user position with respect to the display entail that the fine details of the representation are
beyond the user’s visual acuity. A few studies have started to look at the potential of patterns
that arise as a result of visual aggregation [EALN11, YHNO7], but much more research needs
to be done in that area as well.

Finally, very few real-world applications have been developed so far for these environments.
Most software running on these platforms are little more than programs for running controlled
experiments or demonstrations which, even if quite elaborate, offer only a few features and
are far from full-fledged applications, that would require exposing many more commands
through the user interface. Even ports of existing applications such as Google Earth based on
Chromium [HHN™02] or Liquid Galaxy [Gool1] cannot really be considered real-world ap-
plications, as they do not expose the wealth of features of the original desktop version in a way
that would make them actually usable on wall displays. Our experience with the WILD project,
working with scientists from other disciplines on prototype domain-specific visualization ap-
plications [BCE*12], has shown that designing and implementing full-featured applications
that domain experts can use to conduct actual work in the real-world is far from trivial and
requires significant interaction design and software development effort.

Joining the Communication and Information Research and Innovation Center' in Santiago
de Chile in July 2012 will give me the opportunity to start out a new team, Massive Data, with
expertise in human-computer interaction, classification and Semantic Web technologies. The
team’s research and development activities will focus on the questions introduced above. They
will include:

- the continuation of the work started in 2010 on user-centered design and implementation
of operations monitoring and control user interfaces for the ALMA radio-observatory’s
control room (Section 3.2.1);

- the design and implementation of tools to support research in astronomy beyond the work
done in ALMA’s control room, such as interfaces based on classification and clustering
techniques for, e.g., browsing large collections of galaxies stored in massive surveys like
SDSS? and the planned LSST?, whose data will be made public;

'CIRIC is a joint research and innovation center created in March 2012 by INRIA and six Chilean universities.

2Sloan Digital Sky Survey, http://www.sdss.org
3Large Synoptic Survey Telescope, http: //www.lsst.org
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- the design and evaluation of visualization techniques for massive datasets on large ultra-
high-resolution displays, and the implementation of domain-specific applications for,
e.g., communication network monitoring and metrology and possibly other domains such
as the mining industry;

- the design and implementation of user interfaces for browsing data repositories such as
those made available by governments in the context of various open data initiatives.
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Abstract. Semantic Web browsers and other tools aimed at displaying RDF data
to end users are all concerned with the same problem: presenting content primar-
ily intended for machine consumption in a human-readable way. Their solutions
differ but in the end address the same two high-level issues, no matter the un-
derlying representation paradigm: specifying (i) what information contained in
RDF models should be presented (content selection) and (ii) ow this informa-
tion should be presented (content formatting and styling). However, each tool cur-
rently relies on its own ad hoc mechanisms and vocabulary for specifying RDF
presentation knowledge, making it difficult to share and reuse such knowledge
across applications. Recognizing the general need for presenting RDF content
to users and wanting to promote the exchange of presentation knowledge, we
designed Fresnel as a browser-independent vocabulary of core RDF display con-
cepts. In this paper we describe Fresnel’s main concepts and present several RDF
browsers and visualization tools that have adopted the vocabulary so far.

1 Introduction

RDF (Resource Description Framework) is designed to facilitate machine interpretabil-
ity of information and does not define a visual presentation model since human read-
ability is not one of its stated goals. Displaying RDF data in a user-friendly manner is a
problem addressed by various types of applications using different representation para-
digms. Web-based tools such as Longwell [1] (see Figure 1-a) and Piggy-Bank [2] use
nested box layouts, or table-like layouts (e.g. Brownsauce [3], Noadster [4], Swoop [5])
for displaying properties of RDF resources with varying levels of details. Other tools
like IsaViz [6] (see Figure 1-b) and Welkin [7] represent RDF models as node-link di-
agrams, explicitly showing their graph structure. A third approach combines these par-
adigms and extends them with specialized user interface widgets designed for specific
information items like calendar data, tree structures, or even DNA sequences, providing
advanced navigation tools and other interaction capabilities: Haystack [8] (see Figure
1-c), mSpace [9] and Tabulator [10].

L. Cruz et al. (Eds.): ISWC 2006, LNCS 4273, pp. 158-171, 2006.
(© Springer-Verlag Berlin Heidelberg 2006
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Fig. 1. Various types of RDF browsers: Longwell, IsaViz and Haystack

Such applications are confronted with the same two issues, independently of the un-
derlying representation paradigm and interface capabilities: selecting what content to
show and specifying how to format and style this content. Each application takes its
own approach and defines its own vocabulary to specify how to present data to users.
As with other kinds of knowledge, we believe that being able to share what we con-
sider presentation knowledge makes sense in the context of the Semantic Web and that
being able to exchange and reuse presentation knowledge between browsers and other
visualization tools will benefit both programmers and end users. However, the current
diversity of approaches and vocabularies for representing this knowledge makes such
exchange and reuse difficult at best, if not impossible.

1.1 Related Work

Early RDF visualization tools rendered RDF models in a predefined, non-customizable
way [3]. Recent tools provide more flexible visualizations that can be customized by
writing style sheets, transformations, or templates, following either a declarative or a
procedural approach.

Procedural approaches consider the presentation process as a series of transformation
steps. One such approach consists in using XSLT to transform RDF graphs encoded as
RDF/XML trees in an environment such as Cocoon [11]. Authoring XSLT templates
and XPath expressions to handle arbitrary RDF/XML is complex, if not impossible,
considering the many potential serializations of a given RDF graph and the present lack
of a commonly accepted RDF canonicalization in XML [12]. This problem has been
partly addressed by Xenon [13], an RDF style sheet ontology that builds on the ideas of
XSLT but combines a recursive template mechanism with SPARQL as an RDF-specific
selector language. Xenon succeeds in addressing XSLT’s RDF canonicalization prob-
lem but still has a drawback common to all procedural approaches, that transformation
rules are tied to a specific display paradigm and output format, thus preventing the reuse
of presentation knowledge across applications.

Declarative approaches are based on formatting and styling rules applied to a generic
representation of the content. They can be compared to XHTML+CSS, which has been
successful for the classic Web. The Haystack Slide ontology [14], used to describe
how Haystack display widgets are laid out, is one example. Another is IsaViz’s Graph
Style Sheets [15], which modifies the formatting, styling, and visibility of RDF graph
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elements represented as node-link diagrams. The main drawback of the declarative ap-
proaches developed so far is that they make strong assumptions about, and are thus tied
to, the specific display paradigm for which they have been developed and are therefore
unlikely to be meaningful across different representation paradigms.

1.2 Toward the Specification of Presentation Knowledge

Providing a single global view of all the information contained in an RDF model is
often not useful. The mass of data makes it difficult to extract information relevant to
the current task and represents a significant cognitive overload for the user. From an
abstract perspective, the first step of the presentation process thus consists in restricting
the visualization to small but cohesive parts of the RDF graph, similarly to views in
the database world. But identifying what content to show is not sufficient for making
a human-friendly presentation from the information. To achieve this goal, the selected
content items must be laid out properly and rendered with graphical attributes that favor
legibility in order to facilitate general understanding of the displayed information. Rely-
ing solely on the content’s structure and exploiting knowledge contained in the schema
associated with the data is insufficient for producing sophisticated presentations and
visualizations. The second step thus consists in formatting and styling selected content
items.

Fresnel’s goal is to provide an RDF vocabulary to encode information about how to
present Semantic Web content to users (i.e., what content to show, and how to show
it) as presentation knowledge that can be exchanged and reused between browsers and
other visualization tools. However, we do not expect all applications, which do not nec-
essarily rely on the same representation paradigms and formats, to exchange and reuse
all formatting and styling instructions as some might not be appropriate for all para-
digms. We therefore identified a set of core presentation concepts that are applicable
across applications and which form the core modules of Fresnel. One of the design
goals of these modules was to make them easy to learn and use, but also easy to imple-
ment in order to promote their adoption by many applications. On top of these modules,
we have also begun to define additional Fresnel vocabulary items which are grouped in
extension modules. The remainder of this article mainly focuses on the core selection
and formatting modules. More information about extension modules can be found in
the Fresnel User Manual [16].

2  Core Vocabulary Overview

Fresnel is an RDF vocabulary, described by an OWL ontology [16]. Fresnel presenta-
tion knowledge is thus expressed declaratively in RDF and relies on two foundational
concepts: lenses and formats (see Figure 2). Lenses specify which properties of RDF
resources are shown and how these properties are ordered while formats indicate how to
format content selected by lenses and optionally generate additional static content and
hooks in the form of CSS class names that can be used to style the output through ex-
ternal CSS style sheets. The following sections introduce the main vocabulary elements
using the examples in Figures 3 and 4.
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Fig. 2. Fresnel foundational concepts

Figure 3 shows a simple lens and associated formats used to present information
about a person described with the FOAF vocabulary [17]. This figure also shows a
possible rendering of such a resource, that a browser like Horus [18] or Longwell [1]
could produce. Examples use the Notation 3 syntax [19].

2.1 Content Selection

The domain of a lens indicates the set of resources to which a lens applies (line 301: the
lens applies to instances of class foaf : Person). Property fresnel : showProperties
is used to specify what properties of these resources to show and in what order (lines
302-308). In this example, the values of both fresnel : classLensDomainand fres-
nel:showProperties are basic selectors, which take the form of plain URIs (rep-
resented here as qualified names), respectively identifying the class of resources and
property types to select. More advanced selection expressions can be written using ei-
ther FSL or SPARQL. They make it possible to associate lenses with untyped RDF re-
sources, which do occur in real-world models since rdf : type properties are not manda-
tory. They can also be used to specify that a lens should display all properties of a given
namespace, or any other complex selection condition(s) that can be represented by an
FSL or SPARQL expression (see Section 3).

Fresnel Core provides additional constructs for specifying what properties of re-
sources to display. The special value fresnel:allProperties is used when the list
of properties that can potentially be associated with resources handled by a lens is un-
known to the lens’ author but should nevertheless be displayed. When it appears as a
member of the list of properties to be shown by a lens, fresnel:allProperties des-
ignates the set of properties that are not explicitly designated by other property URI
references in the list, except for properties that appear in the list of properties to hide
(fresnel:hideProperties). Two other constructs are used to handle the potential
irregularity of RDF data stemming from the fact that different authors might use sim-
ilar terms coming from different vocabularies to make equivalent statements. Sets of
such similar properties can be said to be fresnel:alternateProperties. For in-
stance, foaf:depiction, foaf:imgand p3p: image could be considered as providing
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(300) :PersonLens a fresnel:Lens ;
(301) fresnel:classLensDomain foaf:Person ;

(302) fresnel:showProperties ( Name  Chris Bizer
(303) foaf :name

(304) foaf :mbox Mailbox chris@bizer.de,
(305) [rdf:type fresnel:PropertyDescription; bizer@gmx.de
(306) fresnel:alternateProperties (

(307) foaf:depiction foaf:img p3p:image )

(308) 1)

(309) :nameFormat a fresnel:Format ;

(310) fresnel:propertyFormatDomain foaf:name ;

(311) fresnel:label "Name"

(312) :mboxFormat a fresnel:Format ;

(313) fresnel:propertyFormatDomain foaf:mbox ;

(314) fresnel:label "Mailbox"

(315) fresnel:value fresnel:externallLink ;

(316) fresnel:valueFormat [ fresnel:contentAfter "," ]

(317) :depictFormat a fresnel:Format ;

(318) fresnel:propertyFormatDomain foaf:depiction ;
319) fresnel:label fresnel:none ;
(320) fresnel:value fresnel:image

Fig. 3. A lens and some formats for presenting instances of class foaf : Person

the same information about resources displayed by a given lens. A browser using this
lens would try to display the resource’s foaf:depiction. If the latter did not exist,
the browser would then look for foaf:img or p3p: image (see lines 305-307). Such
knowledge can also be represented through ontology mapping mechanisms, but Fres-
nel provides this alternative as the ontology layer should not be made a requirement of
the Fresnel presentation process. The other construct, fresnel :mergeProperties,is
used to merge the values of related properties (e.g. foaf :homepage and foaf :work-
Homepage) into one single set of values that can later be formatted as a whole.

The presentation of property values is not limited to a single level, and (possibly
recursive) calls to lenses can be made to display details about the value of a property.
Lenses used in this context are referred to as sublenses. Modifying the example of
Figure 3, we specify in Figure 4 that the browser should render values of the property
foaf :knows (lines 405-407) using another lens (PersonLabelLens, lines 410-413).
The FSL expression (see Section 3) on line 406 specifies in an XPath-like manner that
only values of foaf : knows that are instances of foaf : Person should be selected.

The sublens mechanism implies that a lens can recursively call itself as a sublens for
displaying property values. In order to prevent infinite loops caused by such recursive
calls, Fresnel defines a closure mechanism that allows Fresnel presentation designers to
specify the maximum depth of the recursion.
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2.2 Content Formatting

The default layout of selected information items is highly dependent on the browser’s
representation paradigm (e.g. nested box layout, node-link diagrams, etc.), but the final
rendering can be customized by associating formatting and styling instructions with
elements of the representation.

(400) :PersonlLens a fresnel:Lens ;

401) fresnel:classLensDomain foaf:Person ;

(402) fresnel:showProperties (

(403) foaf:name

(404) foaf:mbox

(405) [rdf:type fresnel:PropertyDescription ;

(406) fresnel:property "foaf:knows[foaf:Person] """ fresnel:fslSelector;
407) fresnel:sublens :Personlabellens]

(408) ) Name  Chris Bizer

(409) fresnel:group :FOAFmainGroup
Mailbox chris@bizer.de,

(410) :PersonlLabellens a fresnel:Lens ; bizer@gmx.de
411) fresnel:classLensDomain foaf:Person ;
(412) fresnel:showProperties ( foaf:name ) ; Friends Emmanuel Pietriga
(413) fresnel:group :FOAFsubGroup . Ryan Lee
David Karger
Stefano Mazzocchi

(414) :nameFormat a fresnel:Format ;

(415) fresnel:propertyFormatDomain foaf:name ;
(416) fresnel:label "Name" ;

417) fresnel:group :FOAFmainGroup

(418) :mboxFormat a fresnel:Format ;

(419) fresnel:propertyFormatDomain foaf:mbox ;

(420) fresnel:label "Mailbox"

421) fresnel:value fresnel:externallink ;

(422) fresnel:valueFormat [ fresnel:contentAfter "," ] ;

(423) fresnel:group :FOAFmainGroup

(424) :friendsFormat a fresnel:Format ;

(425) fresnel:propertyFormatDomain foaf:name ;
(426) fresnel:label "Friends"

427) fresnel:group :FOAFsubGroup

(428) :FOAFmainGroup a fresnel:Group
(429) :FOAFsubGroup a fresnel:Group

Fig. 4. An example of a lens using another lens to display some property values

Formats apply to resources, or to properties and their values, depending on the speci-
fied domain. The three example formats of Figure 3 apply respectively to the properties
foaf :name, foaf :mbox and foaf:depiction (lines 310, 313, 318). Formats can be
used to set properties’ labels (lines 311, 314, 319). Property fresnel : 1abel does not
specify a particular layout but simply gives a text string that can be used to identify the
property. Labels might already be defined for many properties (e.g., in the associated
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vocabulary description using rdfs: label), but such labels are not guaranteed to exist.
Moreover, a given label might not always be the most appropriate depending on the
context in which the property is displayed. For instance, the default label associated
with property foaf :name in the FOAF schema is name. When displaying the persons
known by the current person in Figure 4, this default label is replaced by Friends (line
426) so as to indicate the appropriate interpretation of the corresponding foaf :name
property values in this context. The customization of labels also proves useful when
displaying property values that are not direct properties of the current resource, as is
made possible by the use of SPARQL or FSL expressions such as:

foaf:knows/* [airport:iataCode/text () = 'CDG’]/foaf:name

which would require an explanatory label such as Friends that leave near Paris.

Formats can also give instructions regarding how to render values. For instance, line
315 indicates that foaf :mbox values should be rendered as clickable links (email ad-
dresses). Values of foaf : depiction should be fetched from the Web and rendered as
bitmap images (line 320).

Property values can be grouped, and additional content such as commas and an end-
ing period can be specified to present multi-valued properties (line 316: inserting a
comma in-between each email address). CSS class names can also be associated with
the various elements being formatted. These names appear in the output document and
can be used to style the output by authoring and referencing CSS style sheets that use
rules with the same class names as selectors.

2.3 Lens and Format Grouping

Lenses and formats can be associated through fresnel : Groups so that browsers can
determine which lenses and formats work together. Fresnel groups are taken into ac-
count by browsers when selecting what format(s) to apply to the data selected by a
given lens, as several formats might be applicable to the same property values.

Figure 4 illustrates the use of Fresnel groups to display different labels for the
foaf :name property depending on the context in which the property is shown: the
property is labeled Name when displayed in the context of the PersonLens lens, but is
labeled Friends when displayed in the context of the PersonLabelLens lens. This is
achieved by associating the PersonLens (lines 400-409) and the nameFormat (lines
414-417) to one group: FOAFmainGroup, and by associating the PersonLabelLens
(lines 410-413) and the friendsFormat (lines 424-427) to a second group: FOAFsub-
Group.

A Fresnel group can also serve as a placeholder for formatting instructions that ap-
ply to all formats associated with that group, thus making it possible to factorize the
declarations. It is also typically used to declare group-wide data, relevant to both lenses
and formats, such as namespace prefix bindings.

3 Fresnel Selectors

Selection in Fresnel occurs when specifying the domain of a lens or format and when
specifying what properties of a resource a lens should show. Such selection expressions
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identify elements of the RDF model to be presented; in other words, specific nodes and
arcs in the graph. As we expect selection conditions to be of varying complexity, we
allow them to be expressed using different languages in an attempt to balance expressive
power against ease of use.

3.1 Basic Selectors

The simplest selectors, called basic selectors, take the form of plain URI references
as shown in section 2. Depending on whether they are used as values of fresnel:
instanceLensDomain or fresnel:classLensDomain, these URI references are
interpreted respectively either as:

— URI equality constraints (the resource to be selected should be identified by this
URI),

— or type constraints (the resources to be selected should be instances of the class
identified by this URI).

Basic selectors are also used to identify properties, which are used for instance as
values of fresnel:showProperties or fresnel:alternateProperties.

Basic selectors are easy to use but have very limited expressive power. For instance,
they cannot be used to specify that a lens should apply to all instances of class foaf:
Person that are the subject of at least five foaf:knows statements. More powerful
languages are required to express such selection constraints.

3.2 Languages for Complex Selection Expressions

Fresnel presentation designers can use two different languages for expressing complex
selection expressions. The first option is the SPARQL query language for RDF [20].
In the context of Fresnel, SPARQL queries must always return exactly one result set,
meaning that only one variable is allowed in the query’s SELECT clause. Figure 5-a
gives an example of a lens whose domain is defined by a SPARQL expression. Alter-
natively, designers who prefer a more XPath-like approach, which proved to be a well-
adapted selector language for XSLT, can use the Fresnel Selector Language (FSL). FSL
is a language for modeling traversal paths in RDF graphs, designed to address the spe-
cific requirements of a selector language for Fresnel. It does not pretend to be a full
so-called RDFPath language (contrary to XPR [21], an extension of FSL) but tries to
be as simple as possible, both from usability and implementation perspectives. FSL is
strongly inspired by XPath [22], reusing many of its concepts and syntactic constructs
while adapting them to RDF’s graph-based data model. RDF models are considered
directed labeled graphs according to RDF Concepts and Abstract Syntax [23]. FSL is
therefore fully independent from any serialization. A lens definition using two FSL ex-
pressions is shown in Figure 5-b. More information about FSL, including its grammar,
data model and semantics is available in the FSL specification [24].

Applications implementing Fresnel are required to support basic selectors, and we ex-
pect a reasonable share of them to support the two other languages: SPARQL is gaining
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# (a) Lens for John Doe’s mailboxes (SPARQL)
:PersonlLens a fresnel:Lens ;
fresnel:instancelLensDomain
"SELECT ?mbox WHERE ( ?x foaf:name ’John Doe’ )
( ?x foaf:mbox ?mbox )"""fresnel:sparglSelector .

# (b) Lens for foaf:Person instances that know at least five other resources (FSL)
:Personlens a fresnel:Lens ;

fresnel:instancelensDomain

"foaf:Person[count (foaf:knows) >= 5]"""fresnel:fslSelector ;

# and which shows the foaf:name property of all foaf:Person
# instances known by the current resource.

fresnel:showProperties (

"foaf:knows/foaf:Person/foaf:name"" "fresnel:fslSelector)

Fig. 5. Examples of SPARQL and FSL expressions used in Fresnel lens definitions

momentum as a W3C recommendation, and four open-source Java implementations of
FSL are already available! for HP’s Jena Semantic Web Toolkit?, for IsaViz (providing
a visual FSL debugger) and for different versions of the Sesame RDF database’.

4 Implementations

Fresnel has been designed as an application- and output format-independent RDF pre-
sentation vocabulary. In this section we give an overview of various applications imple-
menting Fresnel: Longwell [1] and Horus [18] which both render RDF data as HTML
Web pages using nested box layouts, IsaViz [6] which represents RDF graphs as node-
link diagrams, and Cardovan, a browser and lens editor based on the SWT GUI toolkit.

Longwell is a Web-based RDF browser whose foundational navigation paradigm is
faceted browsing. Faceted browsing displays only the properties that are configured
to be "facets’ (i.e., to be important for the user browsing data in one or more specific
domains) using values for those fields as a means for zooming into a collection by
selecting those items with a particular field-value pair.

The latest version of Longwell relies on the SIMILE Fresnel rendering engine, a Java
library built on the Sesame triple store. The engine implements all of the Fresnel core
vocabulary and the portion of the extended vocabulary relating to linking groups to CSS
stylesheets as well as the option of using FSL as a selector language. The Fresnel engine
output consists solely of an XML representation of the Fresnel lenses and formats as
they apply to one resource. Longwell then applies an XSLT transformation to the XML
to generate XHTML. The default XSLT stylesheet shipped with Longwell will generate
a traditional nested box layout, as Horus does, but the stylesheet can be modified by
XSLT developers to change the model as they see fit.

The left side of Figure 6 shows the rendering of a foaf:0Organization resource
using a lens that gives some details about the organization and lists its constituent mem-
bers, all foaf: Persons, each listed with their corresponding nickname information to
assist in identification.

! http://dev.w3.org/cvsweb/java/classes/org/w3c/IsaViz/fresnel/
2 http://jena.sourceforge.net
? http://openrdf.org
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Fig. 6. Displaying a view of an organization (left) and a constituent member (right) in Longwell

The nickname list for each person is preceded by the string ’aka: ’, added to the
display by using the fresnel:contentFirst directive. The list is also comma sep-
arated, accomplished by setting fresnel:contentAfter to a comma. Clicking on
a URI in the display brings the user to that URI; clicking on a textual label changes
Longwell’s focus to the resource represented by that label.

On the right side of Figure 6, the focus is on one specific member of the organization
featured in the left side. A sublens is used to generate office contact details, and the
same sublens used in the organization focus (left image) to describe an organization’s
members is used in the person focus (right image) to describe who this person claims
to know.

Horus is an RDF browser that displays RDF information using a nested box layout. The
browser provides a simple navigation paradigm for selecting RDF resources and allows
users to switch between different lenses for rendering the resources. Horus supports
Fresnel lenses and formats, which can be associated together using Fresnel groups.
Groups can refer to external CSS style sheets which are used to define fonts, colors and
borders. Horus supports basic selectors, but does not offer SPARQL and FSL as selector
languages. Horus is implemented using PHP and is backed by a MySQL database.
Applying a lens to an RDF resource results in an intermediate tree, which is formatted
afterwards using the formats that are associated to the group of the selected lens. The
ordered and formatted intermediate tree is then serialized into XHTML.

Figure 7 shows two different views on the same person in Horus. The view on the
left uses a lens that displays many details about persons. The sentence “This per-
son knows the following people” is a custom label for property foaf:knows. The
disclaimer “That a person knows somebody does...” is static content added using
property fresnel:contentLast. Some of the links are formatted as external links
(fresnel :value formatting instruction set to fresnel : externalLink), while oth-
ers refer to RDF resources in the knowledge base, and thus have a different rendering.
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Fig. 7. Two different views on the same person in Horus: detailed view (left), friends view (right)

On the right side of Figure 7, the same person is shown using a different lens. This
lens displays less details about the person itself, but refers to a second lens (used as a
sublens) for displaying details about other persons known by this person. As the sub-
lens belongs to a different group, another CSS class is used to style the names of the
person’s friends.

IsaViz is an RDF authoring environment representing RDF models as node-link dia-
grams. The interpretation of Fresnel in IsaViz is inspired by both Generalized Fisheye
Views [25] and Magic Lenses [26]. Fresnel lenses, in conjunction with the formats as-
sociated with them through groups, are considered as “genuine” lenses that modify the
visual appearance of objects below them.

Figure 8 (left) shows the default rendering of a region of an RDF model containing a
foaf: Personresource. At this level of magnification, only a few of the many property
values associated with the resource are visible. Users need to navigate in the graph in
order to get to the values of properties, which can be cumbersome. Alternatively, users
can select a Fresnel lens from the list of available lenses loaded in IsaViz through the
graphical user interface. The selected lens is then tied to the mouse cursor, and when the
lens hovers over a resource that matches its domain, the resource’s visual appearance
gets modified according to the lens and associated format(s). Resources that match the
selected lens’ domain are made visually prominent by rendering all other nodes and all
arcs using shades of gray with minimum contrast. When the lens hovers over a resource,
properties selected by the lens are temporarily rendered with highly-contrasted vivid
colors and brought within the current view, closer to the main resource and reordered
clockwise according to the ordering of properties in the lens definition, as illustrated in
Figure 8 (right). Property values revert back to their original state when the lens moves
away from the resource. All these visual modifications, including color and position
changes, are smoothly animated thanks to the underlying graphical toolkit’s animation
capabilities [27], thus keeping the user’s cognitive load low following the principles of
perceptual continuity.

Fresnel core formatting instructions are interpreted as customizations of the original
layout and rendering of nodes and links in the diagram. For instance, nodes represent-
ing foaf: image property values can be rendered by fetching the actual image from the
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Web, as illustrated in Figure 8 (right). The default labels of nodes and arcs can be
customized using fresnel:label instructions. In case a resource is the subject of
multiple statements involving the same property or properties defined as fresnel:
mergeProperties, the arcs and nodes representing these statements can be merged
as a single arc and node with all values within that node, optionally separated by text
as specified in fresnel:contentBefore, fresnel:contentAfter and related for-
matting instructions.

Fig. 8. Zoomed-in view of a foaf:
rendered with a Fresnel lens (right)

Person resource in IsaViz: default presentation (left) and
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Fig. 9. Editing a lens (left) and visualizing the result (right) in Cardovan

Cardovan is IBM’s implementation of Fresnel lenses (see Figure 9). Written in Java,
Cardovan renders lenses with the SWT graphical user interface toolkit. Cardovan is
similar to other implementations in that it uses a subset of CSS to specify the layout of
lens components on the screen. A remarkable feature of Cardovan is that it allows users
to modify a lens in place. Users can add new properties to the lens, modify property
values, and rearrange the physical layout of the properties displayed, though it is not
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a full WYSIWYG Fresnel lens designer. The project is still in its early stages, but is
functional and is already being used for internal projects at IBM.

5 Conclusion

We have given an overview of Fresnel, a browser-independent, extensible vocabulary
for modeling Semantic Web presentation knowledge. Fresnel has been designed as a
modularized, declarative language manipulating selection, formatting, and styling con-
cepts that are applicable across representation paradigms and output formats. We have
presented applications implementing Fresnel core modules while based on different
representation and navigation paradigms, thus substantiating the claim that Fresnel can
be used to model presentation knowledge that is reusable across browsers and other
Semantic Web visualization tools.

Although core modules have been frozen for the time being, the Fresnel vocabu-
lary remains a work in progress as new extension modules meeting special needs are
being developed (e.g., for describing the purpose of lenses and for editing informa-
tion). Extension modules are not necessarily aimed at being application- and paradigm-
independent, as they might not be relevant in all cases; but their inclusion in Fresnel
provides users with a unified framework for modeling presentation knowledge. Another
field for future work is enabling Fresnel formats and lenses to be retrieved transparently
from the Web so that RDF browsers could query the Web for display knowledge about
previously unknown vocabularies.

The development of Fresnel is an open, community-based effort and new contrib-
utors are welcome to participate in it. More information can be found on its Web site
http://www.w3.0rg/2005/04/fresnel-info/.
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ABSTRACT
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indicate that, in this context, pan & zoom combined with an
overview is the most efficient technique of all four, and that
focus + context techniques perform better than classical pan
& zoom. We relate these findings to more realistic situa-
tions, discuss their applicability, and how the framework can
be used to cover a broad range of situations.
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INTRODUCTION

Multi-scale interfaces (also called Zoomable User Interfaces
or ZUIs) have generated a growing interest over the past
decade as a powerful way of representing, navigating and
manipulating large sets of data. A number of multi-scale
navigation techniques have been designed and implemented,
ranging from the original pan & zoom [20] to various fo-
cus+context techniques [4, 6, 27]. Up until now, the effi-
ciency of these techniques has been evaluated with two kinds
of experimental studies: usability studies based on domain-
specific tasks and controlled experiments based on multi-
scale versions of Fitts” pointing paradigm.
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The usability studies that relied on domain-specific tasks
such as searching for items on geographical maps [15], com-
paring hierarchical data structures [18], or reading textual
documents [16] have typically produced inconclusive and
sometimes contradictory results. More precisely, experimen-
tal findings varied from experiment to experiment, but since
application domains varied dramatically, neither these find-
ings can be compared nor generalized. Such results are to
be expected since the performance of a given technique is
indeed dependent on its context of use [1].

A better understanding of the fundamental aspects of multi-
scale navigation could help explain — or even predict — such
results, therefore saving valuable time and allowing better
exploration of novel techniques. Fitts’ pointing paradigm
provides such a fundamental tool for exploring and under-
standing the elementary task of reaching a known target as
fast as possible. Originally devised to study pointing in the
real world [8], it has been used repeatedly in HCI for evalu-
ating a variety of pointing techniques and devices [3, 2, 23].
Fitts’ law has proven remarkably robust, to the point of be-
ing used as part of an ISO standard for pointing devices [25].
Fitts’ pointing task has also been used with multi-scale in-
terfaces and it has been shown that Fitts’ law still applies for
pointing targets with pan & zoom [10]. In particular, it has
been shown that Fitts’ paradigm could address navigation,
not just pointing, in interfaces that require scrolling [14] or
zooming [10].

While Fitts’ pointing paradigm is very powerful, it models a
very specific task: that of reaching a target whose location
is known to the user. However, this scenario only captures
one of several navigation tasks in multi-scale worlds. Users
might only have partial information about the target’s loca-
tion and appearance, thus requiring them to search for poten-
tial targets and get more details about each one until the ac-
tual target is identified. Consider for example a user search-
ing for Brisbane on a multi-scale world map, only knowing
that it is a large Australian city. The strategy first consists
in zooming towards Australia to then inspect each large city
one by one, zooming in to discover that it is not the right
one, zooming out, maybe as far as the whole continent, and
zooming in to the next potential target until the right city is
found. Exploring large spaces in search of a particular tar-
get differs from pure pointing, as it requires users to perform
additional motor actions to identify the target.
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In the same way as Fitts’ reciprocal pointing task opera-
tionalizes the task of reaching a known target, we propose
in this paper to operationalize the above search task in a way
that is easily amenable to controlled experiments. We then
evaluate how four multi-scale navigation techniques perform
in one particular configuration of a multi-scale world: clas-
sical pan & zoom, overview + detail, and two focus + con-
text techniques, namely distortion (graphical fisheye) lenses
and a variation on the DragMag image magnifier which, to
the best of our knowledge, has not yet been evaluated. Our
results indicate that in this context overview + detail out-
performs the other three, and that the two focus + context
techniques outperform classical pan & zoom. However, this
multi-scale world configuration is only one particular case in
a range of situations. We discuss the limits of this prelimi-
nary study, describe the design space that is covered by our
abstract search task and present an environment that we have
developed to help explore this design space.

RELATED WORK

A number of experimental studies have compared the per-
formance of different multi-scale navigation techniques and
have reported contrasted results. Classical pan & zoom was
compared with fisheye and overview + detail on high-level
cognitive tasks involving electronic documents [16]: writ-
ing an essay after having explored a document, and finding
answers to questions within that document. Classical pan
& zoom was the least efficient technique; participants read
faster using the fisheye; they wrote better essays using the
overview + detail, but took more time to answer questions.
In North and Shneiderman’s experiment [19], participants
had to browse the database of U.S. states and counties to an-
swer questions using a detail-only scrollable interface or an
overview + detail interface. The overview + detail interface
outperformed the detail-only interface by 30-80% depend-
ing on the task. However, in another study [18], pan & zoom
or overview + detail were not significantly different when
participants had to navigate a large node-link representation
and make topological comparisons. On the contrary, Horn-
baeck et al. [15] have reported that their overview + detail
interface was more efficient than pan & zoom. This, how-
ever, was true for only one of the two geographical maps
that participants had to explore in their experiment.

The findings of these experiments show that the use of do-
main-dependent tasks makes it difficult to get consistent re-
sults that can be generalized, even more so when they require
a significant amount of cognitive effort from the participants.
Identifying and isolating lower-level, domain-independent
tasks can help reach more generalizable results. From a
motor perspective, one recurring task performed by users of
multi-scale interfaces is to search for targets among sets of
objects by navigating through space and scale. This article
describes an experimental setup for the controlled evaluation
of various interaction techniques considered as appropriate
for the task of searching a multi-scale world.

OPERATIONALIZING MULTI-SCALE SEARCHING

Studying a task through a controlled experiment requires op-
erationalizing it, i.e., defining it as a function of variables
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of interest (independent variables) that researchers can act
upon to collect measures (dependent variables). The point-
ing task is a well-known example in the field of HCI, initially
operationalized in psychology by Fitts [8]: to study the per-
formance of pointing techniques, researchers act on the in-
dex of difficulty (ID) variable and measure the movement
time on a reciprocal pointing task. We seek to operational-
ize multi-scale searching in a similar way. In a multi-scale
world, users navigate and look at objects until they find the
target. Users have to navigate in both space and scale to
a position that reveals enough details about each object, in
order to decide whether it is the target or a distractor. Ini-
tially, users make a blind choice of a “potential target” at a
high scale and navigate to it to acquire enough information.
If it is a distractor, they have to navigate to another object,
typically by zooming-out, panning, then zooming-in [10].

Since we are interested in studying the performance in time
and error rate to find a target according to the required “quan-
tity” of exploration from a purely motor perspective, we ab-
stract the representation from any semantic or topological
relationship among objects that could help participants iden-
tify the target in an uncontrolled manner (for instance, hav-
ing reasonable knowledge of the geography of Russia could
help locate Saint Petersburg once Moscow has been found
on a map, or knowing that Chicago is on the shores of lake
Michigan would reduce the area to be explored significantly).
To quantify exploration, our experimental setup consists of a
multi-scale world containing a set of n objects, one of them
being the target and the others distractors. We define the
“quantity” of exploration as the number k of distractors that
users have to visit before finding the target: the larger the
number of visited distractors, the larger the quantity of ex-
ploration. k is probabilistically dependent on n: the larger
the number of objects, the higher the probability of having
a large number of objects to visit before reaching the target.
We control this parameter by forcing participants to visit a
predefined number of objects before finding the target; if we
chose a priori which object is the target, participants could
find it immediately by chance, or on the contrary they could
spend a lot of time searching for it, and this uncontrolled fac-
tor would have a significant impact on our measurements.
We design our experiment to ensure that the target is the
th object visited, no matter the order of exploration chosen
by each participant. The system thus has to know i) when
objects are seen by the participant, and ii) whether or not
enough detail is displayed about these objects in order to
differentiate the target from distractors. Making the system
aware of these two pieces of information in a fully reliable
manner requires answering the following two questions:

e What minimal scale provides enough information? This
depends on visual acuity, which is user-dependent.

o In which region of the screen and for how long should an
object be displayed to consider it seen? Assuming that the
user visually scans the whole screen is too strong an hy-
pothesis, and probably an unfounded one. Also, if only
part of an object is in the viewport, the system cannot
know for sure whether or not the user has seen it.
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Figure 1. Representation of multi-scale interaction techniques in space-scale diagrams.

We address these problems as follows. First, we set a mini-
mum scale (minScale) at which the user can collect enough
information to detect a target: all objects seem identical ex-
cept for the target, which reveals a different piece of in-
formation when displayed at or above minScale. In order
to avoid differences among participants, all objects are dis-
played identically at all scales until the user explicitly asks
to reveal the disambiguating piece of information. This ex-
plicit “unveiling” action is available only when the scale is
minScale or more. Second, we make sure that the user can-
not reveal several objects simultaneously. Once an object
has been revealed, the user has to process the information
and, provided that the object is the target, take an additional
explicit action to tell the system that this object is the target.

While we cannot be sure that participants actually look at
targets when unveiling them, it is in their own interest to do
so in order to perform the search task as fast as possible.
Therefore we believe that this design operationalizes a real-
istic search task without having to use more complex devices
such as eye trackers. Before presenting a first experiment
based on this task, we introduce the multi-scale navigation
techniques that we have tested.

MULTI-SCALE INTERACTION TECHNIQUES

Many representation and navigation techniques have been
proposed to interact with multi-scale worlds, some being
variations on others. For our study, we narrowed down the
possibilities to four techniques, chosen to be representative

of the most widespread and/or efficient techniques currently
available. Figure 1 illustrates these techniques using space-
scale diagrams [9].

The first technique is the classical Pan & Zoom (Figure 1-
a). In order to get more detail about specific elements of the
representation, users have to move the entire viewport both
in space and scale, respectively by panning and zooming. No
contextual information is provided; this method is therefore
prone to user disorientation.

One way to address disorientation consists in using overview
+ detail techniques. One such technique, Pan & Zoom +
Overview (Figure 1-b), enhances classical Pan & Zoom by
providing users with an inset containing a representation of
the region surrounding the area currently seen in the main
viewport at a lower scale. The overview is located inside the
main viewport, typically in one of the four corners. The goal
is to minimize the visual interference caused by occlusion
of the elements in focus, but this introduces the problem of
divided attention [22].

In overview + detail representations, more screen real-estate
is dedicated to the focus than to the context. Conversely, fo-
cus + context techniques allocate more screen real-estate to
the context than to the focus. We selected two techniques
that we consider relevant to the multi-scale searching task:
constrained distortion lenses [6] and a variation on the orig-
inal DragMag Image Magnifier [27].
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Figure 2. Storyboard: (a) start of trial, (b) navigation to the set of objects, (c) inspection of an object (before unveiling), (d) after unveiling the target
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Figure 3. Space-scale diagram of the scene used in the experiment

Constrained distortion lenses (Figure 1-c) provide a detail-
in-context representation through the local magnification of
a region of the screen (the focus of attention). This focus
region is integrated in the surrounding context by distorting
the representation in the transition region. The distortion
is defined by a drop-off function (see [6] for more details).
We chose a Gaussian profile as it provides a smooth tran-
sition between focus and distortion, and between distortion
and context. Our lens also features a flat top because many
tasks require the focal region not to be distorted [5]. The
in situ magnification of these lenses solves the problem of
divided attention but introduces a distortion that can cause
recognition problems.

The DragMag (Figure 1-d) can be considered a special case
of fisheye lens often called Manhattan lens, featuring a per-
pendicular drop-off function. There is no distorted region
between the focus and the context, but as a result the re-
gion immediately surrounding the focus is occluded. To
address this issue, the focus region is translated by a user-
controlled offset (du in Figure 1-d). This results in the occlu-
sion of another region of the context, which is often consid-
ered less important than the immediate surroundings of the
focus. However, this reintroduces the problem of divided at-
tention encountered with overview + detail representations,
and the occlusion can be more cumbersome to handle than
with the overview.

EXPERIMENT

We conducted a 4x9 within-subject controlled experiment
to compare the efficiency of these four techniques on one
instantiation of the multi-scale search task introduced earlier.

Task

The task consisted in finding a target among a set of objects
as quick as possible while minimizing the number of errors.
The virtual scene contained nine light gray squares orga-
nized into a 3x3 grid layout and embedded inside a large,
darker gray square. We used a grid layout so participants
would easily know where the potential targets were. This
regular layout also prevented performance to be biased by
uneven traveled distances between trials of the same rank k.
A dark red grid was superimposed on the display in order
to minimize desert-fog [17] (see Figure 2-b). The grid was
adaptive to scale, i.e., new grid lines would fade in when
zooming in and some grid lines would fade out when zoom-
ing out so that the display would always contain a reasonable
number of grid lines. All nine objects had square corners ex-
cept for the target which had rounded corners. The rounded
corners could only be seen when the target was displayed ata
large enough scale, called minScale (Figure 3). Participants
thus had to zoom in onto each square in order to find out
whether it was the actual target or not. Zooming in was not
sufficient however: once minScale was reached, a black bor-
der was displayed around the square in focus. Participants
could then use the space bar to unveil the object: this would
permanently reveal whether the object was the target (round
corners) or not. Note that this “unveiling” step does not af-
fect the ecological validity of our task since it penalizes all
techniques equally.

Figure 2 shows a storyboard of the task: participants started
each trial by pressing a button located at the center of the
screen (Figure 2-a). The view was initialized so that the re-
gion containing potential targets (dark gray area) was not
centered on the screen, requiring participants to reach the
region by panning and zooming. The goal was both to bet-
ter simulate a multi-scale navigation & search task and to
avoid a learning effect with respect to the participant’s ini-
tial move. Participants had to navigate to that region (Figure
2-b) and then inspect each object more closely by magni-
fying it using the current navigation technique (Figure 2-c).
Participants were allowed to zoom-in further, but zooming
in too far would have the object fill the display and make it
impossible to find out if it was the target. Once minScale was
reached for an object, participants could unveil that object by
pressing the space bar. The object’s border flashed green for
400 milliseconds, informing the participant that the object
had actually been unveiled. If the object’s corners remained
square, this meant that the object was not the target and par-
ticipants had to navigate to the next potential target using the
current navigation technique. If, on the contrary, the object’s
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Figure 4. Unveiling an object with (a) pan-zoom + overview [OD], (b) a constrained distortion lens [FL], (c) a DragMag [DM]

corners became rounded (Figure 2-d), participants had to hit
the F1 key to tell the system that they had identified the target
and end the trial. Note that figures 2-c and 2-d are cropped
versions of the viewport, aimed at illustrating the actual dis-
play size of objects at minScale on the monitor used for the
experiment.

Participants were instructed to go as fast as possible to com-
plete a trial (i.e., between hitting the Continue button and
hitting F1), but they were allowed to rest between successive
trials. They were also instructed to minimize the number of
visits to the same object and the number of misses, i.e., hit-
ting F1 when the object was not the target. Such misses
terminated the trial and were counted as errors.

Techniques

The first independent variable we manipulated in our experi-
ment was the technique. The first technique was pan & zoom
(PZ). Participants could pan the view by moving the mouse
while holding the left mouse button, and zoom in/out by
rotating the mouse wheel. These three degrees of freedom
could be controlled simultaneously. The magnification fac-
tor per wheel step was tuned so as to get an average zooming
speed of 8x per second, as advocated in [15]. With this tech-
nique, participants panned & zoomed the entire view to get
enough details about each object. Each of the other three
techniques allowed participants to pan & zoom using the
above commands.

The second technique was overview + detail (OD). The re-
gion seen through the main viewport was represented by a
bright green rectangle in the inset containing the overview
(see Figure 4-a). This rectangle could be dragged, resulting
in changing the content of the main viewport. With these ad-
ditional two degrees of freedom, participants could do fine-
grain panning in the main viewport and coarse-grain pan-
ning in the overview. The representation in the overview
was dynamic: it was not necessarily showing all objects in
the virtual world, as it followed the camera associated with
the detailed view in space and scale when the scale differ-
ence between the overview and the detailed view was larger
than a factor of 24. The overview implemented by Google
Maps' demonstrates such a behavior.

'http://maps.google.com

The third technique featured a constrained distortion lens,
also called graphical fisheye lens (FL). It allowed for mag-
nification of the region around the mouse cursor (see Figure
4-b). We used a 100-pixel radial lens defined by a Gaussian
drop-off function and the L(2) distance metric [6] with a 60-
pixel radius flat top. The lens was not activated at the start
of a trial. Participants could activate it by clicking the left
mouse button, and deactivate it by clicking the right mouse
button. The lens was always centered on the mouse cur-
sor. When the lens was active, participants were still able
to pan the context by dragging outside the lens with the left
mouse button. The default magnification factor within the
flat top was set to 4 times the scale factor of the context (the
scale factor in the lens focus is always defined relative to
that of the context, since the context can itself be panned
and zoomed). Participants could change the lens’ magnifi-
cation by using the mouse wheel, within the limits of twice
and twelve times the scale factor of the context. This tech-
nique therefore featured five degrees of freedom (2D pan-
ning of context, 2D panning of lens focus, and either the lens
magnification factor or the context scale factor depending on
whether the lens is active or not). Lens activation and deacti-
vation were both animated by smoothly increasing the lens’
magnification factor from 1.0 to its default value (4.0) over
a period of 300 milliseconds for the sake of perceptual con-
tinuity [24]. The lens thus seemed to “emerge” from the flat
surface when activated, and flatten itself when deactivated.

The last technique was inspired by the DragMag Image Mag-
nifier (DM), but interaction with the windows differed sig-
nificantly from the original prototypes [27]. Figure 4-c shows
the two windows composing the DragMag: the mag win-
dow outlines the region magnified in the zoom window.
Participants could activate and deactivate the DragMag by
clicking on the right mouse button. The mag window would
then appear centered around the mouse cursor, the zoom
window being offset by a default distance of 200 pixels to
the southeast of the mag window. As with the previous
technique, both DragMag activation and deactivation were
smoothly animated over a period of 300 milliseconds, with
the zoom window “emerging” from the mag window. Par-
ticipants could drag the mag region, thus changing the con-
tent of the zoom window; they could also drag “through”
the zoom window for small scale adjustments, though this
feature was not very useful in the context of the experiment.
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Participants could also move the zoom window by dragging
the thick bar at its top. This feature was useful to reveal ob-
jects occluded by the zoom window. The mouse wheel was
used to control magnification. Operating the mouse wheel
while the cursor was in the zoom window controlled that
window’s magnification factor. Operating the mouse wheel
anywhere outside this window controlled the scale of the
context. The technique therefore featured six degrees of
freedom (the context scale factor and the zoom window mag-
nification factor could both be controlled when the DragMag
was active). The default magnification factor in the zoom
window was 4 times the scale factor of the context, as for
the distortion lens. The zoom window was not resizable.

For the purpose of comparing the techniques, the overview
of OD, the lens of FL, and the zoom window of DM all used
the same amount of screen real-estate: a 200 x 200 pixels
region, which represented 4.5% of the total available display
area.

Predictions
Our predictions were as follows:

e Time is linearly dependent on the rank & of the tar-
get. We hypothesized that, whatever the technique, the
user has to navigate to inspect objects one by one and that
each navigation incurs the same cost. Since the cost of
revisiting an object is fairly high, we hypothesized that
the number of revisits would be very small. Therefore the
overall task completion time should be linearly dependent
on the “quantity” of exploration, i.e., the target’s rank k in
the sequence of visited objects.

Focus + Context (FL, DM) and Overview + Detail (OD)
outperform classical Pan & Zoom (PZ). With PZ, nav-
igating from one object to the next typically consists in
zooming out to acquire the next object then zooming in
and panning to magnify it. With DM, FL and OD, it
simply consists in moving the focus onto the next object.
Since the position of the focus can be controlled from the
context, we hypothesized that the zoom-out/pan/zoom-in
sequence of PZ would take more time than relocating the
focus within the context.

Overview + Detail (OD) outperforms Focus + Context
(DM and FL). With OD, DM and FL, navigating from ob-
ject a to object b consists in moving the focus from a to b.
This movement can be seen as a pointing task. With DM
and FL, pointing is achieved by relocating the focus (i.e.,
the DragMag window or the lens’ focus region) while with
OD, pointing is achieved by relocating the detailed view.
According to Guiard et al. [11], such pointing tasks are
view pointing tasks whose Index of Difficulty depends on
view size. Since the detailed view is significantly larger
than the lens’ focus and the DragMag’s zoom window,
we predicted that OD would outperform the two Focus +
Context techniques (FL, DM).

Participants
Twelve unpaid adult volunteers, 11 males and 1 female, rang-
ing from 23 to 52 years old (28 on average, with a median of
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25.5), served in the experiment. Before starting, the exper-
imenter checked that they could perceive the rounded cor-
ners at minScale, showing them squares with squared and
rounded corners successively. The experiment was divided
into four blocks, one block per technique. Before each block,
participants were shown how to achieve the task using the
corresponding technique. They were then asked to practice
on randomly-chosen trials until they felt comfortable with
the technique. The experimenter observed participants and
encouraged them to keep practicing until they were familiar
enough with the technique.

Apparatus

We used a Dell Precision 380 equipped with a 3 GHz Pen-
tium D processor, an NVidia Quadro FX4500 graphics card,
a 1280x1024 LCD monitor (19”) and a Dell optical mouse
with a scroll wheel. The program was written in Java 1.5
using the open source ZVTM toolkit [21] which features a
wide range of multi-scale interaction techniques, thanks to
different types of portals [20] and arbitrary distortion lenses?.
The application was limited to a 1080x824 window with a
black padding of 100 pixels in order to accommodate in-
struction messages and simulate screen real-estate that would
usually be taken by control and information widgets.

Counterbalancing strategy

We used a 9x4 within-subject design: we tested 9 target
ranks (k € [1..9]) for the 4 techniques (PZ, FL, DM and
OD), i.e., 9 x 4 = 36 conditions. Each condition was repli-
cated 3 times so that each participant performed 9 * 4 * 3 =
108 trials (= 45 minutes). The initial position of the area
containing the objects was different for each of these 3 repli-
cations and was counterbalanced among blocks with a Latin
square. We grouped the trials into 4 blocks, one block per
technique, to minimize negative skill transfers. To minimize
ordering effects, we computed four different technique or-
ders using a Latin square and composed 4 groups of 3 par-
ticipants (G1, G2, G3, G4), one group per ordering.

We also counterbalanced the presentation order of the dif-
ferent values of k& within a block: we used a Latin square
to compute 9 possible orders for presenting the values of k
and concatenated 3 orders to compose a block (3 orders of 9
trials = 27 trials per block). Three block compositions (bcy,
bea, bes) were obtained through a Latin square. We mapped
one block composition per participant within a group. Table
1 summarizes our counterbalancing strategy among partici-
pants. While we told participants that the target was selected
randomly by the program, this was not, in fact, the case: in-
stead, the program counted the objects being visited by the
participant during the trial, and displayed the target when the
k" object was unveiled by the participant. This allowed us
to fully control the rank variable. Note that even if the par-
ticipants had known (or guessed) the actual working of the
program, this would not have given them any advantage.

’The content of the lens is not a mere magnification of the origi-
nal pixels, but an actual high-resolution separate rendering of the
region seen through the lens, which provides more details. This
mechanism also makes it possible to use semantic zooming inside
the lens (see Figure 6).




112

SELECTED PUBLICATIONS (2006-2011)

CHI 2007 Proceedings * Input Techniques 50 4 April 28-May 3, 2007 « San Jose, CA, USA
40 - 40
PZ . ey
30 4 8 I
= - 7 ’515 1
£ £ 5 -5 S
[ ; ] — — 4 £
£ £ 3 s
10 ? g .
1 2 3 4 5 6 7 8 9 10 oD DM FL PZ 0 oD DM FL Pz
rank (k) technique technique
(@ (b) (©

Figure 5. Fit lines for the four techniques (a), Interaction effects on time (in s) for rank * technique (b), Mean completion time per technique (c)
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Table 1. Counterbalancing strategy for the 12 participants (S;).

Results

For each trial, the program collected the completion time,
whether it was a hit or a miss, the order of visit of each ob-
ject and the time at which it was unveiled. It also logged
cinematic data from the cameras associated with the focus
and context viewports. We also collected the participants’
preferences among the techniques in a post-hoc test.

For our analyses, we first removed 14 miss trials (about 1%)
and then 31 outliers (about 2,5% of the hit trials). We veri-
fied that misses and outliers were randomly distributed across
participants, techniques and ranks and that there was no ef-
fect of technique presentation order on time. Learning ef-
fects were not significant for PZ (p = 0.42) and FL (p =
0.75), and were significant but moderate for DM (p = 0.03)
and OD (p = 0.02).

We isolated the rank variable (k) by analyzing it separately
for each technique. We computed the linear regression of
time relative to the rank, treating participants as a random
variable. We obtained the high correlation coefficients listed
in Table 2. This supports our first prediction: completion
time is linearly dependent on the rank (see Figure 5-a).

As expected, the number of revisits was extremely low (less
than 1 revisit on average for each technique) and participants
optimized the order in which they visited the objects so as to
minimize traveled distance. Most participants explored the
objects following an S-shaped pattern, some used a spiral;
very few made diagonal moves, except for one participant
who adopted a very erratic search pattern across all blocks
(his results were nevertheless consistent with our overall find-
ings). Table 2 also reports slopes (a) and intercepts with the
y-axis (b) for each linear regression. We note that the value
of b is lower for PZ. The cinematic logs explain this dif-
ference: with DM, FL and OD, participants initially spent
more time adjusting the scale and position in order to opti-
mize their future interactions. Indeed, with these techniques,

PZ | FL | DM | OD
r210.84]0.84]0.81 [ 0.80
a | 3220 | 17] 13
b |51 |82 85| 78

Table 2. Correlation coefficients (-2) and coefficients a and b (time =
a * rank + b) for the four techniques.

good position of the context allows participants to only pan
the detailed view through the overview or the focus from the
context without having to adjust the scale.

Since we have evidence that time is linearly dependent on
rank, we now analyze rank as a continuous factor. Analysis
of variance with the REML method for repeated measures
revealed a significant simple effect on time for rank, i.e. k,
(F1 411 = 1500.5, p < 0.0001), a significant simple effect
on time for technique (F3.411 = 91.6, p < 0.0001) and a
significant interaction effect on time for rank * technique
(F3,411 = 54.2, p < 0.0001). Figure 5-b illustrates these
results: the larger the rank, the larger the differences among
techniques. Tukey post-hoc tests reveal that each technique
is significantly different from the others: OD is the most ef-
ficient technique, followed by FL, then DM and finally PZ
(OD > DM > FL > PZ). This supports our second
and third predictions: the Overview + Detail technique out-
performs the two Focus + Context techniques, which them-
selves outperform classical Pan & Zoom. We believe the
lower performance of FL, compared with DM, could be due
to the visual distortion introduced by the lens [13]. We note
however that the difference between the means of these two
techniques (F'Lyean = 18 s., DMyean = 17 s.) is much
smaller than with the other two (OD,,can = 14.8 8., PZ hcan
=21.2s.), as shown in Figure 5-c.

The subjective preferences we collected in the post-hoc ques-
tionnaire match these results. At the end of the experiment,
participants were asked to rank the techniques according to
their preference: 11 ranked PZ as the worst technique, and 9
ranked OD as the best technique.

DISCUSSION AND FUTURE WORK

The search task introduced in this article covers a range of
situations where the user has to explore each potential target
in a multi-scale environment. Unlike the tasks tested in us-
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Figure 6. Looking for Boston, Massachusetts, USA with a distortion lens on a multi-scale world map

ability studies, we focus on the motor and perceptual skills
and try to exclude the cognitive skills involved in searching.
The goal is similar to that of Fitts’ pointing paradigm and
its use in HCI: to assess the limit performance of searching
multi-scale worlds and to come up with predictive perfor-
mance models and novel navigation techniques that improve
multi-scale searching.

Our search task covers a large design space whose main di-
mensions are the amount of information the user has to ac-
quire in order to decide which object is the target and the
structure of the multi-scale world. Our experiment tested an
extreme situation in this design space. First, the user had to
look in detail at each target by navigating to it, therefore ex-
cluding the kind of visual search that occurs, e.g., in a Fitts’
pointing task with distractors. Second, we used a specific
configuration of the multi-scale world: a “small-world”, i.e.
an environment in which there exists at least one viewpoint
from which all objects can be seen, that contained objects of
the same relative size, i.e. same minScale, laid out uniformly
on a grid. Therefore, the results reported in the previous sec-
tion cannot be generalized to all search tasks and we need
to devise a strategy to explore the design space and opera-
tionalize other situations.

Unfortunately, few theoretical models are available to help
us structure this design space. While Guiard et al.’s degree
of goal-directedness [12] could help quantify the amount of
information that users need to recognize a target and Furnas
& Bederson’s space-scale diagrams [9] could help explore
the structure of multi-scale worlds, neither approach is read-
ily applicable to identify relevant points in this design space.
Therefore we have developed an environment for testing re-

alistic multi-scale navigation and searching tasks in order to
inform our design process.

This environment (see Figure 6) displays a multi-scale ver-
sion of NASA’s Blue Marble Next Generation world map
[26] overlaid with geographical features such as countries,
states, cities, parks and lakes. The map is 80000x40000 pix-
els at full resolution, or about 80x40 regular-size screens.
The geographical features can be any set of localized items
found in the Geo-Names® on-line database. The environ-
ment provides a set of navigation techniques, including those
tested in the study reported in this article. A variant of this
environment was used to run the experiment reported in the
previous section. Both versions are implemented with the
ZVTM toolkit [21] and are publicly available®*.

We conducted several pilot studies with this environment us-
ing a set of 1825 cities, 63 states and provinces, and 192
countries. Participants were asked to search for geographical
features by locating first the country, then possibly the state
or province and finally the city. Obviously, this task relies on
cognitive skills such as the participant’s geographical knowl-
edge or contextual hints such as large water bodies. It was
extremely useful however for observing users and collect-
ing quantitative data and subjective evaluations and helped
us identify interesting multi-scale world configurations.

For example, the configuration that we tested in the experi-
ment described in the previous section corresponds to, e.g.,
finding a large city in Australia. Since there are only eight

*http://www.geonames.org
“http://zvtm.sourceforge.net/eval/pb
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(a)
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Figure 7. Exploring a sparse region with a drag-mag (a), and a dense region with an overview (b)

large cities spread over the whole continent (see Figure 7-a),
the participant who does not know the geography of Aus-
tralia has to zoom in onto each city. So the task consists in
finding a city among a relatively small, well-identified, set
of objects of the same relative size.

In this context, participants found the most useful technique
to be Overview + Detail, followed by the constrained distor-
tion lens and the DragMag. For the latter two, the commonly
adopted search technique consisted in panning & zooming to
make the entire continent fit the viewport (all cities could be
seen from this altitude, though their names were not visible),
and then activate a lens or DragMag to inspect the potential
targets while keeping the context fixed. The same behavior
was observed with the abstract task, as reported earlier. It is
interesting to note however that the negative effects of dis-
tortion were less frequently mentioned for the geographical
task than for the abstract task, probably because continuous
representations such as world maps withstand distortion bet-
ter than other types of representations, at least for searching.

Other observations of the participants’ behavior with the ge-
ographical task have helped us identify situations that seem
interesting for subsequent experiments. For instance, densely
populated regions such as mainland Southeast Asia (see Fig-
ure 7-b), which feature many cities, were most commonly
explored with the Overview + Detail technique because the
main viewport can accommodate more cities at the scale
where their names become readable (the equivalent of min-
Scale defined in the abstract task), thus facilitating visual
scanning.

These behavior patterns lead us to hypothesize that Overview
+ Detail techniques work better when exploring dense re-
gions while Focus + Context techniques are also efficient
when searching for a target among a sparse set. This may
be due to the fact that visual scanning plays an important
role in the former case while motor actions take precedence

over visual scanning in the latter, at least within the limits of
the magnification factor of graphical fisheye lenses (usually
4 and rarely more than 8 [7]). Providing empirical evidence
for this claim requires running more experiments within the
framework by varying parameters such as density. Another
area for future work is to test configurations in which objects
have different minScale values, corresponding to situations
where users have very limited information about the target,
including the scale at which it is visible. Since such situa-
tions presumably prompt for more zooming actions than the
one we tested, it is possible that the best navigation tech-
nique would be different.

SUMMARY

This paper has introduced a new framework based on an
abstract searching task for multi-scale interfaces that oper-
ationalizes the situation where one has to look for the target
before selecting it. We have used this framework to com-
pare four multi-scale navigation techniques in the context of
one specific multi-scale world configuration (small world,
uniformly dense layout), showing that in this case a fixed
overview afforded better performance than Focus + Con-
text techniques and that traditional pan-and-zoom was the
worst. These results cannot be immediately generalized to
all multi-scale world configurations, and additional evalua-
tions are required to cover a broader range of situations by
varying parameters such as density, topology and the relative
size of targets. Our framework allows for the systematic ex-
ploration of this design space. Moreover, the geographical
environment we have developed can help identify interest-
ing situations and formulate hypotheses about them. These
situations can then easily be translated into configurations of
the abstract task and tested with controlled experiments.
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ABSTRACT

We present DynaSpot, a new technique for acquiring tar-
gets based on the area cursor. DynaSpot couples the cur-
sor’s activation area with its speed, behaving like a point
cursor at low speed or when motionless. This technique
minimizes visual distraction and allows pointing anywhere
in empty space without requiring an explicit mode switch,
thus enabling users to perform common interactions such as
region selections seamlessly. The results of our controlled
experiments show that the performance of DynaSpot can be
modeled by Fitts’ law, and that DynaSpot significantly out-
performs the point cursor and achieves, in most conditions,
the same level of performance as one of the most promising
techniques to date, the Bubble cursor.
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INTRODUCTION

The increase in both resolution and size of computer displays
requires users of desktop interfaces based on the ubiquitous
WIMP paradigm to make highly precise pointing movements
to acquire small interface components over possibly long
distances when using a conventional point cursor. Several
techniques have been proposed to make this fundamental
task easier. Many have been shown to perform better than
the point cursor in experimental settings that were consist-
ing of isolated targets on fairly sparse desktops [1, 3, 5, 10].
However, these techniques are very sensitive to the layout
and density of interface components, and difficulties arise
when selecting one target among multiple objects that are
spatially close together. As noted by Baudisch et al. [4],
non-uniform target distributions with clusters of small tar-
gets are commonplace in GUIs. In such configurations, these
techniques do not provide a significant advantage and some
can actually degrade performance.

Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are
not made or distributed for profit or commercial advantage and that copies
bear this notice and the full citation on the first page. To copy otherwise, or
republish, to post on servers or to redistribute to lists, requires prior specific
permission and/or a fee.

CHI 2009, April 4 - 9, 2009, Boston, Massachusetts, USA.

Copyright 2009 ACM 978-1-60558-246-7/09/04...$5.00.

2MIT Media Lab 3INRIA
Cambridge, MA, USA Orsay, France

Other promising techniques have been proposed recently that
work better in a wider range of configurations, including
many variations on expanding targets [6, 7, 20, 21], the Ninja
cursor [15] and Starburst [4]. One of the most promising
technique, the Bubble cursor [9], is a variation on the Area
cursor [14, 26] that dynamically adapts its activation area to
encompass the closest object only. This is achieved by ex-
panding the boundaries of each target based on a Voronoi
tessellation that fills the empty space surrounding each po-
tential target thus maximizing their effective size. While
this optimizes pointing performance, problems arise when
considering interaction beyond the acquisition of a single
interface component. First, as with several of the above-
mentioned techniques, selecting a position in the “empty”
space between targets requires a mode switch. Yet empty
space selection is crucial to many common interactions, e.g.,
to select groups of objects. The mode switch solution results
in “a slightly less than seamless interaction style” [2] for
these essential object manipulation features [15]. Second,
rapid and large changes of the bubble size in non-uniform
target distributions may distract the user and hinder user ac-
ceptance [9, 17, 12], a crucial factor [2] that is sometimes
overlooked.

In this paper, we present DynaSpot, a new type of area cur-
sor that couples the cursor’s activation area with its speed,
as illustrated in Figure 1. The activation area grows as a
function of speed up to a maximum size, typically set to a
few dozen pixels, thus minimizing visual distraction. At low
speed and when motionless, DynaSpot behaves as a regular
point cursor, making all conventional point cursor interac-
tions, including empty space selection, possible without the
need for an explicit mode switch.

+$@@ +) G

+ Cursor Center

CSBO O Activation Area

. Captured Target
(b) (©) O Uncaptured Target

Figure 1. (a) DynaSpot’s activation area is coupled to cursor speed.
(b) Multiple objects intersect the area: the target closest to the cursor
center is highlighted and selected. (c) Empty space selection is possible
whenever the activation area is not intersecting any object.
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After a review of related work, we discuss the design and
implementation of DynaSpot, and report the results of two
controlled experiments. Results show that DynaSpot signif-
icantly outperforms the point cursor and achieves levels of
pointing performance similar to the Bubble cursor in most
layout configurations, including densely populated scenes.
We then show that its performance can be modeled with
Fitts” law. We conclude with a discussion of our findings
and directions for future work.

RELATED WORK

Fitts’ law is the fundamental tool used to study pointing in
human-computer interfaces [18, 25]. It makes it possible to
predict movement time M T with the following equation:

]V[T:a+b><log2(w+1)

where A is the distance to the target (amplitude of move-
ment), W the width of the target, and a, b are two coefficients
determined empirically, depending on factors such as input
device and population of users. Techniques developed to fa-
cilitate pointing in virtual worlds try to decrease movement
time either by reducing A, increasing W, or a combination
of both. We direct interested readers to a survey by Balakr-
ishnan [2] and an overview by Grossman et al. [9] that fol-
low this categorization to review existing techniques. In the
following, we consider existing techniques from a slightly
different perspective, considering not only performance but
compatibility with conventional cursor interactions beyond
single target acquisition, and user acceptance.

Sticky icons [26] and Semantic pointing [5] dynamically
adapt the control-display ratio, slowing down the cursor as it
approaches a potential target. These techniques support con-
ventional point cursor interactions. They are, however, very
sensitive to the layout and density of potential targets; while
they work well in sparsely populated workspaces, interven-
ing distractors on the path to the actual intended target in
denser workspaces slow down cursor movements, possibly
degrading performance compared to a regular point cursor.
Cockburn and Firth [7] propose to enable the control-display
adaptation on one axis only depending on the widget’s ori-
entation, thus partially solving the problem for some types
of widgets such as scrollbars.

Drag-and-pop [3] reduces amplitude of movement (A) when
dragging an object by temporarily bringing potential targets,
closer to the cursor. As such, the technique efficiently solves
one particular type of pointing-based interaction, but is not
a general desktop pointing technique. Object pointing [10]
takes a radical approach, ignoring the empty space between
targets by making the cursor jump from one object to the
nearest one in the direction of movement, thus considerably
reducing A. The Delphian desktop [1] follows the same
principle, taking into account peak velocity to determine the
goal target, allowing to jump over potential distractors. Both
techniques are very sensitive to the layout and density of ob-
jects, which can have a strong impact on the accuracy of
the goal target prediction method. Lank et al., describe an
enhanced endpoint prediction method [16] achieving 42%
accuracy and an additional 39% of predictions falling on

April 8th, 2009 ~ Boston, MA, USA

an adjacent target, with one third of gesture time remain-
ing. Still, wrong predictions can be frustrating, and the be-
havior of the cursor, jumping from object to object, can be
annoying. By skipping empty space, these techniques do
not allow the user to perform some useful point cursor inter-
actions, such as region selection, without an explicit mode
switch. Kobayashi and Igarashi propose another promising
way to reduce the amplitude of movement (A) by having
multiple cursor instances all synchronized with the same in-
put device: by distributing the cursors over the screen, Ninja
cursor [15] reduces the average distance to any given target
using interactive, seamless disambiguation methods to acti-
vate the appropriate cursor. General point cursor interactions
that require clicking in empty space are however not possi-
ble without mode switching, except for a restricted form of
lasso selection.

Several techniques focus on increasing target width (W).
Techniques based on lenses coupled with the cursor mag-
nify objects but usually operate in the original, unmagnified,
motor space, thus providing no actual advantage in terms of
pointing facilitation [11, 23]. Ramos et al.’s Pointing lenses
[24] are an exception, increasing target size in both visual
and motor space for the acquisition of small targets with a
stylus. Another solution consists in expanding targets dy-
namically when a point cursor approaches them. McGuffin
and Balakrishnan [20] have found that users can still benefit
from expansions that occur as late as after 90% of the move-
ment has been completed. They were further studied in [21],
and experiments by Cockburn and Brock suggest that visual
expansion plays a more important role than motor expan-
sion [6]. They also note that “enlarged motor-spaces actu-
ally make the targets appear smaller than they really are”, as
empty space around objects is actually empty in visual space
only, not in motor space, meaning that it cannot be used for
interactions such as region selection.

Fitts’ law can accurately model pointing to thin targets using
area cursors with a simple modification to the equation: in-
stead of representing the target width, the term W represents
the cursor width [14]. This implies that cursors with larger
activation areas make pointing easier, but such larger areas
are more likely to encompass several objects, thus creating
ambiguities. These can be resolved by using a secondary
point cursor [26] or by interactively adjusting the cursor area
on multi-point touchpads [22]. The Bubble cursor [9] im-
proves upon the area cursor by partitioning empty space so
as to maximize the activation area of each target. Starburst
[4] relies on a different partitioning of space, better adapted
to non-uniform target distributions. As mentioned earlier,
this optimizes pointing performance, but prevents point cur-
sor interactions that require clicking in empty space. The
Bubble cursor’s growing/shrinking area has also been re-
ported to cause visual distraction in some situations [9, 17,
12]. Several variations on the technique have been designed
[17, 12], but have had limited success both in terms of per-
formance and user acceptance. The lazy bubble [17] makes
it possible to point in some areas of empty space, but these
are severely limited and difficult to identify, making interac-
tions such as region selection impractical.
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DYNASPOT

In his survey of pointing facilitation techniques [2], Balakr-
ishnan identifies the final acceptability of a technique by
end-users as a critical measure, seen as a complement to
quantitative performance measures such as selection times
and error rates. The visual distraction caused by some tech-
niques and the mode switches required by earlier-mentioned
techniques hinder their acceptance for many types of appli-
cations and environments. DynaSpot has been designed to
facilitate pointing while taking this more qualitative measure
into account. It was not designed to perform better than all
other techniques under all conditions, but to strike a balance
between performance, end-user acceptance and implemen-
tation in a realistic context.

DynaSpot builds upon area cursors. It uses the dynamic
characteristics of the pointer to adapt the size of the cursor’s
activation area and facilitate difficult pointing tasks while
behaving as a conventional point cursor when appropriate,
without the need for an explicit mode switch. DynaSpot
takes inspiration from other techniques that have success-
fully made use of the cursor’s dynamic characteristics, such
as Speed-Dependent Automatic Zooming [13], Sigma Lenses
[23] and the Speed-coupled flattening lens [11].

As shown in Figure 2, the size of the activation area (which
we term spot from now on) starts to increase as a function
of cursor speed past a given threshold, and up to a maximal
size SporWiptH. When the cursor comes to a full stop, re-
duction of the spot starts after a certain duration Lag, and
takes REDUCTIME to complete. As with regular area cursors,
the spot is made translucent so as to avoid obscuring screen
information relevant to the task [26].

++@®(+) © Q‘Gseofo
s

SoptWidth

"Lag| ReducTime |

Speed

Time

Figure 2. DynaSpot: spot width as a function of cursor speed.

A target can be selected as soon as the spot overlaps it. While
early area cursor designs [14, 26] used a square shape, Dy-
naSpot’s activation area takes the shape of a circle, as does
Bubble cursor’s, so as to ensure that the nearest target is cap-
tured first. Still, as opposed to the latter technique, there can
be situations where the spot overlaps more than one poten-
tial target, creating ambiguities regarding the one to select.
To resolve such ambiguities, DynaSpot always selects the
target closest to the cursor center (see Figure 1-b). This im-
plies that the system should provide feedback about which
target is currently selected (if any), as is the case for Bubble
cursor. If the spot does not intersect any potential target, then
the background (or “empty space”) is selected, no matter the
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current spot width, allowing the user to perform any action
initiated by a button press in empty space, such as a region
selection (see Figure 1-c).

According to Fitts’ law, DynaSpot should facilitate point-
ing because the potential effective width of a target can be
larger than its actual width. For instance, if we consider
an isolated circular target of width W and a spot width of
SW at the time of actual target selection (i.e., when click-
ing), then the potential effective width is EW = W + SW.
Thus, when the user clicks on the target before the spot starts
shrinking (before the end of Lac in Figure 2), the effective
width of the target is EW = W+ SporWipth, as illustrated
in Figure 3-a. If we consider a target surrounded by other
targets with empty space between them of width IS, as in
Figure 3-b, then the potential effective width depends on the
spot width and what we term the interspace between targets,
I1S. If IS < sporWipth, then the potential effective width
is EW = W + IS. The optimal sporwiprn will depend on
a number of factors: interface type, display resolution, in-
put device, but also on each user. In a typical desktop envi-
ronment, a SPoTWIDTH between 16 and 32 pixels represents
a good compromise: it is large enough to facilitate the ac-
quisition of small targets, yet small enough to prevent size
variations from causing too much visual distraction.

(b)

Figure 3. (a) Isolated target: potential effective width EW =
W+SPOTWIDTH. (b) Small interspace between targets /.S < SPOT-
WIDTH: potential effective widthis EW = W + IS.

(a)

Speed-dependent Behavior

Figure 2 gives a general idea of the speed coupling between
cursor speed and spot width. The details of this coupling
play a fundamental role in the overall usability of the tech-
nique, and are described in this section. The behavior rules
are as follows:

o when the cursor is moved fast enough (beyond a threshold
speed S > MinSpeeD pixel.s 1), the width of the spot is
increased, provided that it has not yet reached its maximal
value SPOTWIDTH;

e when the cursor comes to a full stop and does not move
for a period of time equal to Lag, the spot shrinks to a
point (1 pixel) over a period of REpucTIME, provided the
user does not move it again, in which case it would grow
again;

o for slow movements below the speed threshold, the spot
width remains constant.

Threshold speed MiNnSpeED allows the user to perform small,
precise pointing movements using a conventional point cur-
sor, without being distracted by a growing spot. When the
cursor is moved faster, beyond this threshold, the spot grows,
facilitating distant target acquisition. We have found 100
pixel.s~! to be a reasonable value for MINSPEED.
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The transitions from point cursor to area cursor and con-
versely can be achieved in various ways. We tested several
possibilities through trial and error, and made the following
observations. The spot should grow quickly once MINSPEED
has been reached, but the growth profile does not seem to
play an important role. We found that an exponential growth
(up to sporwiptH) by a factor of 1.2 at each input event
works well.

The reduction transition, controlled by Lac and REDUCTIME
(see Figure 2), is more complex because it has a direct im-
pact on the potential effective width at the time of target se-
lection. Higher values for both parameters should make the
task easier. However, too high values imply that the user
will potentially have to wait longer before she can perform
interactions initiated by an implicit selection in empty space.
In addition, the reduction profile applied during REDUCTIME
also plays a role.
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Figure 4. Spot width as a function of time for the three reduction meth-
ods (LAG = 120 ms, REDUCTIME = 180 ms).

We informally tested three methods to perform this reduc-
tion, as illustrated in Figure 4: (i) an “exponential” one where
the spot width is reduced by a given percentage at each step;
(ii) a “linear” one where the spot width is reduced by a given
constant at each step, and (iii) a “co-exponential” one that
mirrors the first method. We found that the exponential re-
duction yields more target acquisition errors, probably be-
cause of the abrupt transition after the Lac period, due to the
fast reduction of the spot. The co-exponential method starts
reducing the spot at a lower pace, providing a smoother tran-
sition than the linear and exponential methods.

PRELIMINARY STUDY: LAG AND REDUCTION TIME
Before comparing DynaSpot with other pointing techniques,
we ran a preliminary experiment in which we formally eval-
uated different values of Lac and REpucTiME for the co-expo-
nential transition in order to fine-tune the technique.

Apparatus

We used a 3.2 GHz Pentium4 PC running X Window under
Linux, equipped with an NVidia Quadro FX 1500 graph-
ics card, a 1600 x 1200 LCD monitor (21”), and a standard
optical mouse (400 dpi) with the default X Window accel-
eration function. Our program was written in Java using
the OpenGL pipeline for graphics rendering. We carefully
checked the refresh rate (50 fps), ensuring that timers were
matching the lag and reduction set for each condition.

April 8th, 2009 ~ Boston, MA, USA

Participants

Eight unpaid adult volunteers (7 male, 1 female), from 22
to 41 year-old (average 26.6, median 24), all right-handed,
experienced mouse users, served in the experiment.

Procedure and Design

The task was a simple reciprocal pointing task. The two tar-
gets were represented as circles 8 pixels in diameter, painted
with a green fill color and outlined in black. They were
centered horizontally, with a distance of 512 pixels between
them, and were each surrounded by four distractors of the
same size, painted with a white fill color and outlined in
black. These four distractors were laid out so that the inter-
space .S between a distractor and the target would always
match the SporWipTH set for the current trial, as illustrated in
Figure 8-b. We focused on small targets in this preliminary
study as DynaSpot is expected to be most useful in this type
of configuration. The object captured by the cursor (distrac-
tor or actual target, if any) was filled with a red color. Each
target had to actually be selected before proceeding to the
next: clicks outside the current target were counted as errors
but did not end the task.

Our experiment was a 2 x 3 x 3 within-participant design.
Each participant had to perform several trials using two spot
widths: sporwiptn € {16, 32} with three durations for both
lag and reduction time: Lac € {60ms, 100ms, 140ms} and
REDUCTIME € {100ms, 180ms, 260ms}.

We grouped trials into two blocks, one for each spot width.
Four participants started with the small DynaSpot (16 pixels)
while the four others started with the larger one (32 pixels).
Within a block, trials were grouped by LAG X REDUCTIME
condition presented in a pseudo-random order, each sub-
block containing three series of 16 reciprocal pointing tasks.
The first series was used for training, allowing participants
to adapt to the new parameters before we measured their per-
formance. They were then instructed to be as accurate and
as fast as possible. The 16 pointing tasks of a series had
to be performed in a row, but participants were allowed to
rest between trials. The first targeting task of each trial was
ignored. A total of 4,320 actual pointing tasks were thus
taken into account in the analysis (240 measures for each
SPOTWIDTH X LAG X REpUCTIME condition). The experiment
started with a 3 minute training session where the experi-
menter explained DynaSpot’s behavior and how to operate it
to the participant. The experiment lasted approximately 20
minutes.

Results

Repeated measures analysis of variance reveals a signifi-
cant simple effect on movement time for SporWinTh (F1 7 =
97.0, p < 0.0001), LaG (F214 = 11.5, p = 0.0011) and
RepucTiME (Fp14 = 7.5, p = 0.006). The only signifi-
cant interaction is for Lac x ReEpUCTIME (Fy 08 = 3.3, p =
0.0238).

Mean movement time is 884 ms for Sporwiptn = 16 and
760 ms for sporwipta = 32. The Lac X RepbucTiME effect
can be observed on Figure 5 (left): Lac seems to have an
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Figure 5. Movement time (left) and error rate (right) as a function of
LAG, grouped by REDUCTIME.

effect for RepucTiME equal to 100 and 180 ms but not for
RepucTiME = 260 ms. This is confirmed by post-hoc tests,
which show a significant difference in mean between all Lac
values for RepucTiME = 100, between Lac 60 and 100 for
RebucTiME = 180, but no significant difference for Rebuc-
TiME = 260. The overall error rate is 4.5%. Repeated mea-
sures analysis of variance reveals no effect on error rate for
spotwiptH (F1 7 = 0.4, p = 0.522), but a significant ef-
fect for Lac (F214 = 10.8, p = 0.0014) and REDUCTIME
(Fg,14 = 17.7, p < 0.0001). As for movement time, we
observe a significant interaction for LA X REDUCTIME only
(Fa,08 = 3.4, p = 0.0227), as illustrated in Figure 5 (right).

These results show that for a long-enough REDUCTIME, LAG
can be set to any value within the considered range. For
shorter REpucTiMES, the duration of Lac has a significant ef-
fect on both movement time and error rate, and has to be
chosen carefully. Overall, the fastest and least error prone
condition evaluated was LaG = 140 ms and RepucTiME = 180
ms. For our implementation of DynaSpot, we did not want
the full reduction phase to last longer than 300 ms, as longer
delays can be frustrating. We thus used the following values:
LAaG = 120 ms and RepucTiME = 180 ms.

MAIN EXPERIMENT: DYNASPOT VS. BUBBLE VS. POINT
Having fine-tuned DynaSpot’s parameters, we ran a second
experiment to evaluate the quantitative performance of Dy-
naSpot and get the subjective impressions of participants.
‘We compared two DynaSpots with different spot widths (16
and 32 pixels) against a regular point cursor, serving as a
baseline, and the Bubble cursor [9], one of the most efficient
general pointing techniques to date (Figure 6).

Figure 6. The Bubble cursor captures the target closest to its center.
The shape of the targets are expanded to a maximal shape obtained by
a Voronoi tesselation. The bubble’s effective width, E'VV, is thus defined
by the corresponding shape.

Apparatus
‘We used a workstation running X Window under Linux, equi-
pped with two double core 64-bits 2.4 GHz processors, an

April 8th, 2009 ~ Boston, MA, USA
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Figure 7. Sixth pointing task of a series (ISO 9241-9 circular layout)

NVidia Quadro FX4500 graphics card, a 1600 x 1200 LCD
monitor (21”) and a standard optical mouse (400 dpi) with
the default X Window acceleration function. Our program
was written in Java using the OpenGL pipeline for graph-
ics rendering, thus ensuring a minimum frame rate of 50 fps
even for large alpha-blended Bubble cursor areas (something
impossible with the default Java2D rendering pipeline).

Participants

Twelve unpaid adult volunteers (all male), from 21 to 33
year-old (average 25.2, median 25), all right-handed, expe-
rienced mouse users, served in the experiment.

Task and Procedure

We followed the same general procedure as the one used by
Grossman and Balakrishnan to compare Bubble cursor with
object pointing and a point cursor [9]: participants had to se-
lect a target rendered as a solid green circle outlined in black,
surrounded by a set of distractors. Additional distractors
were placed on the path from the trial start point to the tar-
get. As illustrated in Figure 7, all distractors were the same
size as the target and were rendered as black outlined cir-
cles. As in our preliminary experiment, the object captured
by the cursor (if any) was painted red. The bubble cursor
area and the DynaSpot disc were both rendered with a semi-
transparent gray. As in the Bubble cursor paper’s experi-
ment, four main distractor targets were positioned to control
the interspace .S around, and thus the effective width EW
of, the goal target!. Two were placed along the direction of
movement, one on each side of the target, while the other
two were placed perpendicular to the direction of movement
(see Figure 3-b). The remaining distractors were laid out so
as to match the density condition DD on the path to the tar-
get. For DD = 0, there were no additional distractors on the
path to the target. For DD = 1, additional distractors were
packed from the start point to the closest main distractor,
and offset in the direction perpendicular to the line of move-
ment by a pseudo-random length, keeping them within a 20
degree slice centered in this line of movement. Additional
distractors outside this slice were placed pseudo-randomly
to match the density within the slice. For bD = 0.5, there
were half as many distractors.

!"The original Bubble cursor experiment controlled the interspace
in terms of EW/W ratio (Figure 6), which we will also use here for
cross-experiments comparisons.
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We made the following adjustments to the original design.
Instead of making the next target appear in an unpredictable
location, we laid out all 16 targets of a trial series in a circular
manner. The order of appearance followed the recommen-
dations of the ISO 9241-9 standard forcing participants to
perform pointing tasks in every direction [8]. We chose this
more predictable behavior of targets, encountered in several
pointing experiments, e.g., [6, 11, 23, 25], as it better sim-
ulates situations where users have a rough idea about the
direction of the target they are aiming at before starting the
pointing task. Each target had to actually be selected before
proceeding to the next: clicks outside the current target were
counted as errors but did not end the task.

Design

Our experiment was a 4 x 3 x 3 x 3 x 3 within-participant
design with the following factors: (i) four techniques TecH:
Bubble, DynaSpot16 (SporWiptH = 16), DynaSpot32 (Spor-
wintH = 32) and Point Cursor; (ii) three target widths w:
8, 16 and 32 pixels; (iii) three amplitudes A: 256, 512 and
768 pixels; (iv) three EW/W ratios: 1.5, 2 and 3; (v) three
distractor densities DD: 0, 0.5 and 1.

We grouped trials into four blocks, one per technique. Each
Tech block was divided into 3 sub-blocks, one per EW/W
condition. Each of these sub-blocks was composed of 3 W
X 3 A series of 16 pointing tasks where each DD was used
5 times (the first task of a series was not recorded). An ad-
ditional sub-block at the beginning (W and A random) was
used for training. To counterbalance the presentation order
of conditions, we computed a Latin square for Tecu and a
Latin square for EW/W and crossed them, obtaining 12 or-
ders, one for each participant. The order of the W x A con-
ditions, as well as the density DD, were chosen randomly but
the same order was used for each TecH across participants
for the 15 recorded tasks of a series.

The experiment started with a training session consisting of
4 TeEcH X 3 EW/W series, each with W = 16 and A = 512.
The experimenter introduced each technique to the partici-
pant during the first series of each corresponding Tech block;
the two remaining blocks being used as actual training. For
the series actually recorded, participants were instructed to
be as accurate and as fast as possible. The 16 pointing tasks
of a series had to be performed in a row, but participants
were allowed to rest between series. A total of 19,440 actual
pointing tasks were thus taken into account in the analysis
(60 measures for each unique condition). The experiment
lasted approximately 45 minutes.

Combined Width and Hypotheses

One of the main factors used in the experiment comparing
Bubble cursor to other techniques [9] was the EW/W ratio
(effective width of the goal target by its actual width). The
combination of this and factor W controls the distance be-
tween the goal target and the four distractors surrounding it.
This abstraction, well-adapted to the former experiment, is
however not best suited to analyze the different conditions
with DynaSpot.

April 8th, 2009 ~ Boston, MA, USA
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Figure 8. (a) IS < DynaSpot Width: Bubble and DynaSpot have the
same EW. (b) IS = DynaSpot Width: Bubble and DynaSpot have the
same EW, but different effective target shapes. (c) /S > DynaSpot
Width: Bubble’s EW is greater than DynaSpot’s EW.

Since the distractors are uniformly placed around the target,
the ratio can be expressed in terms of interspace 1.5 between
the goal target and the distractors: EW = W + IS and
(EW/W) = (W + I1S)/W. As illustrated in Figure 8, this
formulation helps identify the three main conditions for Dy-
naSpot: the spot width can be (a) larger than, (b) equal to,
or (c) smaller than, the interspace I.S. The factors W and
EW/W can be grouped into one factor that we call the com-
bined width CW. In the remainder of this paper, we use the
following notation for each pair of conditions W X EW/W:

(BW, DW16, DW33, W)

where BW is the Bubble cursor’s effective width, DWig
and DW3, are the potential effective widths for the two Dy-
naSpot sizes, and W is the target’s width (which corresponds
to the effective width of the target for the point cursor). The
factors described in the previous section yield nine combined
widths cw, listed in Table 2. When the interspace 1S is
equal to one of the DynaSpot Tecu’s potential effective width
(case (b) of Figure 8), we underline the corresponding Dy-
naSpot (16 and 32 pixels).

Our main hypothesis is that for a given combined width CW,
the effective width E'W for each technique should determine
the performance ordering among techniques: if the effective
width for technique a is larger than for technique b (for a
given combined width), then a should be faster than b (for
this combined width). When the effective widths of two
techniques are equal, we do not expect to find significant
differences in terms of performance. However, we expect a
performance degradation when DynaSpot is at its limit effec-
tive width (underlined width in the CW notation). Indeed, in
this particular case, the spot reduction and small intersection
between the target and the spot may forbid the user to use
the full potential effective width of DynaSpot. Additionally,
we hypothesize that density DD will have a similar effect on
point cursor and both DynaSpots, as the behavior of all three
techniques is not directly impacted by density. On the con-
trary, we expect a performance degradation for low densities
in the case of Bubble cursor, consistent with Grossman and
Balakrishnan’s observations regarding visual distraction in
this condition [9].

Results

Results of the repeated measures analysis of variance are re-
ported in Table 1. We verified that there was no effect of
TecH presentation order and observed that learning effects
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Factors DF | DFDen F p
TECH 3 33| 1155 | < 0.0001
CcwW 8 88 1509.0 | < 0.0001
DD 2 22| 28.5| < 0.0001

A 2 22 | 409.6 | < 0.0001
TECH x CW 24 264 | 12.6 | < 0.0001
TECH x DD 6 66| 9.0| < 0.0001
TECH x A 6 66| 23 0.0470
CW x DD 16 176 | 5.6 | < 0.0001
CW x A 16 176 | 2.1 0.0085
DD x A 4 44 1.8 0.1435

TECH x CW x DD 48 528 1.0 0.3746
TECH x CW x A 48 528 1.2 0.1628
TECH x DD x A 12 132 23 0.0123

CW x DD x A 32 352 1.1 0.2637
TECH x CW x DD x A'| 96 1056 1.2 0.0904

Table 1. Results of the ANOVA for MT ~ TECH X CW x DD x A.

were not significant. As expected CW and A have a signifi-
cant effect on movement time MT. We also observe an effect
of TEcH on movement time. Mean movement time is 976 ms
for Point cursor, 831 ms for Bubble, 819 ms for DynaSpot16
and 791 ms for DynaSpot32. However, the ANOVA also re-
veals significant interactions: TecH X CW, TEcH X DD and
TecH X A. A thorough comparison between techniques must
thus take into account combined width, density of distrac-
tors, and amplitude.

Bubbl
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DynaSpot32
Point
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Figure 9. Mean movement time per TECH, grouped by CW.

Tukey HSD test (o« = 0.05)

CW All DD conditions DD=0 DD =1
(12,12,12,08) | P < D32,D16 ; B < D32,D16 | - B £ D32,D16
(16,16,16,08) P < B,D32,D16 B < D32 -
(24,24,24,08) P < B,D16,D32 B < D32 -
(24,24,24,16) P < B,D32,D16 B <D32D16 |-
(32,32,32,16) P < B,D16,D32 B <DI16,D32 |-
(48,32,48,16) | P < D16,B,D32; D16 < D32 | - D16 < B
(48,48,48,32) P < B,D16,D32 - -
(64,48,64,32) P < DI16,B,D32 - -
(96,48,64,32) | P <DI16,D32B;DI6 <B D32 <B

P = Point cursor, B = Bubble, DX = DynaSpotX

Table 2. Significant differences for mean movement time MT between
TECH, by CW. The two rightmost columns show how the results are
modified if we restrict our analysis to distractor densities 0 and 1.

Figure 9 shows the mean movement time for each Tech by
combined width cw. Table 2 gives the results of the Tukey
HSD post-hoc test for differences in mean between tech-
niques by combined width (where @ < b means that Tecu b
is significantly faster than Tech a). The test shows that Bub-
ble and DynaSpot are both significantly faster than Point and
that there is little difference between Bubble and DynaSpot.

April 8th, 2009 ~ Boston, MA, USA
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Figure 10. (a) Movement time for each TECH grouped by distractor
density. (b) Movement time for each TECH grouped by amplitude.

Figure 10-a shows mean movement time for each technique
grouped by distractor density. We see that movement time
increases as density increases for Point cursor and DynaSpot,
but not for Bubble cursor. For Bubble cursor, a post-hoc
Tukey test reveals that it is faster for DD=0.5 than for DD=0,
confirming the results of [9]. The test also reveals that each
of DynaSpot16, DynaSpot32 and Point cursor is faster for
DD=0 than for DD=1. Moreover, as shown in Table 2, Bubble
cursor is slower than DynaSpot for DD=0 in most conditions
where the effective widths are equal, while Bubble cursor is
faster than DynaSpot for DD=1 when the Bubble’s effective
width is larger than the DynaSpot’s effective width.

Figure 10-b shows mean movement time for each technique
grouped by movement amplitude. We see that the difference
between Bubble cursor and DynaSpot increases with ampli-
tude. A post-hoc Tukey test shows that DynaSpot32 is faster
than Bubble for an amplitude of 768, but no such difference
is detected for smaller amplitudes. Moreover, removing the
data for which DD=0 makes this significant difference disap-
pear (a cause of the TEcH X DD X A interaction).

These results show that the effective width determines the
performance ordering among techniques only under certain
conditions regarding distractor density. Our hypothesis is
thus only partially verified. Distractor density affects Bub-
ble cursor performance, especially for large movement am-
plitudes. As predicted, a significant degradation is observed
when DD=0, i.e., when the bubble’s envelope varies most
during movement, causing visual distraction. Finally, dis-
tractor density also affects Point cursor and DynaSpot in a
similar way, degrading performance as it increases.

Regarding errors, we find an overall error rate of 6.5%. Re-
peated measures analysis of variance shows a significant ef-
fect on error rate for Tecu (F3 33 = 11.6, p < 0.0001), cW
(Fg 38 = 8.3, p < 0.0001) and A (Fz,22 = 5.7, p = 0.0097).
Interestingly, there is no significant effect of DD (Fg 20 =
1.4, p = 0.262). Error rate was 9.7% for Point cursor, 6.5%
for Bubble cursor, and 4.9% for both DynaSpot16 and Dy-
naSpot32. As usual in pointing task experiments, error rate
decreases as the (effective) width grows and the amplitude
decreases. Again, we find a significant interaction between
Tech and CW (Fay 264 = 2.6, p < 0.0001). Figure 11 shows
error rate for each Tecu grouped by combined width Cw.
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Figure 11. Error rate for each TECH grouped by combined width CW.

Removing errors trials or taking the time of the first click
(instead of first successful click) does not change the results.
We checked the number of outliers by counting the number
of trials where the time is 3 standard deviations away from
the mean movement time (by participant, technique, com-
bined width, and amplitude). The data contains only 0.99%
such outliers; 87% of them are errors, and none of them is
more than 3.6 standard deviations away. Again the analysis
without these outliers yields the same results.

Performance results for Point and Bubble cursors are con-
sistent with those in [9]. However, our participants per-
form faster overall: 10.6% faster for Bubble cursor and 9.6%
faster for Point cursor. This can be explained by the use of
a ratio of 1.5 instead of 1.3 for the smallest value of EW/W,
a larger error rate in our experiment, and by the details of
the task: the location of the next target in our case was pre-
dictable, whereas it was not in [9].

Qualitative Results

Participants were asked to rank the techniques by subjec-
tive preference in a post-hoc questionnaire. All participants
ranked DynaSpot (either 16 or 32) as their preferred tech-
nique, followed by the other DynaSpot in second. Only
two participants chose another technique than the other Dy-
naSpot as the second best. One ranked the Bubble cursor
second, the other DynaSpot third and Point last, while the
other participant ranked the Point cursor second, the other
DynaSpot third, and Bubble cursor last. Most participants
complained about the visual distraction caused by the Bub-
ble cursor envelope’s strong variations under certain condi-
tions, leading seven of them to rank that technique last. This
is again consistent with earlier results [9, 12]. For instance,
one participant said that “Bubble cursor is distracting when
the target is far away because the bubble has a big size” .

Fitts’ Law and Effective Width(s)

Figure 12 plots movement time as a function of /DE, the
index of difficulty computed with the target’s potential effec-
tive width. We take the mean for each combined width, am-
plitude and technique, fitting 27 points for each technique.
Table 3 gives the intercept, the slope and the adjusted 2 for
both IDE and ID, the latter being computed using the ac-
tual width of the target. We see that using the effective width
yields higher 72 values and improves the fit. When fitting all
the data, we obtain the equation M7 = 85+ 181.I DE with
an adjusted 72 of 0.962 (for 108 points). This shows that
the potential effective width for DynaSpot provides a “defi-
nition” of the width appropriate for applying Fitts’ Law.
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Figure 12. Linear fit: index of difficulty computed with effective width.

Models Using width W' Using effective width EW
\ MT = a+ b.ID MT =a+b.IDE
Techniques a b [ Adj.r a b Adj. 72
Bubble -96 | 188 0.855 65 | 194 0.970
DynaSpotl6 | 104 | 145 0.894 108 | 171 0.966
DynaSpot32 2 160 | 0.857 88 | 176 0.973
Point 69 | 183 0.969 69 | 183 0.969

Table 3. Linear fit: intercept, slope and adjusted r2 using /D or I DE.

Figure 13 shows the position of user clicks relative to the
target, and the potential/effective target width for one com-
bined width: (64,48,64,32). We observe that clicks are scat-
tered across a larger area for Bubble cursor than for Dy-
naSpot32, even though both have the same effective width
for this combined width. We explain this by the fact that, for
DynaSpot32, this corresponds to the case described in Fig-
ure 8-b, with the interspace equal to the spot’s width, pre-
venting users from fully taking advantage of the effective
width. Interestingly, we observe that users do not use the
full potential of the Bubble cursor either, as there are very
few clicks in the corners of the target’s activation area.

In an effort to formalize these observations, we measured the
distance to the center of the target for all clicks by combined
width, and analyzed the 95% quantile of these distances. As
expected, effective widths are reflected in these distances.
But other observations can be made. For instance when Dy-
naSpot is at its limit potential effective width (underlined
conditions in CW), as for DynaSpot32 in Figure 13, we do
find a significant difference between DynaSpot and Bubble
cursor, as observed above, but also between DynaSpot32 and
DynaSpot16 when the latter is at its limit potential effective
width. Another interesting observation is that none of the
95%-quantile distances are larger than the effective width,
confirming our initial observation that the corner of the Bub-
ble’s activation area are seldom used.

Another type of “effective width”, that we call the a pos-
teriori effective width and denote W,, was introduced by
Crossmann in his 1956 doctoral dissertation and advocated
by MacKenzie and others in the field of HCI [18, 25, 27].
This a posteriori effective width comes from the idea of per-
forming an “adjustment for accuracy”: the width of the tar-
get is corrected so that, under certain hypotheses, the data
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Figure 13. Position of user clicks (after a coordinates change to match a right-to-left horizontal target acquisition) for each technique for combined
width CW (64,48,64,32) — Bubble effective width: 64, DynaSpot16 (resp., DynaSpot32) max. effective width: 48 (resp., 64), and target width: 32.

gives raise to an error rate of 4%. A priori, this normaliza-
tion process leads to more robust results, allowing for bet-
ter comparisons between experiments. In the following, we
check that this definition of effective width can be used to
model DynaSpot movement time.

We refer the reader to [25] for details about the computa-
tion of W,. This involves removing outliers, using the time
at first button press, computing by participant and full condi-
tion, with W, = 4.133-sd where sd is the standard deviation
of the oriented distance from the click to the target’s center
divided by v/2. Mean values of W, for each technique Tecu

MT = a+ b.ID. | TP=1000/b | TP mean of mean
a| b adj. r ID. (IDE) [25]
Bubble 46 | 186 0.825 5.38(5.15) 5.09
DynaSpot16 | 85 | 161 0.781 6.21 (5.85) 5.56
DynaSpot32 | 51 | 169 0.809 5.92 (5.68) 5.55
Point 491179 0.756 5.59 (5.46) 5.34
All 57174 0.792 5.75 (5.52) 5.38

Table 4. Fitts’ law equation parameters for /D and throughputs.

at each combined width CW are given in the table below.

CcwW Bubble DynaSpot16 | DynaSpot32 Point
(12.12,12,08) | 15.37 (+0.36) | 13.89 (+0.21) | 13.94 (+0.22) | 11.51 (+0.52)
(16,16,16,08) | 20.04 (+0.32) | 17.12 (+0.10) | 17.26 (+0.11) | 11.47 (+0.52)
(24,24,24,08) | 27.31 (+0.19) | 20.38 (-0.24) | 26.41 (+0.14) | 11.30 (+0.50)
(24,24,24,16) | 26.27 (+0.13) | 23.53 (-0.03) | 25.38 (+0.08) | 18.54 (+0.21)
(32,32,32,16) | 36.15 (+0.18) | 29.85 (-0.10) | 32.68 (+0.03) | 19.25 (+0.27)
(48,32,48,16) | 52.41 (+0.13) | 30.74 (-0.06) | 43.35 (-0.15) | 17.22 (+0.11)
(48,48,48,32) | 50.03 (+0.06) | 46.31 (-0.05) | 48.12 (+0.00) | 36.20 (+0.18)
(64,48,64,32) | 68.61 (+0.10) | 48.51 (+0.02) | 57.19 (-0.16) | 34.82 (+0.12)
(96,48,64,32) | 91.57 (-0.07) | 45.80 (-0.07) | 59.96 (-0.09) | 35.69 (+0.16)

may be a good index of performance to compare techniques
among papers. Note that the 7> values obtained here do not
look as good as with the other method, but in this case we
fit 324 points by technique, which are subject to participant
performance variability.

DISCUSSION AND FUTURE DIRECTIONS

The results of our experiments are very encouraging. They
show that DynaSpot provides an average speed-up of 18%
over a conventional point cursor, and that for equivalent ef-
fective widths it achieves the same level of performance as
the Bubble cursor, one of the more promising techniques to
date. DynaSpot is slightly more efficient for low object den-

Zhai’s index of occupation [27], I,, = loga(W./EW), is
given in parentheses. I, indicates the degree to which the
participants over-utilize (positive I,,) or under-utilize (neg-
ative I,,) the potential effective target. We observe that the
index of occupation is systematically higher for Point cursor,
and then for Bubble cursor, and that it globally decreases as
the width grows. This can be explained by the error rate
(see Figure 11) especially for Point cursor. When compar-
ing Bubble cursor and DynaSpot, which have similar error
rates, this confirms that participants better use the full effec-
tive target width with Bubble rather than with DynaSpot.

The counterpart of W,, the a posteriori effective amplitude
A, is computed as the mean of the distance from the move-
ment start point to the point where the user clicks. We can
compute the effective index of difficulty:

ID. =loga(Ae/We + 1)

Table 4 gives Fitts’ law equation parameters for I D,, and
the throughput in bit - s~!, computed using either the slope
of Fitts’ equation, or the formula recommended in [25]. This
throughput has the advantage of taking the intercept into ac-
count and to be less dependent both on the /D range used
[25] and on the users’ nominal pointing speed [19]. Thus, it

sities and slightly less efficient for high ones. But most im-
portantly, DynaSpot provides these quantitative performance
benefits without departing too much from the conventional
point cursor technique. This has at least three significant
practical consequences. First, end-users are more likely to
adopt the new technique in their daily use of GUIs because
DynaSpot behaves “almost like” a point cursor and does not
cause a strong visual distraction. Second, DynaSpot is com-
patible with all point cursor interactions such as region selec-
tions initiated by clicking in empty space without requiring
an explicit mode switch. Finally, implementing DynaSpot
does not require significant changes to existing GUI frame-
works to support the technique: we implemented support for
DynaSpot in the ZVTM Java toolkit? in less than 500 lines of
code, and a lazy version of the technique® was implemented
in the Metisse windowing system*, relying solely on the ac-
cessibility API to make the technique work across unmodi-
fied applications.

Quantitative and theoretical analyses of performance results
show that DynaSpot performance can be modeled with both

*http://zvtm.sf.net
3Which only needs to know the position and shape of interface
components at click time, but does not feature target highlighting.

‘http://insitu.lri.fr/metisse
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the a priori and a posteriori effective widths. Somewhat
unexpectedly, DynaSpot proves to be on a par with Bubble
cursor in most targeting situations. If Bubble cursor’s effec-
tive width is sufficiently larger than DynaSpot’s, then Bub-
ble cursor is faster. However, this happens mostly in con-
figurations where the bubble cursor size is likely to vary dra-
matically, causing visual distractions that both hinder perfor-
mance and user acceptance of the technique.

As future work we would like to evaluate area selection. We
can predict what should happen with DynaSpot: (i) if empty
space between targets is sufficiently large compared to the
maximum spot size, the time it takes to initiate a selection
in empty space should be similar to the time it takes with a
point cursor; (ii) in a dense layout, we expect DynaSpot to
be penalized because of the lag+reduction time (300ms). In
this particular situation, an explicit mode-switching mecha-
nism might represent an interesting compromise. DynaSpot
would then have to be compared, for dense layouts, to Bub-
ble and Area cursors augmented with such an explicit mode-
switch, but also to an augmented DynaSpot featuring both
time-based (implicit) and explicit mode-switching. We also
plan to investigate the use of speed coupling in other point-
ing techniques, as this seems to be an efficient way of adapt-
ing a technique’s behavior.
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ABSTRACT

Applications supporting navigation in large networks are used
every days by millions of people. They include road map

navigators, ight route visualization systems, and network

visualization systems using node-link diagrams. These ap-

plications currently provide generic interaction methods for

navigation: pan-and-zoom and sometimes bird’s eye views.

This article explores the idea of exploiting the connection
information provided by the network to help navigate these
large spaces. We visually augment two traditional navigation
methods, and develop two special-purpose techniques. The
first new technique, called “Link Sliding”, provides guided
panning when continuously dragging along a visible link.
The second technique, called “Bring & Go”, brings adja-
cent nodes nearby when pointing to a node. We compare
the performance of these techniques in both an adjacency
exploration task and a node revisiting task. This compari-
son illustrates the various advantages of content-aware net-
work navigation techniques. A significant speed advantage
is found for the Bring & Go technique over other methods.
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INTRODUCTION

Applications supporting navigation in large networks are used
every day by millions of people. They include road map

navigators such as Google maps [10], ight route visual-

ization systems such as Delta Air Line Route Map [6] and

network visualization systems using node-link diagrams [1,

13]. These applications currently provide generic interac-

tion techniques for navigation: pan-and-zoom and some-

times bird’s eye views.
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However, for large networks, some important tasks related to
the network’s topology are not efficiently supported by exist-
ing techniques. For example, using Google maps, exploring
a long route often involves panning over long portions of a
highway with no exits. Zooming out or using a bird’s eye
view is possible, but some highway exits are difficult to dis-
tinguish from roads passing over or under the highway, so an
exit can be missed. The same problem arises in network vi-
sualization systems where nodes are connected by links that
can be long and cross many other links. Following a specific
link can take a long time without zooming out, but zooming
out makes it difficult to trace a link when other links cross it
at a shallow angle.

The problem of panning and zooming, or using a bird’s eye
view, becomes even more difficult when using a small screen
to view a network. On a PDA or smart phone, the input
device may not have dedicated zooming controls, and only
a small footprint is available for panning gestures, making
panning over a long route slow and tedious.

In this article we explore several techniques to improve nav-
igation in such network-related scenarios by using topolog-
ical information in addition to geometric information. Two
techniques are simply visual enhancements of common spa-
tial navigation methods, while two are novel approaches that
test different trade-offs between topological and spatial nav-
igation. The first, Link Sliding, allows users to slide along
a link to its destination, while the other, Bring & Go, brings
all possible destinations within the users view, and automat-
ically transports the user to the selected point.

We begin by introducing the Link Sliding and Bring & Go
techniques. We then present a controlled experiment that
compares them with visually augmented pan-and-zoom and
bird’s eye view navigation for three fundamental navigation
tasks. We finally discuss implications to the design of sys-
tems for large-network visualization.

RELATED WORK

In their survey on Graph Visualization and Navigation, Her-
man et al. [14] cite four methods for navigating large net-
works: pan-and-zoom, space distortion techniques such as
fisheye views, topological methods such as Furnas’s “Gener-
alized Fisheye Views” [8] and layout techniques to dynami-
cally change the layout of the network according to the user’s
navigation.
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Scrolling, Panning and Zooming

Scrolling consists of using a widget, such as a scroll-bar, to
control the viewport. Panning uses direct manipulation of
the viewport, usually coupled with zooming. A lot of work
has been dedicated to improving navigation using scrolling,
panning, and zooming, particularly in facilitating navigation
in very large spaces, or the navigation to off-screen targets.

Navigation in Large Spaces

When the space is large compared to the viewport size—
say more than ten times the size—navigation can take a sub-
stantial amount of time, particularly for exploratory tasks.
Early on, scroll-bars were proposed as a means for traveling
through large documents. However, they suffer from several
limitations. They show only the size of the viewport relative
to the size of the document, and give no information regard-
ing off-screen content. When the size of the document is
large compared to the viewport—say 1000 times the size—
moving the thumb of the scroll-bar can produce jumps, and
some positions may be unreachable. Therefore, scrolling
alone is insufficient for navigating large spaces, hence the
prevalence of the pan-and-zoom navigation method

Zooming and panning has been used since the beginning of
interactive computer graphics to navigate in maps and other
graphic scenes. Perlin introduced zoomable user interfaces
in [24], while Furnas and Bederson have formalized the con-
cept of space-scale diagrams to reason about these zoomable
spaces.

Navigation involves not only viewing the space, but also
moving the viewport. Several researchers have worked to
optimize the coupling of zoom and pan to allow faster and
more accurate navigation in zoomable interfaces [17, 11,
32, 27] with no assumptions regarding the contents of these
spaces. Ishak and Feiner have proposed Content-aware Scrol-
ling [19] to optimize navigation when paths are known in
advance. For example, their system simplifies following the
reading path of a 2-column document by interactively mov-
ing the viewport along the path, and dynamically adjusting
the zoom to limit the rate of optical ow in a way similar to
Speed-Dependent Automatic Zooming [17]. Our Link Slid-
ing technique refines this idea for network navigation.

Navigation to Off-Screen Targets

More recent techniques have begun to address the problem
of reaching known off-screen targets, both in terms of their
visibility [12] and in navigating to them [18]. These tech-
niques are closely related to our interest. Given n potential
targets, some being off-screen, they provide visual indica-
tion of their location using a simple representation at the
viewport’s edge (either arcs or wedges). They then provide
mechanisms to select items of interest, and to navigate to
them quickly. These techniques are primarily aimed at small
screens such as PDAs or smart phones, for reading maps,
and reaching places of interest.

Other methods, such as the Vacuum [5], are designed for
wall-sized displays, where targets may be too far away or
too high to reach. These techniques rely on known targets
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that are attracted using a directional probe; once they have
been attracted their selection becomes possible. Instead of
navigating to the items, the items are brought close to the
pointer for examination and selection. These techniques are
closely related to our Bring & Go technique but do not use
any topological information to attract objects, only geomet-
ric information.

Space Distortion Techniques

Another approach to navigating large spaces is to distort
the space to shrink uninteresting areas or magnify interest-
ing ones. Magnifying lenses are the simplest of these tech-
niques. They have been improved with fisheye lenses [23]
that can present an overview of the space while allowing lo-
cal in-context zooms, featuring a smooth transition between
the two regions. Latest developments include Sigma Lenses
[26], which use different dimensions to transition between
the overview and the local zoom. However, the maximum
zoom level is about 50, still limited compared to the size of
spaces such as the surface of the Earth.

Other approaches include rubber-sheet deformations [30] and
folded spaces [7] where parts of the space is folded, or stret-
ched, to provide faster navigation with context awareness.
These techniques address representation, and can cope with
a variety of interaction techniques for deforming the space.

Dynamic Layout for Navigation

The above-mentioned techniques are based on a stable space
that users want to explore. Network visualization systems
start from a graph structure and compute a layout that creates
the space. Changing the layout algorithm, or parameters of
these algorithms, can change the space dramatically. The
Bring Neighbors Lens [31] dynamically adjusts the graph
layout to show local connectivity, but is not designed as a
navigation technique. Some network visualization methods
do use this possibility to facilitate navigation [34]. However,
if not carefully constrained, such transformations may break
the user’s mental map of the network [21].

To a lesser extent, the geometry of links can be changed to
enhance their legibility. EdgeLens [33] interactively distorts
links around the pointer, to separate close links that are hard
to follow visually, or that are simply overlaid. Conversely,
Hierarchical Edge Bundles [15] group links to better show
aggregated trends in graph connections, and can be tuned in-
teractively. These simple operations do not change the lay-
out, but improve the readability of links and can help users
in navigating the network.

Topological Navigation

When a spatial embedding is automatically created from a
graph, the size and visibility of the graph features can be
interactively controlled by the user through a “degree of in-
terest” function, introduced by Furnas [8]. Furnas considers
that items in any topology can be assigned an a priori im-
portance and an importance related to a focus point. When a
user selects an item, he conveys to the system the informa-
tion that this item is important to him. Usually, items in the
neighborhood of the focused item are also important, but not
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as much so, and the importance decreases with some notion
of topological distance. The representation of the topology
should show the focus item and its neighborhood, and then
allocate less screen real-estate and visibility to items that are
farther away and less important.

Again, representation can be separated from interaction. Fur-
nas describes the application of his framework to a tree struc-
ture based on selection. This method has been used effec-
tively on trees [28] and on networks [9]. Issues with this
approach include visual discontinuity when updating the de-
gree of interest, and inconsistency in the user’s mental map
when the geometry is recomputed. Topological navigation
allows arbitrarily large data structures to be navigated, as
only a small subset is visible at any time. Navigation con-
sists of successive selection of neighbor items or of textual
search as in SpaceTree [28].

Current navigation techniques either ignore topological in-
formation to optimize spatial navigation, or consider mainly
topology while attempting to maintain a consistent geom-
etry. Our approach considers aspects of the geometry and
topology at the same time.

AUGMENTING STANDARD NAVIGATION TECHNIQUES
Pan-and-zoom navigation is a standard technique that is used
in a large number of 2D navigation tasks. It is an essential
element of map and graph visualization software, and many
similar applications. However, in the presence of numerous
crossing paths, it can be difficult to follow a single path using
this technique alone. Furthermore, if the distance to the des-
tination is unknown, users may fail to zoom-out, and require
numerous clutching operations to follow the path. Bird’s eye
views have been shown to be effective in navigating large 2D
information spaces [16, 20, 27], but they do not allow the
user to clearly resolve individual paths due to the large scal-
ing factor and the small amount of screen real estate alloted
to the view (Figure 1-a).

(b)

Figure 1. (a) Following a link in a dense graph can be difficult using
standard Bird’s Eye View navigation. (b) Highlighting a node’s outgo-
ing links make the task significantly easier.

We can simplify tasks that use connectivity information by
visually distinguishing paths of interest from the background
clutter. The techniques we implemented for the experiment
below allow users to select a node of interest by clicking on
it. The outgoing links are then colored in red, while the con-
trast of all other links, nodes, and labels (black by default) is
reduced by rendering them a light-gray color (Figure 1(b)).
Users may restore the default color-scheme by clicking again
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on the initial node, or may select a different node thereby
highlighting its exiting links.

Our Pan & Zoom implementation supports panning by al-
lowing the user to grab-and-drag the graph by clicking on
any non-node location. The motion of the graph follows that
of the mouse cursor. We use the mouse wheel to zoom by
doubling or halving the view scale at each click of the wheel.
As our graph labels are illegible at scales sufficient for con-
text, we have selected this mapping to facilitate rapid switch-
ing between wide and focused views. Moving the wheel for-
ward zooms in, and backward zooms out. Our Bird’s Eye
View implementation allows users to center the view over
any part of the graph by simply clicking on the correspond-
ing location in the Bird’s Eye View. Users may also pan the
view as in the Pan & Zoom technique, or by dragging the
viewport indicator rectangle in the Bird’s Eye View. For the
purpose of the study, our Bird’s Eye View technique does
not support zooming.

LINK SLIDING

Following a route on a map, or a link in a graph visualiza-
tion, is essentially a one-dimensional navigation task. How-
ever, traditional navigation techniques, such as Pan & Zoom,
require the control of two or three degrees-of-freedom to ac-
complish the task effectively. The Link Sliding technique
simplifies the control task by constraining motion to a single
path. The user slides a link-cursor along the link towards
the destination node, as though sliding a bead on a wire.
Changes in the direction of mouse movements are only nec-
essary if the path curves sharply. Otherwise, the user may
slide between two nodes by simply moving the mouse along
the direction tangent to the path. This motion does not re-
quire a high degree of precision, as any movement perpen-
dicular to the path is ignored, and motion stops at the desti-
nation node. The view is automatically panned to follow the
mouse cursor, keeping it in its initial screen location, and the
zoom level is adjusted so as to provide the user with addi-
tional context while sliding along the link.

To activate Link Sliding, the user simply presses and holds
the mouse button on the start node. A light-gray circle ap-
pears around the node, indicating the selection-radius (Fig-
ure 2-a). This radius specifies a region of unconstrained
mouse movement, which allows the user to select an out-
going link. A link-cursor is projected onto the closest point
on the nearest link to aid in selection. As the cursor passes
the selection-radius, the mouse cursor is drawn towards the
link-cursor. Constrained sliding proceeds as follows: at each
mouse event, the system updates the mouse-cursor position
p, and calculates c, the closest point on the path to p, as-
signing it to the path-cursor position. The mouse position is
pulled towards c, by setting p’ = ap + (1 — a)c. We set
a = 1 within the selection-radius to allow free mouse move-
ment, and smoothly blend it towards 0 beyond the radius by
updating it at each mouse motion event: o' = Sa + w. Our
system sets § = 0.5 and w = 0 to rapidly pull the mouse
cursor to the link.
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selection-radius
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\ link cursor
mouse cursor
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Figure 2. (a)The mouse cursor is free to move within a node’s selection-radius. The link cursor shows the closest link, which will be selected upon
passing the selection-radius. (b) Link selection can also be performed at junctions of edge-bundles, beyond a node or junction’s selection-radius the

mouse cursor is constrained to slide along the link.

Distance-dependent Automatic Zooming

Automatic zooming has been shown to reduce completion
times in document navigation tasks [17]. However, previ-
ous work on speed-dependent automatic zooming [17] re-
lied on rate-control panning and scrolling using a mouse.
Pairing first-order control with an isotonic input device like
the mouse is known to yield poor performance [35]. We
introduce a zero-order control mapping that automatically
zooms based on the user’s position along a path. Distance-
dependent Automatic Zooming (DDAZ) is possible, when
both the start and end positions along a path are known (e.g.
when following a route map). While a variety of useful
zoom-level mappings are possible [19], for a graph naviga-
tion task we designed a mapping that sets the zoom level at
the halfway point along the path so that the length of the path
is equal to the viewport width. Thus, short links that traverse
less than one screen-width will produce no zooming, while
for long links, most of the remaining distance to the target is
likely to be visible at the halfway point. Beyond providing
the user with additional context, zooming the view adjusts
the motor-space mapping to document space, allowing the
user to move faster at the central part of the link. We use
the following mapping (similar to a connes function): Given
a distance d traveled by a user along a path of length [, the
scale of the viewport is z = (1 — (1 — (2d/1 —1)%)*) x (1 —
l/w), where w is the width of the viewport at z = 1. This
mapping smoothly and rapidly reaches a wide view of the
graph.

Sliding Along Edge Bundles

When a vertex in a graph has a large number of neighbors, it
is helpful to gather the exiting links in edge bundles to reduce
visual clutter, and aid in link selection [15]. Link Sliding has
been designed to easily traverse edge bundles. Sliding along
a bundle of links is identical to sliding along a single link
until a junction in the bundle is reached. Around each bun-
dle junction, a light-gray circle indicates a selection-radius
where the mouse cursor is detached from the link cursor, al-

lowing the user to select an exiting link in the same manner
as is done at the start node. At each mouse event, the clos-
est point on the entire bundle is computed, and its position
assigned to the link cursor. This allows the user to jump
between nearby links in a bundle by moving the mouse cur-
sor rapidly away from the current link to which it is con-
strained. Isolated links strongly maintain the sliding con-
straint, as no other link can be reached within a single mouse
motion event. The strength of the mouse cursor’s attraction
to the bundle can be modified by adjusting the smoothing
parameters of « as described above.

Bundling

When a node has many outgoing links, selecting one spe-
cific link becomes difficult. To overcome that problem, we
aggregate all the links that point in the same direction and
construct edge bundles. We limit the number of links start-
ing from a node to k£ (3 to 5 depending on the user’s prefer-
ence). Therefore, bundles have to split at special positions
we call “junction nodes”. Our algorithm constructs bundles
and junction nodes until the number of outgoing links from
n is less than or equal to k.

The bundling algorithm consists of two stages. It first selects
the links that are to be bundled, i.e.: 1) the link to the most
distant neighbor of n, called 7y, and 2) the links to the nodes
closest to ny among the neighbors of n. It then adds a single
link (the bundle root) from 7 to a created junction node 7.
The junction node is positioned at the center of the wedge
formed by the bundled links, at a distance from n that is a
fraction of the distance to the closest node of the bundle. The
second stage consists of changing the bundled links’ sources
from n to n;. This process is repeated until all the long links
have been bundled.

Bundling is only performed when the user starts the naviga-

tion by selecting the source node. It is considered a naviga-
tion mode and not a rendering style as in [15].
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edges to bundle

furthest neighbor edges to bundle

junction node

furthest node

Figure 3. Multiple links leaving a node in the same compass direction (a) are collected into bundles by routing them through a dummy junction node
(b). The process is repeated until the number of bundles leaving all nodes or junctions in the same compass direction fall below a given threshold (c).

(b)

Figure 4. (a) Highlighting all ights to/from Sydney, Australia. (b) Close-up on Sydney, with highlighting. (c) Bring & Go initiated on Sydney.

BRING & GO

Link Sliding makes it easy to navigate along a given path.
However, it does not help in the decision process that leads to
the selection of one path among many potential candidates.
This decision might depend on the type of arc to be followed
when there are different types of paths. It might also depend
on attributes of the node at the other end of the path. Having
to navigate to the other end, in order to decide whether this
is the path of interest or not, quickly becomes tedious as the
number of connected arcs increases.

Bring & Go addresses this problem by bringing adjacent
nodes close to a node upon selection. Figure 4-a shows a
map of about 700 commercial ights connecting 232 air-
ports. Highlighting (in red) gives a general idea of the num-
ber and location of airports connected to the currently se-
lected node: Sydney International. At this scale, the node is
difficult to select, being only 1-pixel large on a 17” display.
Moreover, some parts of the network are very crowded, mak-
ing it difficult to visually follow the paths. One has to zoom-
in to get detailed information such as airport names, thus
losing context and moving all airports connected to Syd-
ney out of the viewport (Figure 4-b). When selecting the
node corresponding to Sydney, Bring & Go translates all air-
ports connected to it inside the current viewport (Figure 4-c)
using smooth animations to preserve perceptual continuity
[29]. The spline curves that represent links are smoothly

attened and brought inside the viewport, thus providing ad-
ditional contextual information, such as the degree of con-
nected nodes, that might help the user make his decision.
For instance, the user might be looking firstly for an airport
hub, which would be more likely to offer him a direct ight
to his final destination.

Once the user has made a decision about what link to follow,
Bring & Go makes it very easy to reach the corresponding
node with a simple selection of that node. The viewport is
smoothly animated, zooming out and then in to get some
context, as when traveling along a path with Link Sliding
(see section on distance-dependent automatic zooming for
details about the computation of the trajectory in space and
scale). In the meantime, all nodes and splines are animated
back to their previous position and geometry, thus restoring
the network to its original configuration and terminating the
Bring & Go.

The concept of Bring & Go is similar to Hopping [18] and
Drag-and-Pop[3], which facilitate selection by bringing prox-
ies of potential targets closer to the cursor. Bring & Go,
however, is designed for navigation, rather than selection,
and can handle a much larger number of distant targets, as
only connected nodes are brought close. The technique is
also similar to the Bring Neighbors Lens [31], which ad-
justs the layout of the graph to bring connected nodes into
view. However, we believe that Bring & Go’s use of prox-
ies, rather than distortion, better preserves spatial constancy,
and is critical for geographically embedded networks. Most
importantly, Bring & Go works iteratively: a new Bring &
Go can be initiated on a node that is currently inside the
viewport as the result of a previous Bring & Go, bringing
additional nodes into view, and so on. Looking for a ight
from Sydney to Tel Aviv (which are not directly connected in
our network), a user would easily identify London as a hub
and, thanks to a second Bring & Go initiated on the London
node brought inside the viewport, find that it is connected to
Tel Aviv.
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Bring & Go Layout

The layout algorithm for computing the position of nodes
brought inside the viewport is relatively simple. As illus-
trated in Figure 5, nodes are placed in concentric circles
centered on the selected node according to the following
method.

Polar coordinates (p ¢) are computed for all connected nodes.

The list of nodes to be brought inside the viewport is sorted
by distance p (shortest first). Nodes are then brought onto
the rings following this order. For each node the algorithm
checks each ring, starting from the innermost one, until it
finds one where the node can be laid out, without overlap-
ping any previously laid-out node, while keeping its 6 coor-
dinate constant. This method preserves the direction to the
original location of brought nodes, and gives a sense of their
relative distance to the selected node.

.
.
. o

Figure 5. The layout of brought nodes preserves the direction to their
actual location, and gives a sense of their relative distance to the se-
lected node.

EXPERIMENT

We conducted an experiment to compare the performance
and limits of Bring & Go (hereafter abbreviated B&G) and
Link Sliding (LS) with simple visual augmentation of the
methods currently available for navigating in node-link dia-
grams: Pan & Zoom (PZ), and interactive Bird’s Eye View
(BEV). Participants were asked to perform a compound nav-
igation task on an abstract graph. We measured the perfor-
mance time for each sub-task, and accuracy where relevant.
Following the task participants responded to a questionnaire
regarding their experience.

Task and Stimuli

All navigation tasks are set in one of two randomly gen-
erated scale-free graphs, one sparse, and one dense. The
graphs were created using a Bardbasi-Albert model [2]. In
the graph generation process, each new node is connected to
n distinct nodes, randomly chosen from the existing nodes.
The sparse graph (1000 nodes, 1485 edges) was generated
with a random connectivity n [1 2], and the dense graph
(1000 nodes, 2488 edges) using . [1 5]. We also provide
a small graph (200 nodes, 477 edges) for training purposes.

April 9th, 2009 ~ Boston, MA, USA

The nodes on the graphs are labeled with the names of an-
imals, and vegetables. Unlike a real-world task, where the
node labels are meaningful to the user, random name labels
can be difficult to remember. To reduce the cognitive load on
our participants we consistently give the start node the label
“rat”, and give one of its neighbors the label “cat” (explained
below).

The trials in each condition are assigned to four fixed pat-
terns in the corresponding graph, each consisting of a start-
ing node and its neighbors. A pattern has a starting node of
degree d (d = 5 in the sparse graph, and d = 10 in the dense
graph). For each technique, participants perform timed tasks
for all patterns of the two graphs. As we have four tech-
niques, we provided four versions of each graph: the initial
one, and its rotations by 90, 180 and 260 degrees. The la-
bels are changed for each graph pattern, but retain their ani-
mal/vegetable category.

As each technique we study may be best suited to a different
graph navigation tasks, we select three representative task
from Lee et al.’s task taxonomy for graph visualization [22].
The tasks include identifying all nodes connected to a given
node, following a link, and returning to a previously visited
link. Participants performed the three tasks in sequence to
complete one trial. The first task (neighbors task) is to iden-
tify a node’s immediate neighbors. Participants begin at the
start node, which is highlighted in orange, and are asked to
count how many of the node’s neighbors are labeled with an
animal name, and to remember the location of the cat node.
Participants press the space-bar to start, and press it again
when they are done counting. After typing in the number of
animal nodes, the system informs the participant if they have
counted correctly. In the second task (follow task), the sys-
tem centers the view about the start node, and participants
are asked to follow a link, highlighted in orange, from the
start node to a selected “visit node”. Pressing the space-bar
begins the task and clicking on the visit node completes it.
Participants are then instructed to begin the third task (revisit
task). Participants press the space-bar to start, and must then
locate the cat node that they have seen in the neighbors task,
and click on it. They may do this either by retracing their
steps back to the start node, or by moving directly to where
they believe the cat node is located.

To control the tasks completion time, the sum of the dis-
tances between the starting node and its neighbors is con-
stant in all trials of the sparse graph, and all trials of the
dense graph. The distance between the starting node and the
cat node is constant in all patterns, as is the distance between
the starting node and the visit node. Participants were given
a maximum of 40 seconds to perform each task.

Design

Our experiment follows a 4 x 2 within-subject design: each
participant performs tasks using each of the four techniques
(Technique PZ,BEV, B&G, LS ) under two different
graph conditions (G Sparse Dense ). We group trials
into four blocks, one per technique, so as not to confuse par-
ticipants with frequent changes of the technique. To avoid
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ordering effects, we balance the presentation of technique
using a Latin square consisting of four presentation orders,
and randomly assign three participants per order. Within a
Technique block, each participant perform eight measured
trials, i.e., four trials with each of the two graphs. Trials
within a block were presented in a random order after a train-
ing phase containing four trials, allowing participants to get
familiar with a given technique before empirical measures
were collected. Each navigation task (neighbors, follow, and
revisit) within a trial had to be performed without any pause,
but participants were allowed to rest between tasks. The
experimenter first introduced the task, and then described
each technique immediately before the corresponding block,
to ensure that participants understood how each technique
worked and how best to operate it.

Thirty-two measured trials per participant were analyzed,
yielding a total of 384 trials:

12 Participants
X 4 Techniques
X 2 Graphs
x 4 Trials

384 Total Trials

Apparatus

The experiment was ran on a HP Compaq 8710p equipped
with a 2.4 GHz Intel Core 2 Duo processor, an Nvidia Quadro
NVS 320M graphics card, a 1440 x 900 17 (43.2 cm) LCD
monitor, and a Dell optical mouse. The mouse wheel pro-
duced 24 discrete clicks per revolution. The software was
written in Java 1.6 using the Piccolo toolkit [4].

Participants

Twelve unpaid adult volunteers (8 male, 4 female), with ages
ranging from 23 to 35 years, participated in the experiment.
Participants were right-handed, with normal or corrected-to-
normal vision.

Predictions

Neighbors Task

HO - Time performance rank: B&G will be the fastest for
both graph densities, as all of the neighbors can be seen on
the screen at once with legible labels. B&G will be followed
by LS as it should make navigating to neighbors easy, and
by BEV, which allows fast motion through the graph. PZ is
expected to be the worst performer.

H1I - Density in uence on LS: LS may be affected by graph
density as participants must make more decisions while slid-
ing along a bundle. This may cause its performance to drop
below that of BEV for dense graphs.

Follow Task

H2 - Time performance rank: B&G will be the fastest for
both graph densities, followed by LS; BEV and PZ will
perform similarly, as following a single link requires a high
degree of precision, which may be difficult to achieve using
BEV.
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H3 - Density in uence on LS: We expect LS to be affected
by graph density, possibly performing slower than BEV for
dense graphs.

Revisit Task

H4 - Time performance rank: B&G will be the fastest for
both graph densities, followed closely by LS which may
support greater use of spatial memory; BEV and PZ are ex-
pected to be slower due to more difficult control, but as both
support use of spatial memory we do not expect the differ-
ence to be as great as in the previous tasks.

Results

In the analysis reported below the performance times of tri-
als that were not completed successfully are replaced by the
mean time of successful trials for each condition.

Neighbors Task

Error Rate: An error in this task indicates that the par-
ticipant’s count of neighboring nodes labeled with animal
names was incorrect. Of all errors 19% were committed
after the participant reached the time limit. The rest were
committed within the alloted time for the task.

A Friedman’s o? test showed a significant effect of Tech-
niques (Figure 6-a). Wilcoxon’s signed ranks test revealed
a significant difference for dense graphs. BEV (42% error
rate) and LS (33%) were both significantly more error-prone
than B&G (10%), while PZ showed a 25% error rate.

Performance Time: Results for this task should be inter-
preted cautiously on account of the high rate of errors. An
analysis of variance (ANOVA) revealed a significant effect
of Techniques on Time (F3 33 = 69.811, p < 0001) (Fig-
ure 6-b). Post-hoc pairwise mean comparisons showed that
B &G was significantly faster than the three other techniques
and that BEV performed better than PZ. Mean times were:
PZ 27.2 sec (SD=0.8), BEV 21 sec (SD=0.7), LS 24 sec
(SD=0.8) and B&G 8.5 sec (SD=0.2). ANOVA also re-
vealed a significant effect of Graphs (F1 11 =242.587, p <
0001) and a significant interaction Techniques x Graphs
(F3,33 =21.82, p < 0001). The performances of all Tech-
niques were degraded with dense graphs. As predicted in
HO, B&G showed fastest performance at visiting the neigh-
borhood. LS, however was slower than expected. Moreover,
the density of the graphs had an in uence on time perfor-
mance for all Techniques, whereas HI predicted that LS to
be the most affected.

Follow Task

Error Rate: An error is reported when a participant was
unable to complete the task within the time limit. Only two
errors occurred, both for PZ in a dense graph. Both were
due to subjects getting lost.

Performance Time: ANOVA revealed a significant effect
of Techniques on Time (F3 33 = 12.521, p < 0001) (Fig-
ure 6(c)). Post-hoc pairwise mean comparisons showed that
B &G was significantly faster than PZ and BEV and that LS
was significantly faster than PZ. Mean times were: PZ 7 sec
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Figure 6. (a) Neighbours Task Error Rate and (b) Performance Time, (c) Follow Task Performance Time, (d) Revisit Task Performance Time.

(SD=0.4), BEV 5.6 sec (SD=0.2), LS 4.9 sec (SD=0.3) and
B&G 4.2 sec (SD=0.2). ANOVA also revealed a significant
effect of Graphs (Fy,11 = 5.81, p < 05) and a significant
interaction Techniques x Graphs (F533 = 3.71, p < 05).
While the performances of PZ, BEV and B&G remains sta-
ble for both graphs densities, the performances of LS were
degraded, with a mean time of 3.8 sec (SD=0.2) for sparse
graphs and 6 sec (SD=0.6) for dense graphs. Here, our pre-
diction for both time performance (H2) and graph density
in uence on LS (H3) were verified.

Revisit Task

Error Rate: Nine errors occurred, 3 for PZ, BEV and LS,
mainly for the dense graphs, where subjects did not find the
cat node and time ran out.

Performance Time: ANOVA revealed a significant effect
of Techniques on Time (F3 33 = 35.453, p < 0001) (Fig-
ure 6(d)). Post-hoc pairwise mean comparisons showed that
B &G was significantly faster than the three other techniques
and that LS was significantly faster than PZ. Mean times
were: PZ 15.6 sec (SD=0.7), BEV 13.3 sec (SD=0.6), LS
12 sec (SD=0.7) and B&G 7.2 sec (SD=0.2). ANOVA also
revealed a significant effect of Graphs (F,11 =15.612,p <
01). Performances on the dense graphs were significantly
degraded. However, ANOVA did not show any significant
interaction Techniques x Graphs. While our predictions on
the time performance rank were verified, the difference be-
tween the spatial techniques and Bring & Go were greater
then expected (H4).

Qualitative Evaluation

Following the task, participants responded to a questionnaire
regarding their experience. Questions were presented using
a five point labeled Likert scale with labels ranging from
“strongly disagree” to “strongly agree”. For each technique,
participants responded to statements stating that it was easy
to learn, was tiring, and was pleasant to use, that they were
able to accomplish the tasks quickly using the technique, and
that they found it easy to accomplish the neighbors and re-
visit tasks using the technique. Response summaries are pre-
sented in Figure 7. Written and oral comments were also
solicited.

Participants unanimously agreed that Bring & Go was quick,
and made accomplishing the tasks easy. They also found
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Figure 7. Questionnaire results for the four techniques.

it the least tiring, and most pleasant to use. Link Sliding
and Bird’s Eye View both received middling reactions re-
garding the ease and speed at accomplishing tasks. Pan &
Zoom was generally rated as slow and difficult to use for the
given tasks. A common complaint regarding Pan & Zoom
was that the zoom control was too sensitive. We had set the
zoom control to double or half the view scale at each click of
the wheel in order to facilitate multi-scale navigation. This
may be inconsistent with the wheel’s more common use as a
scrolling control, where a great amount of turning is needed
to effect large changes.

Link Sliding elicited the most varied opinions regarding how
pleasant it was to use. Some participants enjoyed the tech-
nique, one saying that it was “fun, and helped learning the
graph layout,” while others found it to be “tiring on the eyes.”
Several reported feeling dizzy or disoriented while sliding
along links, attributing this feeling to the automatic zooming
feature. The disorientation may also be due to rapid motion
of the viewport while the participant’s eyes were fixed on the
cursor, which did not change screen location.
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DISCUSSION

Our experiment clearly illustrates that using connectivity in-
formation as a basis for graph navigation can significantly
reduce task completion time, while improving the quality
of the user experience. Specifically, the Bring & Go tech-
nique is faster and easier to use than the others we tested.
While the other techniques do use connectivity information
to some extent, they rely primarily on the spatial layout of
the graph, and on the motion of the user’s view port in this
space. This is in sharp contrast with Bring & Go, which
provides only slight spatial cues, and automatically controls
the view port. The degree to which Bring & Go is faster is
somewhat surprising, particularly for the revisit task, as one
would expected its performance to improve with greater spa-
tial awareness of the graph structure (H4). We believe that
the ability to see all connected nodes quickly, and traverse
links rapidly, greatly reduced our participants’ need to rely
on their memory.

One participant commented that Pan & Zoom “requires a lot
of memory effort.” This method does not allow a user to
see all neighboring nodes at the same time while still being
able to read their labels, consequently the user must remem-
ber the nodes’ locations. Bring & Go makes remembering
neighbor locations unnecessary, as they can all be seen at
once. However this advantage may diminish in tasks that
demand greater spatial awareness, such as navigating maps,
or in networks where the location of a node is meaningful.
Furthermore, the revisit task in our experiment only required
users to traverse a single intermediate node with a known
name. As the number of intermediate nodes increase, re-
membering a graphs connectivity may become more diffi-
cult than remembering its spatial embedding. Studying this
trade-off is an interesting avenue for future research.

Beyond reducing memory requirements, Bring & Go also
has a mechanical advantage over the other techniques, as the
user does not need to pan the view. Panning is a closed-loop
control task that must be performed almost continuously in
the spatial navigation techniques, and which the user per-
forms in parallel with a visual search. Bring & Go requires
active control for only two pointing sub-tasks, and the visual
search is performed separately. The difficulty of spatial navi-
gationis re ected in participants comments on Pan & Zoom,
as some note that they never used the zooming feature, find-
ing it too difficult to control both position and scale at the
same time. This difficulty may explain the high variance
we observed in the Pan & Zoom technique, as some partic-
ipants may have relied largely on zooming for navigation,
while others would have relied more on panning.

Two key features of Link Sliding, that we expected would
raise its performance over the other spatial techniques, are
the simplification of the control task by reducing it to the
control of a single degree of freedom, and the automatic
control of the view port zoom level. Indeed, for the elemen-
tary task of following a single link, Link Sliding appeared
to perform at least as well as Bring & Go This can be seen
in the follow task in the sparse graph condition(Figure 6-c).
However, this performance did not scale favorably with the
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complexity of the task (HI). Visiting all of the neighbors of
a node requires repeated round-trips back to the start node.
In contrast, using Bird’s Eye View participants were able to
move directly from neighbor to neighbor. A number of our
participants commented that it was too difficult to jump be-
tween adjacent links, and one explicitly requested a mecha-
nism for shortcuts between links. Another possible barrier to
allowing Link Sliding to navigate easily from high-valence
nodes is the effect of edge-bundling. While edge-bundling
reduces clutter, and simplifies link selection when leaving a
node, it also changes the visual orientation of links, and re-
quires the user to follow a more complex path with multiple
junctions that are not a part of the underlying graph’s topol-
ogy. The change in angle can be particularly problematic
when the user attempts to return to the previous node after
releasing the mouse button, as the new node’s outgoing bun-
dles do not match the original node’s bundles, so the user
must leave by following a bundle aimed in a slightly differ-
ent direction then of the bundle on which she arrived. We
believe that some of these issues may be addressed by opti-
mizing the bundling algorithm to minimize changes in link
angle, or by finding an optimal set of static edge-bundles for
the entire graph.

CONCLUSION

This work has began the exploration of topology-aware nav-
igation of large graphs, by examining several possible meth-
ods ranging from mostly spatial, to mostly topology-based
navigation. We have found the technique Bring & Go, which
relies more on topology than spatial location, to hold a clear
advantage for several key navigation tasks. The Link Sliding
technique, which attempts to combine the advantages of both
spatial and topological navigation, did not perform as well as
expected, performing the same as, or only slightly better than
Bird’s Eye View. However, we believe that Link Sliding is
worthy of further investigation for navigating networks, such
as route-maps, that are spatially embedded. While Bring &
Go works well for finding labeled nodes, it provides very
little geographical context. For example, finding all of the
coastal towns of an unknown country would be a difficult
task using Bring & Go, as the user cannot easily follow the
shoreline. This task could be easily accomplished using ei-
ther Link Sliding or Bird’s Eye View navigation.

Our results suggest that any system for visualizing large net-
works will profit from some form of topology-aware naviga-
tion using one or more of the techniques described here. As
both the visual augmentation, as well as the navigation tech-
niques, are triggered only in the context of links and nodes,
they do not interfere with existing spatial navigation. In-
deed, a combination of methods may be required for high-
level navigation tasks, as each method has its own unique
strengths.

Bring & Go and Link Sliding have been implemented us-
ing both Piccolo [4] and ZVTM [25], and are available in
ZGRViewer!, a tool for navigating large graph layouts com-
puted using the GraphViz package?’.

'http://zvtm.sf.net/zgrviewer.html
http://www.graphviz.org/
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Representation-Independent In-Place
Magnification with Sigma Lenses

Emmanuel Pietriga, Olivier Bau, and Caroline Appert

Abstract—Focus+context interaction techniques based on the metaphor of lenses are used to navigate and interact with objects in large
information spaces. They provide in-place magnification of a region of the display without requiring users to zoom into the representation
and consequently lose context. In order to avoid occlusion of its immediate surroundings, the magnified region is often integrated in the
context using smooth transitions based on spatial distortion. Such lenses have been developed for various types of representations
using techniques often tightly coupled with the underlying graphics framework. We describe a representation-independent solution that
can be implemented with minimal effort in different graphics frameworks, ranging from 3D graphics to rich multiscale 2D graphics
combining text, bitmaps, and vector graphics. Our solution is not limited to spatial distortion and provides a unified model that makes it
possible to define new focus+context interaction techniques based on lenses whose transition is defined by a combination of dynamic
displacement and compositing functions. We present the results of a series of user evaluations that show that one such new lens, the

speed-coupled blending lens, significantly outperforms all others.

Index Terms—Graphical user interfaces, visualization techniques and methodologies, interaction techniques, evaluation/

methodology.

1 INTRODUCTION

BIFOCAL display techniques complement conventional
navigation techniques such as pan and zoom, typically
used in 2D multiscale environments [1], [2], [3], and those
based on the walking and flying wvehicle [4] metaphors
commonly employed to interactively explore 3D worlds.
Beyond the now-ubiquitous map-like overviews introduced
30 years ago [5], a variety of bifocal techniques termed
focus+context have been designed to further help users
navigate in complex visual representations such as large
trees [6], [7], graphs [8], and high-resolution bitmap
representations [9]. These techniques can also help users
interact with objects in vector graphics editors [10] or select
small interface widgets [11]. The defining characteristic of
these focus+context techniques is that they provide in-place
magnification of a region (the focus) of the current display
(the context), allowing users to get more detailed informa-
tion about specific elements of the interface without having
to zoom in the whole representation.

Interactive in-place magnification lenses have been
available on the user’s desktop for more than a decade,
from simple magnifier lenses used as accessibility tools [12]
to fancy screen savers distorting the user’s workspace.
These early implementations were based on a simple
magnification method that consisted in merely duplicating
the pixels of the original representation. While implement-
ing such lenses is fairly trivial, implementing lenses that
actually render objects in the magnified region with more
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detail is not. Models and implementations of the latter
usually require information about, and some level of control
on, the inner structure and elements of the representation,
which might actually get modified by the lens. Such models
and implementations are thus often tightly coupled with a
particular graphics framework or application. From a
purely theoretical perspective, however, the same general
approach applies to many types of applications: 2D vector
graphics editors, geographical information systems, CAD
tools, or any other 3D application. No matter the repre-
sentation and underlying graphics framework, the process
consists in rendering a subregion F of the current
representation C' at a larger scale and with more detail,
and integrating F' into C' through a nonlinear transforma-
tion to achieve a smooth transition between the two.

The Sigma Lens framework [13] extends this general
process by defining transitions between focus and context
as a combination of dynamic displacement and compositing
functions, making it possible to create a variety of lenses
that use techniques other than spatial distortion to achieve
smooth transitions between focus and context, and whose
properties adapt to the users’ actions, all in an effort to
facilitate interaction. In this paper, we extend and strength-
en that framework by describing a general approach to its
design and implementation that shows how Sigma Lenses
can be representation independent. The main contribution
is a rendering technique based on a unified model that can
be integrated with minimal effort in different graphics
frameworks, ranging from 3D graphics consisting of
complex textured meshes to rich multiscale 2D graphics
combining text, bitmaps, and vector graphics. The techni-
que does not need to have knowledge about, or access to,
the graphical objects that constitute the representation.

After an overview of related work in Section 2, we give a
theoretical description of our framework in Section 3, also
summarizing the Sigma Lens unified model originally

Published by the IEEE Computer Society
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Fig. 1. Three different lenses obtained with minor modifications to the scale and compositing functions: (a) a distortion lens on a high-resolution
bitmap (subway map), (b) a hovering lens on 2D vector graphics and text (ACM UIST keyword tag cloud), and (c) a speed-coupled blending lens on a

3D model of the Moon orbiting the Earth.

defined in [13]. We then instantiate lenses of particular
interest in this model, and present a series of evaluations
that test their limit performance on 2D navigations tasks.
We provide a detailed summary of the experiments
reported in [13], and report the results of a new controlled
experiment that covers cognitive aspects of interaction with
lenses that were left as future work, further confirming that
one of our new lens designs, namely the SPEED-COUPLED
BLENDING lens, significantly outperforms all others. A
technical overview of two implementations follows, one for
OpenGL 3D graphics taking advantage of hardware
acceleration, the other for a general purpose, cross-platform
2D application programming interface. Advantages and
limitations of our approach are discussed in Section 8, along
with plans for future work.

2 RELATED WORK

Many focus+context techniques are based on the concept of
lenses. The simplest lens is the electronic equivalent of a
magnifying glass. While easy to understand, this type of lens
occludes the immediate surroundings of the magnified
region [14], as a physical magnifying glass does, thus hiding
an area of significant interest and making it difficult for users
to relate focus and context in the representation. In order to
avoid this problem, the magnified region is often integrated
in the context using smooth transitions based on nonlinear
magnification techniques. These techniques create a transi-
tion zone in which the representation is distorted (see Fig. 1a).

Distortion-based visualization techniques often rely on
metaphors inspired by the physical world such as stretch-
able rubber sheets [15] and, more generally, surface
deformations [16]. Others work with more fundamental
concepts such as hyperbolic projection [6] or nonlinear
magnification fields [17]. The distortion can either extend to
the limits of the representation [14], [15], or it can be
bounded to a specific area. This paper focuses more
specifically on the latter case, ie., on lenses, termed
constrained lenses [9], [17], [18], [19], that leave a significant
part of the context undistorted. Cockburn et al. [20] survey
many of these techniques in their recent review of over-
view+detail, zooming, and focus+context interfaces.

While all the above techniques apply to 2D graphics,
other techniques have been developed for distortion in 3D.

A first set of techniques deforms 3D representations by
projecting a texture on a mesh that models the distortion, as
do pliable surfaces for 2D representations [16]. LaMar
et al.’s magnification lenses [21] are based on homogeneous
texture coordinates and special geometries. They can be
applied to both 2D and 3D representations but are limited
in the type of distortion and lens shapes they can model.
Nonlinear perspective projections [22] project the RGB
image produced by a 3D pipeline on a surface shape
inserted in front of the flat projection plane. They can model
spatially bounded distortions. Related to the latter is Brosz
et al’s single camera flexible projection framework [23],
which is capable of modeling nonlinear projections through
the parametric representation of the viewing volume.

There is also an impressive set of space deformation
techniques (see [24] for an overview), ranging from early
works on the deformation of solid primitives [25], [26] to
view-dependent geometry [27] and deformation based on
hardware-accelerated displacement mapping [28], [29] and
deflectors [30]. These techniques distort 3D geometry, but
often do so in an object-centric manner, and are thus not
well suited to the implementation of focus+context naviga-
tion lenses, which deform a region of the current display,
ie, a subsection of the current viewing frustum that
intersects a set of objects, some of them only partially.
Camera textures [31] are among the few to actually apply
constrained magnification lenses to 3D meshes, but the
technique requires a sufficient level of tessellation of the
target mesh to produce distortions of good quality.

Techniques such as the last one are typical examples of
approaches strongly coupled with a specific type of graphics.
This coupling is both a strength and a weakness. The strength
lies in the capacity to access and modify the graphical objects
thatare to be distorted and rendered in a focus+context view.
This is also a weakness, however, as a technique that works
with 2D vector graphics will not be applicable to 3D meshes,
or even to representations that include bitmap images. Other
techniques, such as those based on 3D surface deformation
and texture mapping, suffer from a somewhat opposite
problem: while generating focus+context views of 2D
representations, they require capabilities that are often not
available in 2D graphics libraries.

One goal of our approach is to provide a method for
implementing constrained magnification lenses that is as
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Context —

Fig. 2. Gaussian distortion lens. The level of detail in the flattop is
increased by a factor of MM = 4.0.

independent as possible of the nature of the representation
and graphics library employed, ranging from 3D scenes in
OpenGL to rich 2D vector graphics, as typically manipu-
lated with tools such as Adobe Illustrator. Our other goal is
to create a flexible framework of higher expressive power
than existing solutions, going beyond distortion to achieve
smooth visual transitions between focus and context,
resulting in lenses that can be manipulated more efficiently
by users.

3 GENERAL FRAMEWORK

Our general approach is positioned at a level of abstraction
high enough for the model to be applicable to a variety of
graphics frameworks, requiring the underlying libraries to
provide as small a number of features as possible. It
basically consists in transforming the representation at the
pixel level after it has been rendered, independently of how
it was rendered. To employ terminology drawn from 3D
graphics, our technique works in image space, as opposed
to object space. This approach has advantages beyond its
wide applicability but also some limitations, which will be
discussed later in Section 8.

3.1 Dual Rendering

All constrained magnification lenses featuring a regular
shape share the following general properties, no matter
how they transition between focus and context (see Fig. 2):

e Ry the radius of the focus region (a.k.a. the flattop),
which we call inner radius,
e Rp: the radius of the lens at its base, i.e., its extent,
which we call outer radius,
e  MM: the magnification factor in the flattop.
Applying a constrained lens to a representation effec-
tively splits the viewing window into two regions: the
context region, which corresponds to the part of the
representation that is not affected by the lens, and the lens
region, in which the representation is transformed. We
consider the lens and context regions as separate buffers:
the context buffer holds what is displayed in the absence of
any lens; the lens buffer contains a rendering of the region
corresponding to the bounding box of the lens. These

scale
A
MM :
I
l
1.0 |
0 1 |
. R, Ry
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1.0 :
1
1
1
0 1
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Fig. 3. Simple distortion lens.

basically correspond to the context and focus viewing
windows of the original Sigma Lens model [13] in the case
of 2D multiscale representations, though here we are not
limited to this type of graphics representation.

Our technique consists in asking the underlying
graphics library for two separate rendering passes. One
corresponds to what is seen in the context region and is
stored in the context buffer, whose dimensions w x h
match that of the final viewing window displayed to the
user. The other rendering pass corresponds to what is seen
in the lens region. Since we want the lens to actually
provide a more detailed representation of objects in the
magnified region, and not merely duplicate pixels from the
previous rendering, the actual dimensions of the lens
buffer are 2- MM-Rp x 2- MM -Rp. The buffer can thus
accommodate a uniform magnification by a factor of A/ M
of the lens region. The final viewing window displayed on
screen can then be obtained through the arbitrary
transformation and composition of pixels from both
buffers. This includes displacement and compositing
functions that will control the transition between the focus
and context regions, as defined in the Sigma Lens unified
model [13], which we briefly summarize.

3.2 Sigma Lenses
Sigma lenses build upon prior work on distortion lenses
[18], but combine space, time, and translucence to define
new types of transitions between focus and context, in an
effort to create more usable lenses (see Sections 5 and 6).
The standard transformation performed by graphical
fish-eyes consists in displacing all points in the focus buffer
to achieve a smooth transition between focus and context
through spatial distortion. This type of transformation can
be defined through a drop-off function which models the
magnification profile of the lens. The drop-off function is
defined as

Gscale » d 8,

where d is the distance from the center of the lens and s is a
scaling factor. Distance d is obtained from an arbitrary
distance function D. A Gaussian-like profile is often used to
define drop-off function G, as it provides one of the
smoothest visual transitions between focus and context (see
Figs. 2 and 3). It can be replaced by other functions, which
are already well-described in literature [9], [18].
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Definition 1. Displacement and compositing function R

R(x,y) =
(ze + 575 ve +475) R,y (,9),
{V(z,9)|D(z,y) < Rr}, (L1)
(e + ggy Yo + 72 zy) Puma(diaan (@)
{V(z,y)|R; < D(z,y) < Ro}, (1.2)
(z,y), {¥(x,y)|D(z,y) > Ro}. (1.3)

Distance functions producing basic regular lens shapes
are easily obtained through L(P)-metrics [18]:

D:(z,y) = \/le—z|” +ly—vl”,

where (z,y) are the coordinates of a point seen through a
lens centered in (z, y.), and P € IN*. P = 2 corresponds to a
circular lens and P = oo to a square lens. As discussed later,
more complex or irregular lens shapes can easily be
obtained, e.g., by making R; and Ro angle dependent,
usually in combination with L(2).

In our approach, the overall process consists in applying
a displacement function to all pixels in the lens buffer that
fall into the transition zone: pixels between R; and MM-Ro
get compressed according to the drop-off function in such a
way that they eventually all fit between R; and Ro. Pixels of
the lens buffer can then be composited with those of the
context buffer that fall into the lens region.

When only interested in spatial distortion, generating the
final representation simply consists in replacing pixels in the
lens region of the context buffer by those of the lens buffer, in
other words, compositing them with the over operator
(ov = 1.0). But, other values of o and other operators in Porter
and Duff’s rich algebra [32] can be used to achieve interesting
visual effects. It is, for instance, possible to obtain smooth,
distortion-free transitions between focus and context by
applying an alpha blending gradient centered on the lens. Or,
as we will see later, a simple magnifier lens (R; = Ro) can be
made much more usable by making it uniformly translucent
and coupling a to its speed.

The rendering of a point (z,y) in the final viewing
window is controlled by function R (see Definition 1), where

Plens @a Peonteat

denotes the pixel resulting from alpha blending a pixel from
the lens buffer and another from the context buffer with an
alpha value of a. As with scale for distortion lenses, the
alpha blending gradient can be defined by a drop-off
function that maps a translucence level to a point (z,y)
located at a distance d from the lens center:

g('()mp td Q,

where « is an alpha blending value in [0, arr], apr being
the translucence level used in the flattop of the lens.

The flattop region corresponds to case (1.1) of Definition 1,
the transition to case (1.2), and the region beyond the lens
boundaries, ie., the context, corresponds to case (1.3).
Detailed information about the model and functions
summarized in this section can be found in the original
paper on Sigma Lenses [13].
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Fig. 4. Blending lens.

4 INSTANTIATING LENSES IN THE MODEL

In our approach to the implementation of the Sigma Lens
framework, new lenses are obtained very easily, only by
defining functions Ggae and Gomp. Some examples of
interesting transitions follow.

First, for reference, a plain and simple distortion lens
with a Gaussian-like drop-off function (Fig. 3) can simply be
obtained with the following instantiations of Gy.. and
Geomp : {Vd | R; < d < Ro}

{ gsmrlﬁ(d) = “IA“Q[i] ’ COS(R()iRI d
g(tum})(d) =10.

Figs. 1a and 2 give examples of a distortion lens with a
Gaussian-like drop-off.

The BLENDING lens described in [13], which achieves a
smooth transition between focus and context through
gradual alpha blending only (Fig. 4), is easily instantiated
using a linear drop-off for a:

_ _mR MM+1
RU—R,)J'_ 2

gsmle (d) = ]\1]\[,

Vd|R; < d < R a
{ | I 0}{gmmp(d):ﬁ'

d—grdo.

This type of lens does not feature a continuous spatial
transition between focus and context. Instead, visual
continuity is achieved through increasing translucence.

As with any lens, other distance functions can be used
[18]. L(c0), however, introduces artificial edges which give
a false impression of spatial depth; if a square lens is
required, L(3) offers an interesting approximation, smooth-
ing the edges while featuring a shape close to a square, as
illustrated in Fig. 5.

Spatial distortion and gradual alpha blending can of
course be combined. Fig. 6 shows an example of a so-
called HOVERING lens as it appears to float above the
representation.

_ 1-MM | MM-Ro—R;
gs(:ul(:(d) ~ Ro-R; d -+ 7]307[{, s

— _arr_ g _ crr-Ro
gromp(d) ~ Ri-Ro d Ri—Ro *

{Vd|R; < d < RO}{

This lens mitigates issues of both distortion-only and
alpha blending-only transitions: 1) when the user is
performing a focus targeting action,' the target object no
longer appears to temporarily move away from the

1. The low-level and ubiquitous action which consists in moving the lens
in the main window so as to position it over an object to be magnified in the
flattop is termed focus targeting [33].
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Fig. 5. Smoothing lens edges, on a magnified view of the Antarctic
peninsula [34].
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Fig. 6. Hovering Lens.

approaching flattop when entering the peripheral zone of
the transition region (an effect due to the spatial distortion)
as this zone is almost transparent; 2) this peripheral zone is
still visible (undistorted) by translucence through the inner,
distorted zone of the transition; 3) the distortion in this
inner region contributes to visually differentiating focus
and context during lens movements, and to the minimiza-
tion of the distance between the point where an object
disappears from the context and the point where it appears
in the focus area.

4.1 Speed Coupling

In addition to the transition functions described earlier, the
Sigma Lens framework allows for lens properties such as
magnification factor, radius, or flattop opacity to vary over
time. The first example of lens to make use of dynamic
properties was Gutwin’s SPEED-COUPLED FLATTENING lens
[33], which uses the lens” dynamics (velocity and accelera-
tion) to automatically control magnification. By canceling
distortion during focus targeting, speed-coupled flattening
lenses improve the usability of distortion lenses. Basically,
MM decreases toward 1.0 as the speed of the lens (operated
by the user) increases, therefore flattening the lens into the
context, and increases back to its original value as the lens
comes to a full stop. Such behavior can easily be implemented
in our approach using a simple interpolated low-pass filter
(see [13] for detailed information). Let S(¢) be the time-based
function returning a numerical value that depends on the
velocity and acceleration of the lens over time. The function is
set to return a real value in [0.0,1.0]. Making a lens parameter
such as the magnification factor M M speed dependentis then
easily achieved by simply multiplying that parameter by the
value of S(t), as shown in Fig. 7a.

| Speed-coupled Flattening Lens |
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| | > >
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MM T 1.0 ‘
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L R, Ry d R; Ry :
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Fig. 7. Lenses with speed-coupled properties.

Other properties can be made speed dependent, includ-
ing the radii Ry and Ry, as well as the translucence value in
the lens’ flattop app. For instance, the SPEED-COUPLED
BLENDING lens, which to our knowledge features the best
focus targeting performance, is also easily obtained as
shown in Fig. 7b. This lens features a larger flattop area
compared to lenses of the same size that feature a transition
zone. This makes the earlier mentioned focus targeting task
easier for the user from a purely motor perspective, but the
occlusion stemming from the absence of a smooth transition
zone counterbalances this theoretical advantage. The occlu-
sion problem is addressed by coupling arr to the speed of
the lens: the lens becomes increasingly translucent as it is
moved faster, and conversely (see Section 5 for more detail).

5 UsER STuDY: Focus TARGETING PERFORMANCE

In order to verify the above assumptions about the
properties of various lenses and their impact on user
performance, we ran a series of experiments that evaluate
lens usability in different navigation situations. We briefly
present in this section the results of studies reported in
detail in [13], that compare a set of lenses on an elementary
action involved in any navigation task: focus targeting. The
task consists in putting a given target in the flattop of the
lens and is one of the building blocks of many higher level
navigation tasks such as searching [35]. We then report in
Section 6 the results of new experiments that further test the
two most efficient lenses in a more complex navigation task
that involves both global and local navigation actions.

5.1 Apparatus

In all our experiments, we used a Dell Precision 380
equipped with a 3 GHz Pentium D processor, an NVidia
Quadro FX4500 graphics card, a 1,600 x 1,200 LCD monitor
(21”) and a Dell optical mouse. The program was written
with the multiscale 2D framework presented in Section 7.1.
The application was limited to a 1,400 x 1,000 window with
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Fig. 8. Targets’ order of appearance in a trial (targets are twice their
actual relative size for legibility purposes).

a black padding of 100 pixels in order to accommodate
instruction messages.

5.2 Task and Procedure

Our focus targeting task consisted in acquiring a target in the
flattop of the lens as quickly as possible. In our experimental
setting, the lens was centered on the mouse cursor. The task
ended when the participant clicked the left mouse button,
provided that the target was fully contained within the
flattop. Each trial consisted in performing 24 successive focus
targeting tasks in a row. As illustrated in Fig. 8, the targets
were laid out in a circular manner. The order of appearance
forced participants to perform focus targeting tasks in every
direction, as recommended by the 1IS09241-9 standard [36].
We decided to have only one target visible at a time, as we
noticed during a pilot experiment in which all targets were
visible that some participants were often taking advantage of
the layout pattern to acquire the current target object by
positioning the lens relative to that object’s neighbors.

5.3 Experiment 1: Lens Type and Focus Targeting
We first compared the focus targeting performance and
limits of five lenses described earlier: a plain MAGNIFYING
GLASS, a simple distortion lens (FISH-EYE), BLENDING,
SPEED-COUPLED FLATTENING, and SPEED-COUPLED
BLENDING (see Section 4). Focus targeting performance
was evaluated at five different magnification factors (A M).
Higher magnification factors make the task increasingly
difficult: 1) the transition area becomes harder to under-
stand as it must integrate a larger part of the world in the
same rendering area, and 2) it becomes harder to precisely
position the target in the flattop of the lens, the latter being
controlled in the motor space of the context window. To test
the limits of each lens, we included factors up to 14x. Our
experiment was a 5 x 5 within-participant design: each
participant had to perform several trials using each of the
five lenses with five different magnification factors
(MM € {2,4,6,10,14}). Ten volunteers (seven males, three
females), from 23 to 40 years old (average 26.4, median 25),
all with normal or corrected to normal vision, served in the
experiment and allowed us to collect data on 11,500 actual
focus targeting tasks.
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Fig. 9. Focus Targeting Task in a space scale diagram.

5.4 Results

Interestingly FISH-EYE and BLENDING do not significantly
differ in their performance. We initially thought that
translucence could improve user performance by eliminat-
ing the space-based transition drawbacks. Transitioning
through space indeed introduces distortion that makes
objects move away from the approaching lens focus before
moving toward it very fast, making focus targeting
difficult [33]. BLENDING does not actually overcome this
problem since it introduces a new one: the high cognitive
effort required to comprehend transitions based on
gradually increasing translucence which, as opposed to
distortion-based transitions, do not rely on a familiar
physical metaphor.

We expected speed-based lenses (SPEED-COUPLED FLAT-
TENING and SPEED-COUPLED BLENDING) to outperform
their static versions (FISH-EYE and MAGNIFYING GLASS).
Each focus targeting task can be divided into two phases: in
the first phase, the user moves the lens quickly to reach the
target’s vicinity, while in the second phase, she moves it
slowly to precisely position the target in the focus. In the first
phase, the user is not interested in, and can actually be