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Asymmetric Hamming Embedding

Taking the best of our bits for large scale image search
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ABSTRACT and by query expansion [1], which exploits the interaction between

the relevant database images.

Another way to improve accuracy consists in incorporating addi-
tional information on descriptors directly in the inverted le. This
idea was rst explored in [5], where a richer descriptor representa-
tion is obtained by Hamming Embedding (HE) and weak geomet-
rical consistency [5]. HE, in particular, was shown successful in
different contexts [15], and improved in [6, 7]. However, this tech-
nigue has a drawback: each local descriptor is represented by rela-
tively large signatures, typically ranging from 32 [15] to 64 bits [6].

In this paper, we propose to improve HE in order to better ex-
ploit the information conveyed by the binary signature. This is
done by exploiting the observation, rst made in [2], that the query
should not be approximated. We therefore adapt the voting method
to better exploit the precise query location instead of the binarized
query vector. This requires, in particular, two regularization steps
1. INTRODUCTION used to adjust the dynamic of the local query distribution. This

Large scale image search is still a very active domain. The task leads to an improvement over the reference symmetric HE scheme.
consists in nding in a large set of images the ones that best resem-As a complementary contribution, we evaluate how our approach
ble the query image. Typical applications include nding searching trades accuracy against memory with smaller number of bits. To
images on web [15], location [13] or particular object [11] recogni- Our knowledge, such a comparison has never been published.
tion, or copy detection [8]. Earlier approaches were based on global The paper is organized as follows. The datasets representing the
descriptors such as color histograms or GIST [12]. These are suf-application cases and the evaluation protocol are introduced in Sec-
cient in some contexts [3], such as copy detection, where most tion 2. Section 3 brie y describes the most related works: BOW
of the illegal copies are very similar to the original image. How- and HE. Our asymmetric method is introduced in Section 4. Fi-
ever, global description suffer from well-known limitations, in par- nally, experiments in Section 5 compare the performance of our
ticular they are not invariant to signi cant geometrical transforma- asymmetrical method with the original HE, and provides a com-
tions such as cropping. Here we focus on the bag-of-words (BOW) parison with the state of the art on image search. Its shows a signif-
framework [14] and its extension [6], where local descriptors are icant improvement: we obtain a mean average precision of 70.4%
extracted from each image [9] and used to compare images. on the Oxford5K Building dataset before spatial veri cation, i.e.,

The BOW representation of images was proved be very discrim- +4% compared with the best concurrent method.
inant and ef cient for image search on millions of images [5, 11].

Different strategies have been proposed to improve it. Forinstance,2. EVALUATION DATASETS

[11] improves the ef ciency in two ways. Firstly, the assignmentof  Thjs section introduces the datasets used in our experiments,
local descriptors to the so-called visual words is much faster thanks 55 \vell as the measures of accuracy used to evaluate the differ-
to the use of a hierarchical vocabulary. Secondly, by considering ent methods. These datasets re ect two application use-cases for

large vocabularies (up to 1 million visual words), the size of the in- \yhich our method is relevant, namely place and object recognition.
verted lists used for indexing is signi cantly reduced. Accuracy is  They are widely used to evaluate image search systems.
improved by a re-ranking stage performing spatial veri cation [9],

This paper proposes an asymmetric Hamming Embedding
scheme for large scale image search based on local descrip-
tors. The comparison of two descriptors relies on an vector-
to-binary code comparison, which limits the quantization
error associated with the query compared with the origi-
nal Hamming Embedding method. The approach is used in
combination with an inverted le structure that o ers high

e ciency, comparable to that of a regular bag-of-features
retrieval systems. The comparison is performed on two pop-
ular datasets. Our method consistently improves the search
quality over the symmetric version. The trade-o between
memory usage and precision is evaluated, showing that the
method is especially useful for short binary signatures.

Oxford5K and Paris . These two datasets of famous building

in Oxford and Paris contain 5,062 and 6,412 images, respectively.
We use Paris as an independent learning set to estimate the parame-
ters used by our method. The quality is measured on Oxford5K by
mean average precision (mAP), as de ned in [13]: for each query
image we obtain a precision/recall curve, and compute its average
precision (the area under the curve). The mAP is then the mean for
a set of queries.

Pre-print (author) version. INRIA Hc_>|idays . This_(_jatase_t contains 1491 images of per-
To be published in ACM Multimedia 2011. sonal holiday photos, partitioned into 500 groups, each of which



Figure 1: Overview of the HE indexing structure:
it is a modied inverted le. Each inverted list is
associated with a visual word. Each local descriptor
is stored in a cell containing both the image identi-
er and a binary signature (from 4 to 64 bits in our
paper). This indexing structure is also used in our
AHE method: only the score similarity is modi ed.

represents a distinct scene, location or object. The rst image of

ages is obtained by adding a short signature that re nes the rep-
resentation of each local descriptor. In this approach, a descriptor
X is represented by a tuplg(x); b(x)), whereq(x) is the visual
word andh(:) is a binary signature of lengttn computed from

the descriptors to re ne the information provided fbgx). Two
descriptors are assumed to match if

a0=qy) p |
(b)) = oy B0 DY)

whereh(b; if) is the Hamming distance between binary vectors
[br;:bm] andb® = [B); ;b2 1, andh; is a xed threshold. The
image score is obtained as the sum [5] or weighted sum [7] of the
distances of the matches satisfying (1), then normalized as BOW.

As BOW, the method uses an inverted le structure, which is
modi ed to incorporate the binary signature, as illustrated by Fig-
ure 1. The matches associated with the query local descriptors are
retrieved from the structure and used as follows.

@

ht

each group is the query image and the correct retrieval results are

the other images of the group. Again, the search quality is mea-
sured by the mAP, see [13, 5] for details. A set of images from
Flickr is used for learning the vocabulary, as done in [5].

FlickriM . In order to evaluate the behavior of our method on a
large scale, we have used a set of up to one million images. More
precisely, we have used the descriptors shared dnliyeJegou

et al., which were downloaded from Flickr and described by the

same local descriptor generation procedure as the one used for Hol-

idays. This dataset is therefore merged with Holidays and the mAP
is measured using the Holidays ground-truth, as in [7].

The recall@ measure is used for this large scale experiment. It
measures, at a particular raRk the ratio of relevantimages ranked
in top R positions. [3] states that it is a good measure to evaluate
the Itering capability of an image search system, in particular if
the large scale image search is followed by a precise spatial geo-
metrical stage, as classically done in the literature.

3. RELATED WORK

3.1 Bag-of-features representation

The BOW framework [14] is based on local invariant descrip-
tors [10, 9] extracted from covariant regions of interest [10]. It
matches small parts of images and can cope with many transforma
tions, such as scaling, local changes in illumination and cropping.

The feature extraction is performed in two steps: detecting re-
gions of interest with the Hessian-Af ne detector [10], and com-
puting SIFT descriptors for these regions [9]. We have used the
features provided by the authors for all the datasets.

The ngerprint of an image is obtained by quantizing the local

Find the nearest centroid of the query descriptoproducing
guantized indexeg(x), i.e., the visual word (VW). The entries
of the inverted list associated witifx) are visited.

ated with descriptox, whereQ is a rotation matrix for which
only the rstm rows are keptsoth® x 2 R™.

The binary signature is obtained by comparing each component
b ;i = 1::m with athreshold (). . This amounts to selecting
b=1ifb qx)i > 0, elseb = 0. The thresholdsg; are

the median values df measured on an independent learning
set for all VWsc and all bit components

Only the database descriptors satisfying Equation 1 make a
vote for the corresponding image, i.e., they vote only if their
Hamming distance is below a pre-de ned threshbld The
vote's score is 1 in [5]. Scoring with a function of the distance
improves the results [6]. We therefore adopt this choice.

All images scores are nally normalized.

Additionally, we consider in this paper two techniques [6] that
improve the results. First, multiple assignment (MA) reduces the
number of matches that are missed due to incorrect quantization
indexes. Second, the so-calledrstiness (denoted by “burst”)
handling method regularizes the score associated with each match,

to compensate the bursty statistics of regular patterns in images.

4. ASYMMETRIC HAMMING EMBEDDING

This section introduces our approach. It is inspired by the works
of Dong [2] and Gorda [4], where the use of asymmetric distances
was investigated in the context of Locality Sensitive hashing. This

descriptors using a nearest-neighbor quantizer, produced the somethod has to be signi cantly adapted in our context. Using the

calledvisual words (VW). The image is represented by the his-
togram of VW occurrences normalized with the L2 normtfAdf
weighting scheme is applied [14] to tkecomponents of the result-
ing vector. The similarity measure between two BOW vectors is,
most often, cosine similarity. The visual vocabulary of the quan-
tizer is produced using k-means. It contains a large nurkbafr
visual words. In this papek = 20;000 for the sake of consis-
tency with [5] and [6]. Therefore, the ngerprint histograms are
sparse, making queries in the inverted le ef cient.

3.2 Hamming embedding

The Hamming Embedding method of [5] is a state of the art
method extension of BOW, where a better representation of the im-

Lhttp://lear.inrialpes.fr/people/jegou/data.php

distance to hyperplanes may suf ce for pure nearest neighbor search,
where the objective is the nd the Euclide&mearest neighbor of

a given query [2]. However, in our case, this is not suf cient, be-
cause computed distances are used as match quality measurements.
Our goal is therefore to provide a soft weighting strategy that bet-
ter exploits the con dence measures of all matches to produce the
aggregated image scores.

Intra-cell distance regularization We rst adapt the lo-

cal distances so that they become more comparable for different
visual words. This is done, in our AHE scheme, by computing the
standard deviation; of the distanceh ci to the separating
hyperplanes for each of thevisual wordsc. This estimation is
carried out using a large set of vectors from an independent learn-
ing set. We used 50M Flickr descriptors for Holidays and all the



Figure 2: Empirical probability distribution func-
tion of . measured for all visual words. The large
variation of density across cells shows the need for
a per-cell variance regularization.

Figure 5: Impact of the threshold on accuracy ( m =
32 bits). Note that the ranges for hy dier for HE
(Hamming distance) and AHE (derived from nor-
malized distance to hyperplanes).

Oxford5K  Holidays
BOW [14] 403 -
BOW+soft MA [14] 49.3 -
HE+MAS5 [6] 61.5 775
HE+burst [5] 64.5 78.0
HE+burst+MAS5 [5] 67.4 79.6
AHE+burst 66.0 79.4
AHE+burst+MA5 69.8 81.9
AHE+burst+MA10 70.4 81.7
Figure 3: lllustration of HE and AHE for binary Table 1: State of the art. For [5], we report in italics
signatures of length 2. In the symmetric case, only the results obtained with the best descriptors ([5] re-
three distances are possible (0, 1 or 2) between query ports inferior results with di erent descriptors and
and database descriptor y. AHE gives a continuous with geometrical information only).

distance (re ected by the intensity of blue).

the voting score. In [6] weights are obtained as a gaussian func-
descriptors from Paris for Oxford5K. The standard deviation is ei- tion of Hamming distance. Here the weights are simply the differ-
ther computed component-wise (one per bit dimension) of for the enceh; ha (b (x); b(y)) between the threshold and the normal-
whole cell. In our case we chose the simple choice of estimating a ized “distance”. We also apply the burstiness regularization method
single parameter per cell used for all bits (isotropic assumption).  of [6]. As we will show in Section 5, its impact is very important in

As observed in Figure 2, the standard deviations signi cantly our case because the aforementioned variance regularization does

vary from one cell to another. It is then worth obtaining more com- not suf ciently balance the amount of score received by the dif-
parable values when using distances as quality measurements.  ferentquery vectors, leading individual descriptors from the query

Distance to hyperplanes . In the symmetric version, the  image to have a very different impact in the nal score. The bursti-
query projected by is binarized and compared with the database Ness regularization effectively addresses this issue.
descriptors. We instead compute the distance between the projected

query b (x) = Q x) and the database binary vectors thatliein 5§, EXPERIMENTS

the same cell (associated witfix)). The “distance” between the
ith

_ method introduced in Section 4 against the original HE one, for
da (b (X);hi(y)= jbh(X) gl J B(X) B (2 varying numbers of bits. For both HE and AHE, we report the
results obtained with the best threshold. As shown by Figure 5, the

performance is stable around this best value.

Using the asymmetric version signi cantly improves the results,
especially for short signatures. As stated in Section 4, the burstiness
regularization of [6] is important in our case: without it AHE only
achieves a slight improvement for short signatures.

This quantity is zero wher is on the same side of the hyper-
plane associated with th& component. The distances are added
for all them components to get an asymmetric “distance” between
a query descriptox and a database descriptgrde ned as

1

. _ i . .
ha (b (x); By)) = o da (B (x): B (y)) - ®) Observe the important trade-off between the search accuracy and
1=t am the signature length: using more bits clearly helps. However it is
The descriptors are assumed to matdhai{b (x);b(y))  h, important to keep this signature short so that database images re-

as for the symmetric version. For a given querythe values main indexed in memory. Multiple Assignment helps in both cases,
jb (x) q(x)i j are precomputed before being compared to the at the cost of increased query time. Unless speci ed, we used MA
database vectors. The similarity is penalized according to the dis-to the 5 nearest visual words, denoted by MAS.

tance from the hyperplane in the embedded Hamming space, Pro-Comparison with the state of the art . Table 1 compares
viding improved measurements, as illustrated by Figure 3. Inthe o, regyits with, to our knowledge, the best ones reported in the
symmetric case, it does not matter how baries from q(,); . In literature. Our approach clearly outperforms the state of the art
contrast, the distance is a continuous function in our method. on both Holidays and Oxford5K. Interestingly, for symmetric HE,
Score weighting . Similar to what is done in [6] for the sym-  our resultsifi italics ) on Oxford5K are better than those reported
metric case, the distance obtained by Equation 3 is used to weightin [6] with a geometry check. This is because on these datasets, the



Figure 4. HE vs AHE: Trade-o between memory usage (per descriptor) and search quality.

Figure 6: Search quality on a large scale (1 million
images): Holidays merged with FlickrlM.

features used in [6] are not as good as those we used here. We on
include in our comparison the results reported with learning done

6. CONCLUSION

This paper shows that a vector-to-binary code comparison sig-
ni cantly improves the state-of-the-art Hamming Embedding tech-
nique by reducing the approximation made on the query. This is
done by exploiting the vector-to-hyperplane distances. The im-
provement is obtained at no additional cost in terms of memory.
As a result, we improve the best results ever reported on two popu-
lar image search benchmarks before geometrical veri cation.

7. REFERENCES
[1] O. Chum, J. Philbin, J. Sivic, M. Isard, and A. Zisserman.
Total recall: Automatic query expansion with a generative
feature model for object retrieval. In  ICCV , October 2007.
[2] W. Dong, M. Charikar, and K. Li. Asymmetric distance
estimation with sketches for similarity search in
high-dimensional spaces. In SIGIR , July 2008.
M. Douze, H. Egou, H. Singh, L. Amsaleg, and C. Schmid.
Evaluation of GIST descriptors for web-scale image search.
In CIVR , July 2009.

y B

on an independent dataset itself. Some papers shows that learning [4] A. Gordo and F. Perronnin. Asymmetric distances for

on the test set itself improves the results, as to be expected. Bu
as stated in [7] such results do not properly re ect the expected
accuracy when using the system on a large scale.

Large scale experiments As shown in Figure 6, the Iter-
ing capability of AHE is better than HE: the recalRlmeasure is
almost as good for AHE with 16 bits as HE with 32 bits. Equiva-
lently, the performance is much better for a given memory usage.
The complexity of the method is increased compared to the orig-
inal symmetric method. In both HE and AHE, the vector has to
be projected. The main difference appears in the similarity com-
putation, which is a simplXOPRoperation following by a bit count
in HE, while we need to add pre-computed oating point values to
geth, in Equation 3. As a result, on 1 million images the search
time is roughly 1.7 times slower in the asymmetric case, on av-
erage, compared to [6]: on average searching in one million im-
ages (using 64 bits) with AHE it takes 2.9s on one processor core
against 1.7s for HE.

Acknowledgments:

This work was realized as part of the Quaero Project, funded by
OSEO, French State agency for innovation.

t
5]

binary embeddings. In CVPR , June 2011.

H. &gou, M. Douze, and C. Schmid. Hamming embedding

and weak geometric consistency for large scale image

search. In ECCV , October 2008.

[6] H. &gou, M. Douze, and C. Schmid. On the burstiness of

visual elements. In CVPR , June 2009.
[7] H. &gou, M. Douze, and C. Schmid. Improving
bag-of-features for large scale image search. IJCV , 2010.

[8] J. Law-To, L. Chen, A. Joly, |. Laptev, O. Buisson,

V. Gouet-Brunet, N. Boujemaa, and F. Stentiford. Video

copy detection: a comparative study. In CIVR , 2007.

D. Lowe. Distinctive image features from scale-invariant

keypoints. 1JCV , 60(2):91{110, 2004.

K. Mikolajczyk and C. Schmid. Scale and a ne invariant

interest point detectors. 1JCV , 60(1):63{86, 2004.

D. Niser and H. Stevenius. Scalable recognition with a

vocabulary tree. In CVPR , pages 2161{2168, June 2006.
[12] A. Oliva and A. Torralba. Modeling the shape of the scene:

’ a holistic representation of the spatial envelope. 1JCV ,

42(3):145{175, 2001.

[13] J. Philbin, O. Chum, M. Isard, J. Sivic, and A. Zisserman.
Object retrieval with large vocabularies and fast spatial
matching. In CVPR , June 2007.

[14] J. Sivic and A. Zisserman. Video Google: A text retrieval
approach to object matching in videos. In  ICCV , 2003.

[15] Z. Wu, Q. Ke, M. Isard, and J. Sun. Bundling features for

large scale partial-duplicate web image search. In CVPR
pages 25{32, 2009.

9]
(10]

[11]



