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Abstract. Adjoint techniques are introduced to perform a sensitivity analysis for mercury over Europe, using a
regional model. This approach di®ers from other techniques such as the direct and indirect approaches developed
to compute sensitivities for air quality modeling. Gaseous elemental mercury life-time being of order one year,
global or hemispherical models are usually preferred to analyze its fate and transport. In an area limited domain,
respective in°uence of incoming mercury and inner emissions °uxes have to be weighted. A local measurement
depends on the potential ground emissions, the potential incoming mass from domain borders and on the potential
initial content in mercury of the atmosphere. The sensitivities of the measurement to entire maps of emissions,
boundary conditions, etc., are computed thanks to the adjoint method since other techniques do not allow
to perform these computations directly. As an application to this methodological developments, we use the
numerical transport model Polair3D . Quantitative sensitivity maps are provided for EMEP mercury monitoring
stations. With the adjoint approach, sensitivities of a given country to other countries emissions are computed
in a straightforward manner. The yearly average sensitivity of a measurement of gaseous elemental mercury to
distant sources is shown to decrease like a power lawr ¡ 2:4, where r is the distance to a source. It is eventually
explained how the method developed here can be generalized to account for a more complex mercury chemistry,
and the modeling of oxidized species. In particular sensitivities of dry and wet deposition °uxes of oxidized species
are computed for one EMEP station.

1. Introduction

Several Chemistry Transport Models (CTM) are cur-
rently used to simulate atmospheric mercury dispersion.
Since mercury is considered as a global pollutant, due to its
relative long atmospheric life time of about one year, most
of them run on a global domain (Seigneur et al. [2001]) or
a hemispherical one (Ilyin et al. [2002], Christensen et al.
[2004]). Such models proved well suited to the study of
transboundary pollution. They also provide boundary con-
ditions for regional models. The latter are suitable for im-
pact studies needing ¯ner spatial resolution, global model
having too coarse resolution to get accurate estimations
of deposition °uxes. Some simulations are still performed
within a restricted domain (Lin and Tao [2003], Bullock
and Brehme [2002]). They generally stand as a ¯rst step
in atmospheric mercury model development, to assess qual-
itatively the impact of new reaction kinetics or to highlight
an improved parameterization of a physical process.

The ¯rst aim of this work is to assess some strength and
limitations of atmospheric mercury modeling when using a
regional model. Europe will be studied as an open system,
subject to external in°uences, encapsulated in the bound-
ary conditions, and to internal in°uences : sources, sinks,
initial bulk concentration levels. Such a study can be per-
formed from a quantitative point of view through a sensitiv-
ity analysis. First sensitivity studies focussing on the trans-
port and fate of mercury within a regional model were per-
formed in (Pai et al. [1999]; Xu et al. [2000]). The authors
have made use of the indirect technique (single perturba-
tion, or brute-force method). Their conclusions point out to
the most sensitive parameters regarding mercury deposition
such as speciation of emissions, dry deposition parameter-
ization, oxidizing species ambient concentrations, etc. In
this paper, we will be mainly interested in sensitivities to
parameters which are crucial to regional modeling of mer-
cury air concentrations. For instance, one should evaluate
the in°uence of boundary conditions on a measurement, as
compared to inner sources of mercury. We will also be inter-
ested in sensitivities to initial conditions, inner sources and

emissions. Typical questions to be answered are : what is
the annual average in°uence of westerly incoming mercury
on a local concentration measurement, compared to the re-
gional emissions in°uence? Another typical issue is to assess
the potential in°uence (knowing the meteorological condi-
tions) of European emissions on the concentrations over a
given country. Note that it is quite a di®erent question from
knowing the in°uence one country emissions have on the rest
of Europe. This last question would be directly addressed
by other known methods.

In this respect, the second aim of this work is to develop
the appropriate techniques to compute those sensitivities.
Several techniques have been developed for air quality mod-
els to study sensitivities. The Decoupled Direct Method
[DDM] (Dunker et al. [2002] and references therein) is a ro-
bust technique. It consists in exploiting the exact numerical
scheme which simulates the propagation of a perturbation
though the original numerical model. A variant is to carry
out this program systematically using automatic di®erentia-
tion (Carmichael et al. [1997]). The indirect method studies
the propagation of a perturbation in the parameters, possi-
bly using ¯nite di®erences. This technique has been used in
the study of the fate and transport of mercury (Pai et al.
[1999]). These methods made use of the forward model, or
of its formal derivative. In all cases, the forward propaga-
tion of a perturbation is studied. A quite di®erent point of
view focusses on the adjoint model (Uliasz [1983]; Daescu
and Carmichael [2003]). In that case, the perturbation is
propagated backward from the observation station to the
area mostly contributing to the measurement at the station.
This is known as the adjoint method, and in another form
Green function method (Vuillemier [1997]).

The technique we would like to advocate belongs to the
class of adjoint methods. It relies on the linearity in the
species concentrations of the models of mercury transport
and fate. Because of this property, some simpli¯cations to
the adjoint variational methods used in air quality models
(Elbern [1999]) focussing on photo-chemistry are operated.
Such an approach has been emphasized in (Uliasz [1983];
Marchuk [1995]). A similar approach has been used for CO2
inverse modeling (Kaminski et al. [1999]) through the tech-
nique of the Jacobian (actually equivalent to the method we
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advocate). However it was formulated for a global domain.
The adjoint analysis in presence of boundaries is somewhat
more intricate (Uliasz [1983]). A recent work (Cosme et al.
[2005]) has applied those techniques to the investigation of
origin of sulfur compounds detected in Eastern Antarctica.

The method we develop in this paper has advantages
over previously used sensitivity analysis techniques. First,
thanks to the linearity assumption, adjoint solutions which
synthesize all ¯rst-oder sensitivities can be computed once
and for all. As a consequence, various analysis can later be
performed quickly and e±ciently on a single PC, using the
stored adjoint solutions. Second, because of the backward
point of view (speci¯c to adjoint methods), quantitative re-
sults such as sensitivities of measurement or an average mea-
surement over a large area (such as a country) with respect
to emissions, boundary conditions, etc, can be obtained in a
single run. Forward methods (both direct and indirect) are
not as straightforward (Ilyin et al. [2003]).

To emphasize the advantages of the method, it will be ap-
plied on several mercury sensitivity problems. The method
stands as an alternate way to establish source-receptor re-
lationships, focussing on the receptor as a starting point
of the computation, instead of the sources (Seigneur et al.
[2004]). Sensitivity of a measurement at a given receptor
to all domain sources (and mercury species) will be com-
puted in a single run of the adjoint model. As another
application building on the previous one, the average in-
°uence of sources on a station will be computed in terms
of the source-receptor distance. The adjoint techniques will
be shown to help quantify the mercury budget within the
limits of a regional model. Regional modeling of mercury
transport should bene¯t from that analysis.

In section 2 of this paper, the mercury dispersion model
used to exemplify the method is detailed. In section 3, the
way adjoint methods should be used to study open systems
is advocated, both for the continuous and the numerical (dis-
crete) models. In section 4, it is shown how these develop-
ments help carrying out a quantitative sensitivity analysis
and ¯rst results on mercury over Europe are exposed. In
section 5, the methodology is generalized to a more complex
chemistry accounting for oxidized species and an application
is given. Conclusions are given in section 6.

2. Simulating mercury over Europe

The transport and fate of mercury is governed by the
equation :

@c
@t

+ div ( u c) ¡ div ( K r c) + ¤ c = ¾ : (1)

It describes the temporal evolution of mercury concentration
@c
@t

, under the in°uence of the following processes :

² the advection by wind u , div ( u c),
² the turbulent di®usion term with K the eddy di®usiv-

ity tensor, div ( K r c),
² the chemistry and wet scavenging process are altogether

described by ¤ c,
² and the volume emission term, ¾.
Another important physical process is the dry deposition,

enforced here as a boundary condition :

(K r c) ¢n = E ¡ vdep c ; (2)

with the normal surface vector n , outward oriented, the
ground emission term E and the dry deposition term vdep c
(vd is the dry deposition velocity). ¤ and vdep depend specif-
ically on mercury-related physical parameterizations.

2.1. Physical parameterizations

Mercury can be found under multiple forms in the at-
mosphere, elemental mercury, Hg(0), representing by far
the dominant one in mass (95-99 %, (Ryaboshapko et al.
[2002])). Oxidized or divalent mercury species also ex-
ist, carried by atmospheric particle (HgP) or not (Hg(II)).
Mercury under all these forms is present in both gaseous
and aqueous phases. Residence times in the atmosphere of
mercury species vary between one year for gaseous elemen-
tal mercury [GEM] (Lindqvist and Rodhe [1985]), days to
weeks for particulate mercury and hours to days for oxi-
dized species (Seigneur et al. [2003]). Life time of mercury
species are related to their physical and chemical properties
that largely in°uence their rates of dry and wet deposition
(Schroeder and Munthe [1998]). Consequently to its long life
time GEM is well mixed in the atmosphere, concentration
¯elds are quite homogeneous with typical values in the range
of one to two ng:m¡ 3 . With modeling issues in mind, this
behavior suggests that boundary conditions for a regional
model are rather in°uential.

Although GEM has a low reactivity and solubility, one
should take into account its possible chemical and physi-
cal transformations into oxidized mercury species, which are
much more soluble and hence likely to be quickly deposited.
Gaseous oxidation rates of mercury are quite weak over Eu-
rope, either because reaction kinetics are relatively slow
(with O 3 for example, Hall [1995]) or the oxidant species
concentrations are low (it is the case with hydroxyl radi-
cals, Sommar et al. [2001]). However fast mercury deple-
tion events (MDE) occur over polar regions. These MDE,
involving molecular and atomic halogens, are currently ad-
dressed in several works (see Ariya et al. [2004] and ref-
erences therein). Since Arctic, and more precisely marine
frozen area, do not represent an appreciable part of our
regional domain, these fast processes in gaseous phase are
not treated. In aqueous phase reactions implying mercury
species may have fast kinetics. Oxidized mercury species
in aqueous phase can be adsorbed by particulate matter to
form particulate mercury.

Two mercury chemistry models have been implemented
in the model we use in this work : Polair3D (Sportisse
et al. [2002]; Sartelet et al. [2002]; Boutahar et al. [2004]).
The ¯rst one is a simple model allowing to simulate mercury
chemical behavior through a scavenging ratio (Petersen et al.
[1995]). Only one transport equation for GEM is resolved.
Forced concentration ¯elds are used for O3 and particulate
matter to determine the scavenging ratio obtained with sev-
eral equilibria hypothesis and consideration on concentra-
tions magnitude. An interesting point is that the chemistry-
scavenging term in Eq.(1) as the other ones is linear. In
practice, numerically modeled GEM nearly behaves like a
passive tracer because scavenging coe±cients are quite low.
The second, conceived on the basis of more complex mod-
els (Ryaboshapko et al. [2002]), represents several mercury
species interacting in gaseous and aqueous phases. Simu-
lations for the year 2001 have been performed with both
models and results compare well with the available EMEP
measurements for air concentrations (Roustan et al. [2005]).

In section 3 and 4, the sensitivity analysis is focussed on
GEM concentrations. Its simulation only necessitates the
simpli¯ed model. In currently developed models, a more
complex chemistry allows for a more precise evaluation of
oxidized species concentration ¯elds and therefore better de-
position °ux patterns. The second model will be used in
section 5 to obtain sensitivity of the depositions °uxes with
respect to oxidized species.

Two di®erent removal mechanisms of pollutants from the
atmosphere are usually considered : wet and dry deposition.
In the case of mercury these processes are known to be the
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main pathways from the atmosphere to biological organisms,
especially in the aquatic food chain.

Usually dry deposition represents three consecutive pro-
cesses that bring pollutant from the atmosphere to soil sur-
face under dry conditions (Wesely and Hicks [2000]). Turbu-
lent di®usion is the dominant process taking place in most of
the layer between the reference height where dry deposition
velocity is estimated, and the soil. Gaseous molecular di®u-
sion becomes the major process in the last millimeters cor-
responding to quasi-laminar layer. The mass transfer pro-
cess from the air to the canopy (absorption/adsorption by
vegetals or surface water, etc) completes the removal mech-
anism. Each step of the transfer is represented by a depo-
sition resistance, the inverse of the sum of the resistances
being the dry deposition velocity. The pollutant dry deposi-
tion °ux is given by the product of pollutant concentrations
by the dry deposition velocity. For current simulations a
big-leaf model is used, i.e. the canopy is treated as a single
leaf without taking into account its vertical structure, which
would be done by multi-layer model. Resistances parameter-
ization are inspired by (Baer and Nester [1992]) with some
improvements, in particular for the quasi-laminar boundary
resistance over sea (Hicks and Liss [1976]) and the canopy
water content consideration in canopy resistance (Brook et
al. [1999]). Those parameterizations are further detailed in
(Roustan et al. [2005]).

Wet deposition can be split into two phenomena, in-cloud
scavenging and below cloud scavenging. In-cloud scavenging
deposition results from pollutant mass transfer into cloud
drops followed by transport to the surface during precip-
itation events. The mass transfer can be treated by the
chemistry model with Henry equilibrium hypothesis or using
kinetic consideration if the equilibrium state is not reached.
The mass removed by rain is estimated with a scavenging
coe±cient depending on rain intensity and cloud liquid wa-
ter content. Below cloud scavenging represents e®ects of
falling rain drops on pollutant in the atmosphere, here again
a scavenging coe±cient is used to determine the deposition
°ux. Obviously the impact of these two phenomena depend
on pollutant solubility and precipitation intensity. As said
previously, the simple model take into account the chemical
processes through a scavenging ratio. Instantaneous Henry
equilibrium hypothesis is used due to the low solubility of
Hg(0). Aqueous species are not explicitly simulated. For
these reasons it may be more appropriate to speak here sim-
ply about wet scavenging rather than below and in-cloud
scavenging. For the complex model used in section 5, both
processes are distinctively treated. The below cloud scav-
enging is determined using the parameterization studied in
(Sportisse and du Bois [2002]). The chemistry model deals
with the mass transfer between gaseous and aqueous phase
and the scavenging coe±cient is determined according to
(Roselle and Binkowski [1999]).

2.2. A regional model

The transport and physics of mercury is meant here to
be simulated over Europe. The domain which is considered
(Fig.1) extends in space from 12:375± W to 37:125± E in lon-
gitude and from 36± N to 72± N in latitude. One to ¯ve years
of mercury dispersion are simulated. Direct and backward
simulations are mainly performed for the year 2001. A con-
stant grid resolution of 1 :125± is taken along longitude and
latitude for the grid of 44 £ 32 cells respectively. The 14 ver-

tical levels, de¯ned in a z-coordinate system, cover the lower
troposphere from the ground to 5233 m in relative height.
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Figure 1. Representation of the domain D. Symbols
¤, ±, and N indicate gaseous mercury stations, gaseous
heavy metal stations, and precipitation stations respec-
tively.

The domain is designated by  and it is the product of
its spatial and temporal components  = D £ [0; ¿]. The
boundaries of the domain  are denoted @ 0 , @ ¿ , @ b,
@ t , @ n , @ s , @ w and @ e, for respectively the initial,
¯nal, surface, top, North, South, West and East boundaries.
The boundary of the space domain is denoted @D. A dis-
tinction is to be made between border interfaces where the
wind is incoming, and border interfaces where it is outgoing.
Hence the spatial boundary splits into @D = @D+ [ @D ¡
(+ means incoming, and ¡ means outgoing). Note that
this decomposition is time-dependent. We will also denote
@ § =

S
t @D§ [t ]. Finally, @D, the spatial boundary of

D, is made up of the bottom (surface), top, North, South,
West and East borders, @Db, @D t , @Dn , @Ds , Dw , and @De
respectively.

To support some of our results, forward simulations will
be performed. However, the actual boundary condition val-
ues used in those simulations are secondary. Since the trans-
port and fate of mercury is linear, sensitivities do not de-
pend on them. For these simulations the following bound-
ary conditions are implemented : 1.75 ng:m¡ 3 at West, 1.7
ng:m¡ 3 at East, 1.5 ng:m¡ 3 at South and 1.42 ng:m¡ 3

at North. These values are proposed by the Meteorologi-
cal Synthesizing Centre - East (MSC-E) in a ¯rst approach
(http://www.msceast.org/ ). In addition a value of 1.6
ng:m¡ 3 at the top of the domain was chosen. The rele-
vance of these choices are discussed in (Roustan and Boc-
quet [2005]). However, the precise values do not have any
consequence on the sensitivity analysis carried out in this
paper.

3. Adjoint transport in an open domain

Adjoint analytical and numerical techniques will now be
applied to the study of mercury concentration sensitivity in
the framework of a European dispersion model.

3.1. Continuous analysis

Consider the transport equation Eq.(1). It may be mul-
tiplied against a test function Á de¯ned on the whole space-
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time domain  :
Z


dtdx Á

µ
@c
@t

+ div ( u c) ¡ div ( K r c) + ¤ c ¡ ¾
¶

= 0 :

(3)
Á is assumed su±ciently regular for the integrals to be prop-
erly de¯ned. The ¯rst term can readily be transformed into

Z


dtdx Á

@c
@t

= ¡
Z


dtdx c

@Á
@t

+
Z

D
dx [c(¿)Á(¿) ¡ c(0)Á(0)] :

(4)

Using the continuity equation for an incompressible °uid
div( u ) = 0 (an assumption which is consistent with Eq.(1),
but not necessary to the derivation of an adjoint), the ad-
vection term can be transformed into

Z


dtdx Ádiv ( u c) = ¡

Z


dtdx cdiv ( u Á)

+
Z

@D£ [0 ;¿ ]
dtdS ¢(Ácu ) :

(5)

As for the di®usion term, one gets
Z


dtdx Ádiv ( K r c) =

Z


dtdx cdiv ( K r Á)

+
Z

@D£ [0 ;¿ ]
dtdS ¢(ÁK r c ¡ cK r Á)

(6)

Gathering these terms, one obtains

0 =
Z


dtdx c

µ
¡

@Á
@t

¡ div ( u Á) ¡ div ( K r Á) + ¤ Á
¶

¡
Z


dtdx Á ¾+

Z

D
dx [c(¿)Á(¿) ¡ c(0)Á(0)]

+
Z

@D£ [0 ;¿ ]
dtdS ¢(cK r Á ¡ ÁK r c)

+
Z

@D£ [0 ;¿ ]
dtdS ¢(Ácu ) :

(7)

This identity is valid for any test function Á. Our goal is
to make a choice for Á, which allows to connect modelled
measurements to the inputs of the model (sources, emis-
sions, transboundary transport), in the most convenient
way. First, we would like the ¯rst integral to represent a
concentration measurement. This measurement (of value ¹ i ,
performed on site i ) is completely characterized by a sam-
pling function ¼i :  ! R, such that

R
 dtdx ¼i (x ; t ) = 1

and
¹ i =

Z


dtdx ¼i (x ; t ) c(x ; t ) : (8)

It is therefore natural to require for Á, which we shall de-
note from now on c¤

i , to be a solution of the retro-transport
equation

¡
@c¤i
@t

¡ div ( u c¤
i ) ¡ div ( K r c¤

i ) + ¤ c¤
i = ¼i : (9)

To characterize c¤
i completely, boundary and initial condi-

tions must be speci¯ed. As is clearly seen from Eq.(9), the
adjoint solution c¤

i corresponds to a transport backward in
time. However it is not the reverse of the direct model so-
lution. The wind ¯eld is the opposite of the direct model
wind-¯eld. As a consequence, an outgoing (from the domain
D) wind °ow for the direct model is actually an incoming
wind °ow for the adjoint model. In order to specify the
incoming mercury, one therefore needs to specify its concen-

tration on @D ¡ at any time. For simplicity,

8 (x ; t ) 2 @ ¡ ; c¤
i (x ; t ) = 0 ; (10)

is assumed (among other possible choices). This reduces the
last integral of Eq.(7) from an integral over @D £ [0; ¿] to an
integral over @ + .

In addition, the di®usive °uxes ¡ K r c and ¡ K r c¤
i at

the top and lateral boundaries @D are taken to be null. How-
ever at the surface, ¡ K r c is no di®erent than the surface
emission J . In a similar fashion, ¡ K r c¤

i is given a value
J ¤

i at the surface which is to be prescribed later on.
Finally, the adjoint concentration ¯eld c¤

i is set to be null
at initial time, which is t = ¿ (simplest choice over many
possible).

Eventually, one obtains for this almost completely speci-
¯ed adjoint solution

¹ i =
Z


dtdx c¤

i ¾+
Z

@ 0

dx c¤
i c

+
Z

@ b

dtdS ¢(cJ ¤
i ¡ c¤

i J ) ¡
Z

@ +

dtdS ¢(c¤
i cu ) :

(11)

As for J ¤
i , the simplest choice would be to take it null. Let

us denoten the unit vector orthogonal to the boundary, ori-
ented outward (d S = d S n ). In Polair3D , J ¢n stands ac-
tually for vdep cj b¡ E . That is why the choice J ¤

i ¢n = vdep c¤
i j b

allows for a simpli¯cation in the kernel :
Z

@ b

dtdS ¢(cJ ¤
i ¡ c¤

i J ) ! ¡
Z

@ b

dtdS ¢(c¤
i E ) ; (12)

with E = ¡ E n . Therefore this speci¯c choice of the ad-
joint solution makes the connection between the output and
the surface emission clearer. This choice of adjoint solution
stipulates dry deposition is to be taken into account in the
calculation of the retroplume.

Formula (11) makes a clear connection between inputs
(J , ¾, c on @ + , c on @ 0 , possibly c on @ b) and the
output ( ¹ i ). The adjoint solution stands as a kernel char-
acterizing the linear operator making the connection. Once
the adjoint solution is stored, the output can easily be calcu-
lated from any set of input. When obtaining sensitivities to
emissions, ground sources, boundary conditions, only slices
of the retroplume on the boundaries need to be stored.

3.2. Application to a numerical transport model

The analysis performed above is based on a continuous
modeling. However to perform numerical calculations with
a dispersion model, an analog analysis should be carried out
for the numerical model. The dual analysis we have done
which led to continuous adjoint solutions should be carried
over to the discrete case. However, this is not straightfor-
ward (see the discussion of Hourdin et al. [2005] in the case
of a passive tracer).

The domain  is discretized into a grid (seen as a set of
cells)  =

S
k  k , where  k is a grid-cell. k is the running

index of the (space and time) discretization mesh. A border
cell belongs to one of the grid boundaries @ 0 , @ ¿ , @ b,
@ t , @ n , @ s , @ w and @ e. Boundaries @ § are the grid
cells forming the one layer boundary of , discretized analog
of @ § .

In this paper, we will apply our methods using the Chem-
istry Transport Model Polair3D ((Sportisse et al. [2002];
Sartelet et al. [2002]; Boutahar et al. [2004]; Roustan et
al. [2005])). The numerical code is based on a ¯rst or-
der time splitting algorithm allowing to separate tempo-
rally chemistry (when relevant), advection and di®usion.
The advection scheme is a third-order Direct Space Time
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(DST) scheme (Spee [1998]) with the Koren-Sweby °ux lim-
iter function. Its related temporal scheme is explicit. The
di®usion scheme is a spatially centered three-point scheme.
Its related temporal scheme is a semi-implicit Rosenbrock
scheme. As a consequence, there is no simple closed dis-
crete equation analog to the continuous transport Eq.(1).
So there is no obvious dual treatment, which would lead ex-
plicitly to the adjoint numerical code (not to mention possi-
ble non-linearity in the advection scheme). Polair3D was
however coded in such a way that it can be automatically
di®erentiated and its adjoint obtained (Mallet and Sportisse
[2004]).

Still, we intend to go further without resorting to au-
tomatic di®erentiation. The spatial discretization schemes
are not problematic since there are explicit. Taking the ad-
joint of the time discretization is more intricate. Actually
the ¯rst-order splitting is time-symmetric by construction,
so that the adjoint numerical code is also in the form of
a ¯rst-order splitting. The time discretization of advec-
tion being explicit, the time-reversal operation is an easy
task and leads to an equivalent explicit scheme. The time
di®usion scheme being a Rosenbrock semi-implicit scheme,
the time-symmetry is slightly broken, but only because K z
is time-dependent (though linear, the eddy-di®usion opera-
tor is not constant). Therefore it appears that, in its lin-
ear regime, Polair3D is almost time-symmetric. It can
be shown that (still in its linear regime) the bulk part of
Polair3D is space-symmetric for the eddy-di®usion part
and space-antisymmetric for the advection scheme. Detailed
calculations show that the adjoint of Polair3D would be
Polair3D itself, antisymmetric ¯elds such as wind ¯elds be-
ing reversed, if not for occasional non-linearity and if not the
K z time-dependence. As a conclusion, the numerical model
can be used to simulate adjoint solutions, using the speci¯c
of the adjoint equation (backward in time, wind ¯elds re-
versed, kinetic matrix transposed). This provides with an
e±cient method to calculate approximate adjoint solutions.

The calculations not only yield the bulk term of the ad-
joint numerical schemes, but also the boundary terms, which
are crucial to our analysis.

We can summarize the results of those calculations with
the formula :

¹ i =
X

k 2 

c¤
i;k ¾k +

X

k 2 @ 0

c¤
i;k ck

+
X

k 2 @ b

¡
c¤

i;k Jk ¡ ck J ¤
i;k

¢
+

X

k 2 @ +

c¤
i;k Fk ;

(13)

very similar to its continuous counterpart. Space and time
volume elements which appear in the discretized sums have
been integrated into the sources ¾k , space volume elements
have been integrated into the initial concentrations ck j 0 ,
whereas surface elements have been integrated into the emis-
sions J ¤

i;k = ¡ n ¢F ¤
i;k and Jk = ¡ n ¢J k , and the advection

°uxes Fk = ¡ n ¢F k . Therefore, they are all expressed in
units of mass. The numerical advection °ux Fk could be
speci¯ed precisely in terms of boundary concentrations and
wind ¯elds, with the details of the adjoint calculations. It is
positive by de¯nition on @ + .

In the case whereJ ¤
i ¢n = vdep c¤

i j b, Eq.(13) simpli¯es to

¹ i =
X

k 2 

c¤
i;k ¾k +

X

k 2 @ 0

c¤
i;k ck

+
X

k 2 @ b

c¤
i;k Ek +

X

k 2 @ +

c¤
i;k Fk :

(14)

As explained before, several mild approximations are used
to compute adjoint solutions. In the next section, the va-
lidity of this approximation will be tested. It incidentally
exempli¯es a few di®erences between a forward approach to

calculate sensitivities (direct and indirect methods) and the
adjoint approach.

3.3. Matching the forward and adjoint approaches

Formula (14) has decomposed a concentration measure-
ment in terms of contributions from sources, from ground
emissions, from incoming °uxes, which multiply parts of the
adjoint solution. On the other hand, the direct formula (us-
ing forward simulations) for the same measurement reads

¹ i =
X

k 2 

¼i;k ck : (15)

Owning to superposition principle (because of the linear-
ity of the model), the components of ¹ i ascribable to the
sources, incoming °uxes, etc, are computed in a forward sim-
ulation by shutting o® all contributions but the one studied
(single perturbation). A comparison can then be established
between the components of ¹ i computed by simulation and
those calculated by the adjoint technique. If the numerical
solution c¤

i was a perfect adjoint solution to the concentra-
tion ¯eld c, then one should expect Eq.(14) and Eq.(15)
to yield exactly the same result within numerical roundo®
errors. So would one for the separate contributions to ¹ i .
However, due to the approximations used, this should not
necessarily be so. Nevertheless, the discrepancy should be
small. This discrepancy is both a test for the approxima-
tions made in the computation of the adjoint solution and
when taking the numerical model to be linear.

Such a test was performed for a set of stations for year
2001. p = 52 sites have been chosen to perform adjoint
simulations. They correspond to measurement stations be-
longing to the EMEP network in charge of the heavy met-
als monitoring (Aas and Hjellbrekke [2003]). The ¯rst four
are devoted to the observation of mercury air concentra-
tions (Mxx). The next twenty (Pxx) are originally intended
for the air concentrations measurement of other heavy met-
als (for example lead and cadmium). The last twenty-eight
(Dxx) correspond to survey stations for concentration in pre-
cipitation. Since some stations are equipped for both air and
water measurements, they are not used twice. The stations
sites have been plotted in Fig.1.

We have estimated statistically the error committed be-
tween the direct and the indirect calculations of the measure-
ments ¹ i . The bias is 0:05 ng:m¡ 3 , the fractional bias is 2 :3
%, the normalized root mean square is 2:8 %, and the indi-
vidually normalized root mean square (in that case, the nor-
malization is not global but for each measurement discrep-
ancy) is 2:3 % (see appendix A for a proper de¯nition). We
consider these errors to be acceptable for the following sensi-
tivity analysis. As for the errors due to small non-linearities
(advection scheme, possibly clipping of concentrations), the
di®erences between a multiple single-components runs and
a single multiple-component runs have been checked. This
tests the additivity principle. The di®erence is negligible
with a maximum not exceeding 0 :5 %. So that the non-
linearity introduced to numerically model linear processes is
not an issue.

This test is yielding byproducts concerning the relative
contributions of mercury sources, incoming °uxes, initial
state, to observations. Below are given four examples of
stations. The ¯rst two are drawn from the four European
GEM stations mentioned here : the ¯rst one is located at
Mace Head (Ireland) (IE31 in the EMEP nomenclature),
very close to the North-West corner of the domain, the sec-
ond one is in Pallas (Finland) (FI96), North-East of the
domain. Both are strongly in°uenced by boundary condi-
tions, and little by European emissions, in particular the
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anthropogenic ones. The next two stations are observation

stations for cadmium and lead. They are given as examples

because of their central location : Deuselbach (Germany)

(DE04) and Topolniky (Slovakia) (SK07), where we expect

European emissions to be much more in°uential.
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Figure 2. Locations of the four stations described in
section 3.3 (N) and location of the station used for appli-
cations in sections 4.4 and 5.3 (² ).

Results are compiled in table 1.

3.4. Contributions at a receptor

For o®-center stations, European emission direct contri-

bution is limited to a few percents, whereas for central sta-

tions it is up to 30%. By direct contribution it is intended

that the measurement incorporates contribution from tra-

jectories that remain within the domain . There are how-

ever trajectories that go out of the domain, come in later

and eventually reach the station to contribute to the mea-

surement. Those are not taken into account directly but

hopefully through the undi®erentiated incoming advected
mercury (see Fig. 3).
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(c)

(a)

(b)

Figure 3. Possible trajectories for a mercury parti-
cle from the emitter (disk) to the monitoring station
(square). Those coming out, then in, (b,c) are not ac-
counted for in the emission contribution but rather in
the incoming mercury °ux, contrary to inside trajecto-
ries (a).

This is one limitation, though well circumvented, of the
limited-domain approach. Therefore 30% must be under-
stood as a lower bound for the European contribution to
(re-)emissions.

Table 1. Contribution to GEM concentrations in ng :m¡ 3

for year 2001 over Europe, as computed from direct simula-
tions (right), and from adjoint simulations (left).

Station Winds Emissions Total
Mace Head

IE31
1.735 - 1.717 0.163 - 0.137 1.901 - 1.856

Pallas
FI96

1.582 - 1.541 0.088 - 0.086 1.670 - 1.625

Deuselbach
DE04

1.690 - 1.647 0.875 - 0.819 2.565 - 2.469

Topolniky
SK07

1.665 - 1.641 1.092 - 1.061 2.757 - 2.708

4. First-order sensitivity analysis using the
adjoint method

The source-receptor method tells what impact an emit-
ting region has on the other regions. It requires a direct
simulation (forward model). Such an analysis is possible
because the transport and chemistry of mercury are linear
or more accurately considered so. Indeed this allows a re-
gion to be studied independently of the others. Then the
additivity principle applies. Single perturbation techniques
and the DDM method are appropriate for these studies.

4.1. Adjoint solutions and sensitivities

However it is quite a di®erent question to know what ef-
fects emissions from the rest of the world have on a region.
It raises the question of the sensitivity of the region with
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respect to emissions from itself and/or other regions. It re-
quires a backward simulation but also relies on the linearity
hypothesis.
4.1.1. Extracting the sensitivities

Formally, sensitivities are given by the functional par-
tial derivative of the measurement ( ¹ i is the concentration
level of the local grid-cell region) with respect to local ¯elds.
What can be learnt from Eq.(11) is

±¹ i

±¾
= c¤

i ;
±¹ i

±cj 0
= c¤

i j 0 ;
±¹ i

±(J ¢n )
= ¡ c¤

i j b ;

±¹ i

±cj b
= J ¤

i ¢n ;
±¹ i

±cj +
= ¡ (c¤

i u ) j + ¢n :
(16)

where J = J ¢n . + and ¡ are referring to incoming and
outgoing boundaries. 0 and b are referring to initial state
and surface state.
4.1.2. Average sensitivity

The adjoint solution pieces can be represented by very
large ¯elds. In some cases they depend on position and
time. To represent them graphically, one therefore needs
moments of the ¯eld, such as the temporal mean. Sensi-
tivity to emissions can therefore be investigated through its
temporal mean on a 2D map. However the meaning of an
averaged sensitivity is not obvious. For the demonstration,
assume the emission ¯eld E (x ; t ) is constant in time. Then
the measurement equation reads

¹ i = ¡
Z

@ b

dtdS ¢(c¤
i (x ; t ) E (x )) + ¢ ¢ ¢ (17)

= ¡
Z

@ b

dS ¢E (x )
Z

[0 ;¿ ]
dt c¤

i (x ; t ) + ¢ ¢ ¢: (18)

As a consequence,

±¹ i

±E(x )
=

Z

[0 ;¿ ]
dt c¤

i j b(x ; t ) ; (19)

and the time-averaged sensitivity to emissions can be in-
terpreted as the sensitivity to a time-independent emission
¯eld.
4.1.3. Numerical sensitivities

As for the numerical model, the sensitivities are

±¹ i

±¾k
= c¤

i;k ;
±¹ i

±(ck ) j 0

=
¡
c¤

i;k

¢
j 0

;
±¹ i

±Ek
=

¡
c¤

i;k

¢
j b

;

±¹ i

±(ck ) j b

= ¡ J ¤
i;k ;

±¹ i

±Fk
=

¡
c¤

i;k

¢
j +

;

(20)

which is derived from Eq.(14). Those sensitivities are not in-
dependent from one another. Moreover they are complete,
which means that measurements at site i are fully deter-
mined by the knowledge of ¾k , (ck ) j 0 , Ek , (ck ) j b,

¡
c¤

i;k

¢
j +

,
and Fk . A di®erent choice for the adjoint solution and/or
its boundary conditions would have lead to a di®erent set of
sensitivities, as much consistent as the previous one.

4.2. Sensitivities for a typical receptor

Given Eq.(11), the ¯rst level sensitivities are essential
since they determine the in°uence of emissions and re-
emissions on the measurements at sitei . Maps of the mean
sensitivities for the years 1997 to 2001, as well as a ¯ve
years average are drawn on Fig.(5) for Pallas (Finland) and
on Fig.(6) for Topolniky (Slovakia). The moderate variabil-
ity of the sensitivity from year to year is clear. However year
2001 does not seem very representative of all years. As Pal-
las is o®-centre, the sensitivity is in°uenced by the borders,
as opposed to the sensitivity of Topolniky. The yearly av-
eraged adjoint solutions are of di®usive nature as advection

processes act as di®usion in the long term. However they are

of super-di®usive nature. As a consequence spatial decrease

from the site location should be proportional to the inverse

of the distance r to some power®. For Fickian di®usion, ® is

one. Here it is about 2:4, consistent with the exponent that

three-dimensional turbulence Kolmogorov power law would

yield theoretically. Practically, the yearly-mean in°uence

of a remote source is much weaker on a receptor than pre-

dicted by a naive analysis based on Fickian di®usion. This

is illustrated in Fig.4.

0 500 1000

distance (km)

0

0.5

1

1.5
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p 

/ (
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r 
   

 )
-a

Figure 4. Ratio of the radial mean pro¯le (rmp) of the
retroplume from the receptor at Deuselbach (DE04) (av-
eraged over the directions and ¯ve years of simulation)
to a reference pro¯le A:r ¡ ® with ® ' 2:4, with A chosen
such that the ratio is 1 at r = 1000 km.
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Figure 5. log10 ( ¹s =¹smax ), where ¹s is either the annual
average emission sensitivity ((a),(b),(c),(d) and (e)) or
the ¯ve years average emission sensitivity (f) and ¹smax

the maximum over the domain of the ¯ve years average
emission sensitivity, for the receptor site FI96 located at
Pallas (Finland).
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Figure 6. log10 ( ¹s=¹smax ), where ¹s is either the annual
average emission sensitivity ((a),(b),(c),(d) and (e)) or
the ¯ve years average emission sensitivity (f) and ¹smax

the maximum over the domain of the ¯ve years average
emission sensitivity, for the receptor site SK07 located at
Topolniky (Slovakia).

Slices of the adjoint solution on the borders of the do-
main, as well as the ¯nal bulk state are sensitivities for the

incoming advected GEM °uxes and the GEM initial concen-
trations. Typical examples of such slices are given in Fig.(7).
The ¯rst graph (a) of this panel represents the average sen-
sitivity to the North face of the domain, for the obervation
site FI96. For site SK07, in central Europe, the sensitivity
is clearly much weaker (graph (b)) but also much more dif-
fuse. Graphs (c) and (d) represent sensitivities to the initial
state for site SK07 for a ¯ve years experiment and a one
year experiment respectivily. As expected, sensitivities for
a ¯ve years integration are about ¯ve times weaker then for
a one-year integration.

Figure 7. log10 ( ¹s=¹smax ). For (a) and (b), ¹s is the ¯ve
years average sensitivity to the North face of the domain
for the receptor site FI96 (a) and SK07 (b). ¹smax is the
maximum over the North face (located at 72 ± N) of ¹s for
receptor FI96. For (c) and (d), ¹s is the initial state sen-
sitivity in SK07 for ¯ve years and for one year ((c) and
(d) respectively). ¹smax is the maximum over the domain
of the initial state sensitivity for one year ((c) and (d)).

4.3. Transboundary transport sensitivity analysis

Transboundary pollution by mercury inside Europe has
been studied in (Ilyin et al. [2003]). It was emphasised that
the mercury reduction impact was impeded by transbound-
ary transport between countries with a still high level of
emission and countries with a signi¯cant reduction. The
sensitivity analysis advocated here can tell how sensitive a
country is to the rest of Europe. To do so, the sampling
function ¼i is chosen as the support function of the country
considered. It also allows for another way to compute the
impact of European emissions on the country via the duality
relation (Eq.(13) and Eq.(14) ).

Some examples of sensitivities are given for Germany,
France and the Czech Republic in Fig.8.

The Czech Republic has a low level of mercury emission
but is strongly a®ected by transboundary pollution coming
from East Germany and Poland (Ilyin et al. [2003]). Figure
8 helps quantify this potential in°uence coming from me-
teorological conditions, geography, and mercury dispersion
(actually any in°uence but the magnitude of the emissions).
It clearly demonstrates by numbers the sensitivity of the
Czech Republic to its neighbors. Temporal variabilities of
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these sensitivities are also illustrated (average over 2001 and

the ¯rst three months of 2001).

Figure 8. log10 ( ¹s=¹smax ), where ¹s are the trans-
boundaries annual emission sensitivities for Germany (a),
France (b) and the Czech Republic (c). In the case of the
Czech Republic examples of monthly averaged sensitiv-
ities are also given to demonstrate the intra-year vari-
ability of the sensitivity ((d), (e) and (f)). ¹ smax is the
maximum over the domain of the annual average emis-
sion sensitivity for the considered country.

4.4. A speci¯c application to the sensitivity analysis

SE02 is a mercury station located at RÄorvik, Sweden and

is part of the EMEP heavy metals survey network. The con-

centration level measured at the very beginning of 2001 is

quite di±cult to explain by modeling. Predicted mean con-

centrations for January are about 2 :3 ng:m¡ 3 , quite far from

the 1:5 ng:m¡ 3 observed. The contribution of the average

simulated concentration in the second half of January (see

table 2) gives a source and emission total of 0:75 ng:m¡ 3 ,

an advected contribution of 1 :56 ng:m¡ 3 , while the contri-

bution from the initial condition is negligible. The emission

and source contributions level is high for this latitude. The

weak in°uence of the initial condition, in striking contrast

with its contribution for a full January average concentra-

tion is consistent with spin-up studies (Roustan and Bocquet

[2005]).

Table 2. Concentration contributions (in ng.m ¡ 3 ) at RÄorvik
at the beginning of 2001 : anthropogenic sources (Sour.),
anthropogenic emissions (Ant.), natural emissions (Nat.), re-
emissions (Ree.), initial condition (IC), incoming from the top,
South, North, West, East, (Top, South, North, West, East),
and the total sum (Sum).

Sour. Ant. Nat. Ree. IC
Top South North West East Sum

Second half of 0.25 0.26 0.16 0.08 0.002
January 2001 0.03 0.09 0.09 1.24 0.15 2.35

January 0.19 0.20 0.12 0.06 0.23
2001 0.02 0.05 0.10 1.18 0.08 2.21

Assume this discrepancy cannot be explained by represen-
tativeness °aw or reliability of the measurement. On Fig.9 is
represented the pro¯le of mercury concentration near RÄorvik
in January 2001, as simulated by Polair3D . There is obvi-
ously a long episode of mercury pollution in the second half
of January.

Figure 9. Simulated temporal pro¯le of the gaseous
elemental mercury concentration at RÄorvik (in ng.m ¡ 3).

Then an interesting application of the methods developed
so far would be to study the sensitivity of the measurement
to emissions. We have computed the sensitivity of the mea-
surement at RÄorvik in the last two weeks of January to the
emissions. The results, average over time is represented on
Fig. (10) and is compared to the analog sensitivity com-
puted for June 2001.

Figure 10. log10 ( ¹s=¹smax ), where ¹s is the annual average
emission sensitivity of the measurement at RÄorvik. This
measurement is the average concentration in the second
half of January 2001 (a) and June 2001 (b). ¹smax is the
maximum over the domain of the annual average emission
sensitivity.

For January 2001, in sharp contrast to June 2001, the
strong sensitivity to the Germany/Poland area is striking.
This area is strongly emitting mercury (see Fig. 11). Since
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the sensitivity and the emissions maps are concurrently
strong in this region, the very high measurement at RÄorvik
is not that surprisingly. The representativeness of this par-
ticular measurement can therefore be questioned. Part of
the discrepancy can nevertheless be explained by a more
complex chemistry (Roustan et al. [2005]).

Figure 11. Typical annual emissions in ¹ g:m¡ 2 :yr ¡ 1

tabulated from the EMEP database and used by the sim-
ulations.

5. Sensitivity analysis with a more complex
mercury chemistry

The mercury model, based on Petersen's scheme, used so
far only coped with GEM. To describe the oxidized species
dispersion, it is necessary to take into account a more com-
plex chemical scheme.

For instance, in (Roustan et al. [2005]) the analysis lead to
seven e®ective species. Oxidation reactions of Hg(0) within
the gaseous phase can produce HgO, HgCl2, and Hg(OH)2.
HgO, the agregate species Hg(II), the particulate mercury
HgP and Hg(0) interact in the aqueous phase via redox re-
actions and/or adsorption/desorption processes. From the
modeler's perpective, this chemistry is linear in the mercury
species, although it involves other species such as SO2 , O3 ,
OH, etc, which are forced into the model. The chemistry
and transport equation now reads :

@c
@t

+ div ( uc ) ¡ div ( K r c) + ¤ c + M c = ¾ : (21)

c is the vector of mercury species (seven components in the
model mentioned above). ¤ is the diagonal matrix of the
scavenging coe±cient (species-dependent).M is the kinetic
matrix describing the ¯rst-order (in mercury) chemistry and
depends on forced ¯elds of other species concentration.

To generalize the adjoint analysis performed with the
GEM model, it is convenient to introduce the canonical
scalar product in the space of mercury species : hx ; y i =
x T y . The measurement equation is now :

¹ i =
Z


dtdx h¼i (x ; t ); c(x ; t )i : (22)

The sampling function ¼i is a vector in the space of species.
The retro-transport equation generalizes to :

¡
@c¤

i

@t
¡ div ( uc ¤

i ) ¡ div ( K r c¤
i )+ ¤ c¤

i + M T c¤
i = ¼i : (23)

For a concentration measurement such as the one described
by Eq.(22), the adjoint analysis is similar and one obtains

¹ i =
Z


dtdx hc¤

i ; ¾i +
Z

@ 0

dx hc¤
i ; ci

+
Z

@ b

dtdS ¢(hc; J ¤
i i ¡ h c¤

i ; J i ) ¡
Z

@ +

dtdS ¢(hc¤
i ; ci u ) :

(24)

Since the complex model incorporates explicitly oxidized
species, the dry and wet deposition °ux of mercury can
now be estimated properly, and are more relevant observ-
able quantities. How does the adjoint analysis generalize to
these types of measurements is the object of the following
development.

5.1. Sensitivity of wet scavenging

The wet °ux measurement equation is

º w
i =

Z


dtdx h¼i (x ; t ); c(x ; t )i ; (25)

where º w
i is a mass °ux measurement (in kg:m¡ 2 :s¡ 1 ). Here

¼i is the vector of scavenging rates ¸ (x ; t ) in m ¡ 2 :s¡ 2 : a
rate of loss, per unit of time of the physical process, per
unit of time of the measurement, and per unit of surface
where the mercury is accumulated. Those rates are directly
related to the scavenging coe±cients of ¤ . Then the adjoint
analysis stands with this new ¼i , and º i can be expressed
in the way ¹ i was. Contrary to a ground concentration
measurement the simulation of the adjoint solution of a wet
deposition measurement implies having sources in the cells
of the column above the deposition plaquette (base of the
ground cell) but in and below cloud. ¼i is of the typical
form

¼i (x ) = ( ¸ 1 ; ¢ ¢ ¢; ¸ s )T ±(x ¡ x i ) ±(y ¡ yi ) (26)
for an annual mean measurement (s is the number of
species).

The sensitivity of the wet deposition °ux of all mercury
species to one of them is given by the components in the
space of species of the vector ¯eldc¤

i . This set of sensitivi-
ties can be obtained numerically with one single run.

5.2. Sensitivity of dry deposition

The construct is a bit more elaborate in the case of dry
deposition since it is usually included in the boundary condi-
tions of a numerical model. The dry °ux observation equa-
tion is

º d
i =

Z

@ b

dtdS hV dep
i (x ; t ); c(x ; t )i ; (27)

where º d
i is a mass °ux measurement. V dep

i is the vector
of the velocity deposition per unit of surface where it is de-
posited and unit of time measurement (in units of m ¡ 1 :s¡ 2).
It is directly related to the usual deposition velocity vdep in
units of m :s¡ 1 . We now choose :

n ¢J ¤
i = vdep c¤

i j b ¡ V dep
i : (28)

Until now the sampling function ¼i , was used as the vol-
ume emission term of the retro-transport equation. Since
the observation term for dry °ux can be expressed through
a di®erent choice for J ¤

i its becomes natural to take it null.
As a consequence, one obtains

º d
i =

Z


dtdx hc¤

i ; ¾i +
Z

@ 0

dx hc¤
i ; ci

+
Z

@ b

dtdS ¢ hc¤
i ; E i ¡

Z

@ +

dtdS ¢(hc¤
i ; ci u ) :

(29)
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By the superposition principle it easy to generalize to the

case where both wet and dry deposition are measured simul-

taneously at a given site.

As a conclusion, the sensitivities of a dry deposition °ux
are therefore modeled via a virtual ground emission V dep

i in

the calculation of the adjoint solution.

5.3. Application

Here is presented the analysis of the sensitivity of mercury

measurements to several mercury species emissions at the

EMEP site RÄorvik. The ¯rst set of maps Fig.12 represents

the sensitivity of an Hg(0) annual average concentration in

the air at RÄorvik.

Figure 12. log10 ( ¹s=¹smax ), where ¹s are annual aver-
age sensitivities of the gaseous mercury concentration at
RÄorvik, to Hg(0) (a), HgO (b), Hg(OH) 2 (c), and HgCl 2

(d) emissions. ¹smax is the maximum over the domain of
the annual average sensitivity to Hg(0) emissions.

The patterns obtained emphasized the disparities in at-

mospheric residence time of the mercury species. Sensitiv-

ity gradient are clearly stronger for the oxidized species,

the short-lived ones. Although the potential contribution of

these species emissions to GEM concentration measurement

appears locally not negligible, emissions of Hg(0) remains

the most in°uential.

The second panel Fig.13 represents the sensitivity of an-

nual °ux of total deposited mercury by wet scavenging at

RÄorvik.

Figure 13. log10 ( ¹s=¹smax ). ¹s are annual average sensi-
tivities of the wet deposition °ux at RÄorvik, to Hg(0) (a),
HgO (b), Hg(OH) 2 (c), and HgCl 2 (d) emissions. ¹smax

is the maximum over the domain of the annual average
sensitivity to HgOH 2 emissions.

Here the situation is the opposite to the previous one.

The weak solubility of gaseous elemental mercury leads to a

poor sensitivity of the wet deposition °ux measurement to

Hg(0) surface emissions. This result agrees with the consen-

sus (Ryaboshapko et al. [1998]) ascribing the main part of

the mercury deposited mass by rain to the wet scavenging

of oxidized species. The area of relatively strong sensitiv-

ity over Spain may be explained by its semi-arid climate.

High surface temperature and rare precipitation, especially

during summer, promote transport at higher heights than

for temperate conditions. In the process, a lesser mass of

oxidized mercury is removed by dry deposition and is then

likely to be washed out by rain later on.

The third panel Fig.14 represents the sensitivity of an-

nual °ux of total deposited mercury by dry deposition at

RÄorvik.
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Figure 14. log10 ( ¹s=¹smax ). ¹s are annual average sensi-
tivities of the dry deposition °ux at RÄorvik, to Hg(0) (a),
HgO (b), Hg(OH) 2 (c), and HgCl 2 (d) emissions. ¹smax

is the maximum over the domain of the annual average
sensitivity of the wet deposition (Fig.13) to HgOH 2 emis-
sions.

Here again the deposition °ux measurement is more sen-
sitive to surface emissions of oxidized species. This is not
surprising since high solubility and adsorption facilitate dry
deposition processes.

It is clear that the sensitivity of dry deposition is higher
close to the measurement site, compared to wet deposition
(contour plots of Fig.13 and Fig.14 are normalized by the
same value). However a few hundred kilometers away from
the station and beyond, the sensitivity of wet deposition °ux
turns prominent.

Figure 15. Radial mean pro¯le of the sensitivities of
dry and wet deposition to emissions at RÄorvik, to Hg(0),
HgO, Hg(OH) 2 , and HgCl2 . The sensitivities are nor-
malized by the maximum of all the sensitivities (dry -
Hg(OH) 2). The distance to the measurement site is given
in km.

This last result shows that the prominent deposition pro-
cess at a given place and for a given chemical is not only de-
termined by the local meteorological conditions but also by
the distance from the emission area to this place. Whether
the dry or wet deposition process is prominent depends on
the oxidized form (see Fig.15).

The gaseous oxidized species, HgO, Hg(OH)2 , and HgCl2

have distinct solubility, which is their main discriminating
factor with respect to the removal processes. In the model,
solubilities are described via the Henry's law constant of
the species, respectively (in mol:L ¡ 1 :atm ¡ 1) 2:7 £ 1012

(Schroeder and Munthe [1998]), 1:2 £ 104 and 1:4 £ 106

(Lindqvist and Rodhe [1985]).
The scavenging coe±cients computed for HgO, Hg(OH) 2 ,

and HgCl2 are obviously correlated in space and time, more-
over they are of the same order of magnitude. Consequently
wet scavenging has very similar impact on the di®erent
gaseous oxidized species during their atmospheric transport.

On the other hand dry deposition velocities are much
more sensitive to the Henry constant values. The sensi-
tivity of dry deposition is roughly the product of the local
dry deposition magnitude with the transport and removal
processes along the way from the emission area to the recep-
tor. A higher value of the Henry constant (stronger solubil-
ity) increases the ¯rst factor independently of the transport,
and moves up the dry deposition sensitivity radial pro¯le.
Moreover a higher solubility comes into the second factor as
it implies a sti®er slope of the pro¯le, since the species is
even more deposited along its way to the receptor. For the
same reason, the wet deposition sensitivity pro¯le sti®ness
depends on the solubility, but through the dry deposition
process (the mass removed by dry deposition process is not
any more available to be washed out by precipitation).

In summary, the results presented in Fig.12 suggest an ap-
preciable role of the boundary conditions for Hg(0) air con-
centrations estimate as in the case of the simple chemistry
model. However determination of deposition °uxes seems
to be much more sensitive to the local emissions speciation
(Fig.13 and Fig.14), which is in agreement with results pre-
sented in (Pai et al. [1999]). A sensitivity analysis based on
the indirect approach is presented in (Travnikov and Ilyin
[2005]) for a mercury model over Europe. It emphasizes the
crucial role played by GEM boundary conditions in eval-
uating mercury air concentrations, but also for deposition
°uxes. It would be interesting to proceed to a compari-
son between results from indirect and from adjoint method.
However such a comparison is not immediate and goes be-
yond the scope of this work.

6. Conclusions

In this paper, we have developed tools for the sensitiv-
ity analysis of mercury transport and fate within a regional
model domain. To do so we have introduced adjoint solu-
tions of the transport taking into account the initial and
boundary conditions. The adjoint solution decomposes into
as many parts as the number of forcings (initial conditions,
boundary conditions, emissions). The method developed
here di®ers signi¯cantly from the previously used techniques,
such as the indirect approach in mercury studies, or the
DDM method in other air quality models. It allows to com-
putes in a single run comprehensive and quantitative maps
of sensitivities for a given observation. This is less straight-
forward with the methods mentioned earlier.

Those computations were ¯rst performed for gaseous el-
emental mercury using the Petersen scheme as a simpli¯ed
mercury chemistry. At ¯rst, the method was applied to
the analysis of the sensitivity of a speci¯c receptor, using
the numerical model Polair3D . For annual mean measure-
ments, the sensitivity was shown to decrease like a power
law with the distance r to a source like r ¡ 2:4 , much faster
than would a Fickian dispersion. The technique was then
applied to the transboundary dispersion problem. In par-
ticular the method allows to compute very e±ciently the
sensitivity of averaged mercury concentrations over a coun-
try to exterior sources, and, in the case of a regional model,
incoming °uxes of mercury. Computations are performed



13

for the Czech Republic, France and Germany for the year
2001.

In order to account for the oxidized species dispersion and
deposition, the method was then generalized to a more com-
plex chemistry. Although it is implemented with Polair3D
in this work, the method is general and valid for any Eule-
rian model of mercury transport. In particular, using such a
chemistry, it was shown how to calculate sensitivities of the
dry and wet deposition °uxes to any of the forcings. Relative
sensitivities of the two removal processes were examined.

In perspective for future works, we would like to point
out to two main leads.

Firstly, the computation of the adjoint solutions allows
for a direct representation of the measurements in terms of
the forcings. Therefore it could be used to attempt inverse
modeling of some of the forcings (essentially boundary con-
ditions and emissions).

Secondly, in the paper, relying on the linearity of the
model, we have computed sensitivities to parameters which
are linearly connected to the measurements. However, the
method could be partially extended to cope with parameters
such as a kinetic rate participating in the mercury chemistry,
or a concentration level of oxidizing species (OH, O3). These
are not linearly connected to the measurements.

To see how this could be possible, consider a perturba-
tion in a kinetic rate, or in oxidizing species concentrations,
which are encoded in M . Then the variational equation
which describes the propagation of the perturbation is

@±c
@t

+ div ( u ±c) ¡ div ( K r ±c) + ¤ ±c + M ±c = ¡ (±M )c ;
(30)

where ± denotes ¯rst-order variations, and c and M are
leading order quantities. Initial and boundary conditions
are null for ±c. Then it can be shown that the variation of
the measurement at site (i ) is

±¹ i =
Z


dtdx h¼i (x ; t ); ±c(x ; t )i

=
Z


dtdx hc¤

i ; (±M )ci ;
(31)

From this formula can be simply read out the ¯rst-order
sensitivities to one of the parameters entering M . It de-
pends on the concentrations vector ¯eld c as the perturba-
tion depends non-linearly on the two types of parameters
mentioned previously. It also depends on the adjoint solu-
tions, that may have been previously computed for other
sensitivity analysis (using the leading order kinetic matrix
M ). Note that in this particular case, there is no bound-
ary contributions. Therefore this method could also be used
to calculate (at least) ¯rst-order sensitivity to parameters
non-linearly related to concentrations.

The authors wish to thank B. Sportisse, and L. Musson-
Genon for encouragement and discussions. Y. Roustan ac-
knowledges ¯nancial support from ADEME and EDF.

Appendix A: Statistical indicators

Here are de¯ned the statistical indicators used in this
work. Consider a set of concentration measurements
¹ i =1 ;¢¢¢;p , and a set of predicted values for those measure-
ments ci =1 ;¢¢¢;p . De¯ne the means

¹ =
1
p

pX

i =1

¹ i and c =
1
p

pX

i =1

ci ; (A1)

and the bias and the fractional bias (FB) are de¯ned by

¹ ¡ c and 2
¹ ¡ c
¹ + c

: (A2)

The normalized root mean square is
vu
u
t 1

p

pX

i =1

(¹ i ¡ ci )
2

¹ c
; (A3)

and eventually the individually normalized root mean square
is vu

u
t 1

p

pX

i =1

(¹ i ¡ ci )
2

¹ i ci
: (A4)
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