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Abstract—This letter addresses the problem of classifying syn-
thetic aperture radar (SAR) images of urban areas by using
a supervised Bayesian classification method via a contextual
hierarchical approach. We develop a bivariate copula-based sta-
tistical model that combines amplitude SAR data and textural
information, which is then plugged into a hierarchical Markov
random field model. The contribution of this letter is thus the
development of a novel hierarchical classification approach that
uses a quad-tree model based on wavelet decomposition and an
innovative statistical model. The performance of the developed
approach is illustrated on a high-resolution satellite SAR image
of urban areas.

Index Terms—Hierarchical Markov random fields (MRFs), su-
pervised classification, synthetic aperture radar (SAR), textural
features, urban areas, wavelets.

I. INTRODUCTION

SYNTHETIC aperture radar (SAR) is an active image acqui-

sition system which allows day-and-night and all-weather

acquisitions [1]. Such properties are crucial, for example, for

the risk management application, allowing land use and land

cover mapping, as well as the detection of areas damaged by

natural disasters such as earthquakes or floodings. In this letter,

we address the problem of classifying SAR images of urban

areas, which represents a particularly interesting typology in

important applications such as civil protection for disaster

monitoring and damage assessment.

Several difficulties need to be considered to address the SAR

classification problem. The first one is related to the inherent

multiplicative noise known as speckle, which originates from

the interference of the coherent wavefronts. This type of noise

is specific to active imaging systems and degrades appreciably

the registered imagery [1]. As a consequence, standard clas-

sification methods that have been validated for optical data
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do not report satisfying results when applied directly to SAR

images. Another difficulty is the heterogeneity of urban areas in

very high resolution (VHR) images that leads to heterogeneous

statistical modeling, reflecting different ground materials such

as asphalt, concrete, and metal.

A variety of supervised methods have been considered for

SAR image classification in the literature, including various

techniques such as active contours [2], bags of words [3], and

rule-based methods [4].

In this letter, we propose a statistical Bayesian supervised

classification approach that consists of two steps. The first step

deals with the SAR amplitude statistical modeling for each

target class (e.g., vegetation and urban) by using finite mix-

tures of automatically chosen SAR-specific probability density

functions (pdfs) [5], which are intended to take into account

the aforementioned VHR SAR statistics heterogeneity. We

further consider an additional source of information obtained by

extracting a textural feature map from the original SAR image

in order to optimize the detection of urban areas. The marginal

pdfs of the original SAR image and the textural feature are

combined via copulas [6], leading to a joint pdf for each class.

In the second step, the classification map is generated, using

the joint copula-based statistics. To improve the robustness with

respect to speckle noise, we consider a contextual model based

on a hierarchical Markov random field (MRF) [7].

The novel contribution of this letter is twofold. First, we

propose a joint amplitude–texture pdf modeling that aims to

help discriminate the urban areas. Second, we integrate this

joint pdf model into a hierarchical MRF in which we introduce

a prior estimation update that experimentally leads to improved

results, which are less affected by speckle noise when compared

to a predefined prior model [8].

This letter is organized as follows. In Section II, we introduce

the statistical bivariate copula-based model that combines the

marginal pdfs of SAR amplitude data and its textural feature.

In Section III, we develop a marginal posterior mode (MPM)

model based on a quad tree that integrates a prior update. In

Section IV, we present the classification results obtained in a

high-resolution COSMO-SkyMed image. Finally, in Section V,

we draw conclusions.

II. JOINT AMPLITUDE–TEXTURE PDF MODEL

To construct an urban-area-specific model, we propose to

extract additional textural information from the original SAR
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image. To this end, the class-conditional marginal statistics

of the SAR image and its textural feature are independently

modeled and then gathered into a joint amplitude–texture pdf

by using the statistical instrument of copulas.

A. Textural Features

Well-chosen textural features turn out to be discriminative

with respect to urban areas. Taking into account this infor-

mation is helpful when classifying such areas. Motivated by

the experimental textural feature extraction study performed in

[9], we consider a feature given by gray-level co-occurrence

matrices (GLCMs) [10]. It describes the joint statistics of the

gray levels of different pixels as a function of their reciprocal

locations. Typically, the element (i, j) of the matrix is the

probability that a pixel with value i is adjacent, in a given

direction, to a pixel with value j. In our case, we consider

horizontal adjacency, with an offset equal to one, i.e., the co-

occurrence matrix is filled by considering a reference pixel

and the pixel located to its right. Among various textures

that can be extracted from the GLCM, we use the variance,

which discriminates well the urban areas (as confirmed by our

experiments).

Such approach to texture extraction is applied on a moving-

window basis, meaning that each pixel of the image succes-

sively becomes the central pixel of the window, and its value

is replaced by the variance value estimated within the window.

According to preliminary experiments, the choice of a 5 × 5

local window provides more accurate results on the considered

data sets than any other window of size in the range [3; 17].

Higher values of window size have not been considered so as to

avoid an smearing effect on object edges.

B. Combined Amplitude–Texture Model

We now present the marginal statistics estimation and the

construction of a copula-based joint amplitude-texture pdf

p(y|ωm). Here, y = (y1, y2) represents the original image y1
and its corresponding textural feature y2; ωm is the mth class

considered for the classification, with m ∈ [1;M ].
1) Marginal PDF Estimation: Given a training set, for each

input image j (SAR and textural feature) and for each class m,

the pdf pm(yj |ωm) is modeled by finite mixtures of indepen-

dent gray-level distributions

pm(yj |ωm) =
K
∑

i=1

Pmipmit(yj |θmi) (1)

where Pmi represents the mixing proportions such that, for a

given m,
∑K

i=1 Pmi = 1 with 0 ≤ Pmi ≤ 1, and θmi is the

set of parameters of the ith pdf mixture component of the

mth class. The use of finite mixtures instead of single pdfs

offers the possibility to consider heterogeneous pdfs, usually

reflecting the additive contributions of the different materials

present in each class (for instance, different kinds of crops for

the vegetation class). Such class heterogeneity is relevant since

we deal with VHR images [5].

The pdfs pmi(yj |θmi) are automatically chosen in a pre-

defined dictionary including the following four distributions:

lognormal, Weibull, Nakagami, and generalized gamma. To es-

timate the best fitting mixture model for each considered class,

we combine a density parameter estimation via the method

of log cumulants and a stochastic expectation–maximization

algorithm (see [5] and [11]).

The presented estimation approach was initially developed

for SAR amplitude data, but the high flexibility of this model

and the lack of accurate statistical model for the textural data

motivated us to extend its use to the extracted textural features.

We empirically observed the very high estimation quality of this

approach.

2) Copula-Based Joint PDF Modeling: The use of the cop-

ula instrument allows us to model joint pdfs for amplitude and

textural SAR channels by fitting several different dependence

structures and selecting the best fit. A bivariate copula is a 2-D

joint distribution defined on [0, 1]2 such that marginal distribu-

tions are uniform on [0, 1]. According to Sklar’s theorem [6],

we can obtain a unique class-conditional joint pdf p(y|ωm) for

any continuous random variables y1 and y2 in R
+ as

pm(y1|ωm)pm(y2|ωm)×
∂2Cm

∂y1∂y2
(Fm(y1|ωm), Fm(y2|ωm))

(2)

where pm(y1|ωm) and pm(y2|ωm) are the marginal pdfs es-

timated in Section II-B1 and {Fm} represents their corre-

sponding cumulative distribution functions. For each class m,

the computation of the joint pdf p(y|ωm) boils down to the

determination of the copula family Cm according to (2).

To find the best fitting copula Cm, we consider a dic-

tionary of five copulas: Clayton, Ali–Mikhail–Haq, Frank,

Marchal–Olkin, and Farlie–Gumbel–Morgenstern [6]. This

choice of copulas is somewhat arbitrary but is capable of

modeling a wide variety of dependence structures [6], [12]. This

set of copulas can be adjusted to fit specific classes for a given

application. The analytical expressions of these copulas involve

only one parameter αm. To estimate this parameter, we use

the relationship between copulas and Kendall’s τ , a correlation

coefficient [6] that can be empirically estimated over a training

set. Then, for each class m, we choose the best fitting copula of

the dictionary according to the highest p value reported by the

Pearson chi-square goodness-of-fit test [11].

III. DEVELOPED HIERARCHICAL

CLASSIFICATION APPROACH

We aim at estimating a set of hidden labels X given a set

of observations Y . X and Y are considered to be random

processes, and X is Markovian with respect to scale. We

propose to employ an explicit hierarchical graph-based model

[8] to address our classification problem. In the following, we

shall focus on specific graphs, which have a quad-tree structure

(see Fig. 1). The set of sites s is, therefore, hierarchically

partitioned on S = S0
⋃

S1
⋃

· · ·
⋃

SR, where R corresponds

to the coarsest resolution (the root) and 0 is the reference level

(the finest resolution).

The consideration of a quad tree allows benefiting from

its good properties (e.g., causality) and applying noniterative

algorithms, resulting in a computational time decrease. Among

the different algorithms employed in the literature, a first option
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Fig. 1. (a) Hierarchical model structure: Quad tree. (b) Quad-tree notations.

is to estimate exactly the maximum a posteriori probability,

but such a criterion is known to generate underflow by the

consideration of very small probabilities. For this reason, we

take into account an exact estimator of the MPM [8]. The cost

function associated to this estimator offers the possibility to

penalize the errors according to their number and the scale at

which they occur: For example, an error at the coarsest scale is

more strongly penalized than an error at the finest scale.

A. Posterior Probabilities and Their Estimation Using MPM

The aim here is to maximize the posterior marginal at each

site s. A classical MPM algorithm [8] is generally run in two

passes, referred to as bottom-up (“forward”) and top-down

(“backward”) passes. The former estimates the partial posterior

marginals p(xs|yd(s)), and the latter estimates successively

the labels at each tree level n by maximizing the posterior

marginals p(xs|y). Laferte et al. [8] showed that

p(xs|yd(s))∝p(ys|xs)p(xs)
∏

t∈s+

∑

xt

[

p
(

xt|yd(t)
)

p(xt)
p(xt|xs)

]

.

(3)

Thus, the bottom-up pass is a recursion that estimates

p(xs|yd(s)) starting from the leaves and proceeding until the

root is reached. The needed prior data are the likelihood (see

Section II), the prior probabilities (see Section III-C), and the

transition probabilities (see Section III-B).

In the proposed algorithm, the top-down pass is truncated,

and we only maximize the posterior marginal at the root (see

Figs. 2 and 3). The obtained classification map is thus used to

update the prior probabilities at this level (Section III-C). The

prior distribution at levels n ∈ [0;R− 1] is given by

p(xn
s ) =

∑

xn

s−
∈Ω={ωi,i=1,...,M}

p (xn
s |x

n
s−) p (x

n
s−) . (4)

Then, a novel MPM algorithm is run on a smaller quad tree

until scale 0 is reached. Such procedure aims to improve the

robustness with respect to the speckle noise [13].

The p(xs|y) maximization is done by employing a modified

Metropolis dynamics algorithm, which has good properties for

both its relative low computation time and the good precision

of its results [14].

B. Transition Probabilities

The transition probabilities between the scales p(xs|xs−) de-

termine the hierarchical MRF since they represent the causality

of the statistical interactions between the different levels of the

Fig. 2. Generic hierarchical graph-based model of the quad tree.

tree. We use the transition probability in the form introduced

by Bouman et al., used in [8]: For all sites s ∈ S and all scales

n ∈ [0;R− 1]

p (xs = ωm|xs− = ωk) =

{

θn, if ωm = ωk
1−θn
M−1 , otherwise

(5)

where ωm and ωk represent the classes m and k, respectively,

with m, k ∈ [1;M ], and M represents the number of consid-

ered classes for the final classification. θn is the prior parameter

with θn > 1/M , here chosen as independent of the tree level n.

This model favors an identical parent–child labeling.

C. Prior Probabilities

To estimate the prior probabilities given the obtained classifi-

cation map, we resort to a single-scale Markovian model which

takes into account the spatial contextual information, which

therefore leads to a better prior estimation. By employing the

Hammersley–Clifford theorem, we can define a local charac-

teristic for each site

p(xs) =
1

Z
exp

⎛

⎝−β
∑

s:{s,t}∈C

δxs=xt

⎞

⎠ (6)

where δxs=xt
= 1 if xs = xt and δxs=xt

= 0 if otherwise and

where Z is the normalization constant, s and t denote the sites

in the same clique, and xs and xt are their labels. Instead

of using a second-order neighborhood set based on the eight

pixels surrounding a given pixel, we consider different kinds

of set geometries (adaptive neighborhood), and we select the

one which leads to the smallest energy at a given site [13].

The adaptivity of the neighborhood aims to take into account

the geometrical properties of the different areas in our original

image.

IV. EXPERIMENTAL RESULTS

We present the results obtained on a 920 × 820 pixels single-

polarization COSMO-SkyMed image of the quay of Port-au-

Prince (Haiti) (copyright Agenzia Spaziale Italiana, 2009),

shown in Fig. 4(a), with the following characteristics: HH

polarization, stripmap acquisition mode (2.5-m pixel spacing),
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Fig. 3. Proposed MPM estimation on the quad tree shown in Fig. 2. In this representation, R = 2.

Fig. 4. Port-au-Prince data set. (a) SAR input image and (b) its extracted textural feature. Classification maps (water in blue, urban areas in red, and vegetation in
green) obtained applying different methods: (c) Amplitude–texture statistics combined with the hierarchical method proposed in this letter, (d) hierarchical method
proposed in this letter based solely on amplitude data, (e) Laferte’s hierarchical method based on amplitude data, and (f) amplitude–texture statistics combined
with a single-scale MRF model.

geocoded, and single-look image. In the considered explicit

hierarchical model, we need multiscale input data. When, as in

our case, a multiresolution input is not available, we suggest to

decompose our image by resorting to a 2-D discrete wavelet

transform. The approximation coefficients at each scale are

considered as a multiresolution input. At each level, the textural

feature map is obtained from the corresponding image in the

decomposition stack. Finally, at each level, the wavelet image is

combined with the textural image via a copula-based model pre-

sented in Section II. Empirically, we selected the Daubechies-

10 wavelet [15] that reported the highest classification accuracy

when compared to the other families [13].

We built nonoverlapping training and test sets and compared

the following classification methods:

1) the proposed amplitude–texture MPM-based approach;

2) the proposed MPM-based approach based solely on the

amplitude statistical model (no textures);

3) Laferte’s hierarchical MRF approach based solely on the

amplitude statistical model (no textures);

4) the amplitude-texture statistical model (Section II)

combined with a single-scale MRF (parameter set to

β = 1.2).

Laferte’s algorithm is applied to a quad tree [8], and the prior

probabilities at the root are estimated by using a K-nearest

neighbor [16] preliminary classification, with K obtained by

cross-validation. The considered classes are water, urban areas,

and vegetation. Empirically, we have concluded that good

results are obtained with the decomposition on R = 2 levels,

β = 4.8(5), and θn = 0.8(5).



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

100 IEEE GEOSCIENCE AND REMOTE SENSING LETTERS, VOL. 10, NO. 1, JANUARY 2013

TABLE I
ACCURACY FOR EACH OF THE THREE CLASSES AND OVERALL RESULTS

FOR THE TEST AREAS OF THE PORT-AU-PRINCE QUAY

The results obtained by our proposed method are satisfying:

The classification map [Fig. 4(c)] is quite detailed, and the

accuracy table (Table I) indicates that the overall accuracy is

98.07%. As expected, the hierarchical model allows taking into

account spatial details and is also relatively robust to speckle

noise. Moreover, the urban areas are well discriminated by the

use of the textural information in the appropriate copula-based

model. Such improvement is shown when comparing the results

obtained by the proposed method applied to only amplitude

SAR image and applied to the amplitude-texture combination

[see Fig. 4(c) and (d)].

To isolate the improvements brought by our proposed hi-

erarchical model, we compare it with Laferte’s method, with

both based only on the amplitude statistical model. The former

model is less affected by speckle noise (Fig. 4) owing to the

prior update, particularly for the vegetation class (in the top

center of the maps). Moreover, the urban classification accuracy

is higher with the developed method. The Laferte one classifies

almost all roads as vegetation [e.g., in the bottom center of

Fig. 4(e)].

By looking at Table I, we notice that slightly better results

for this data set are obtained with the single-scale MRF-based

approach [Fig. 4(f)]. We stress though that this result is obtained

at the expense of a quite strong smearing effect on object

borders (this does not affect the classification accuracy in

Table I because the test set has been extracted from the internal

parts of objects). Thus, the hierarchical approach is preferable

for the urban area classification since it allows extracting more

details than the single-scale model. In general, the main water

misclassifications come from the crosslike artifact of the SAR

acquisition (the point spread function of the SAR sensor [1]).

We observe that none of the algorithms employed in this

comparison is robust to such artifacts.

Experiments were conducted on an Intel Xeon quad-core

(2.40 GHz and 12-MB cache) 18-GB-RAM 64-bit Linux sys-

tem. Our proposed algorithm runs in 6 min and 45 s, which is

acceptable when compared to the Laferte method computation

time of 5 min and 30 s, given the visual refinement of the

classification map.

V. CONCLUSION

The supervised classification method proposed in this letter

combines a joint copula-based statistical modeling of amplitude

SAR images and extracted textural features, with a hierarchical

MRF that integrates a prior probability update, thus improv-

ing the robustness of the classifier with respect to speckle

noise. The labels are determined by resorting to a noniterative

optimization algorithm (MPM estimation). The results of the

proposed hierarchical classification algorithm appear to be a

good tradeoff between the quite blurred results produced by

the single-scale MRF-based method and the rather noisy ones

obtained by using the Laferte standard model. Furthermore,

the developed approach can be extended to the use of mul-

tipolarization, multiresolution, and/or multisensor data, which

represents a crucial advantage given the considerable amount

of remotely sensed data acquired on a daily basis. This is

considered as the main direction of further research.
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