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Abstract

We address the problem of generalizing Principal Component Analysis
(PCA) from the approximation point of view. Given a data set in a high
dimensional space, PCA proposes approximations by linear subspaces.
These linear models can show some limits when the data distribution
is not Gaussian. To overcome these limits, we present Auto-Associative
Composite (AAC) models based on manifold approximation. AAC models
benefit from interesting theoretical properties, generalizing PCA ones. We
take profit of these properties to propose an iterative algorithm to compute
the manifold, and prove its convergence in a finite number of steps. PCA
models and AAC models are first compared on a theoretical point of view.
As a result, we show that PCA is the unique additive AAC model. Then
a practical comparison of AAC and PCA models is presented on a data
set made of curves.

1 Problem statement

Let us note X = {xj}j=1...N the set of N points to approximate in R
n.

The i-th (1 ≤ i ≤ n) coordinate of point xj (1 ≤ j ≤ N) is written
xj

i . We briefly recall the principle of PCA approximation (for further
information see [26]) and exhibit its limits on a simple example. We review
some contributions to overcome these limits, before presenting theoretical
aspects of Auto-Associative Composite models in Section 2. Section 3 is
dedicated to the implementation of these models and Section 4 presents
their validation on simulations.

1



1.1 Principal Component Analysis

For sake of simplicity, we suppose the data to be centered. PCA builds a
linear model of this set of points by approximating it with linear subspaces

x −
d
X

k=1

D

x, ak
E

ak = 0, (1)

where d is the dimension of the linear subspace, and the set of axes
{ak}k=1...d is an orthogonal basis of this subspace. Axes are chosen so
as to minimize the mean square distance between data and the linear
subspace. Consequently, PCA builds the best linear model from the L2

norm point of view. Moreover, if the data distribution is not Gaussian,
this property remains true among the set of Auto-Associative models. (see
[14] for a basic proof). Thus, it is clear that PCA limitations appear as
soon as data are not Gaussian. Let us take the example of the R

3 set of
points presented in figure 1. The quality of the d-dimensional model built
by PCA is measured thanks to the information ratio [22] defined by:

Qd = 1 −
N
X

j=1

‚

‚

‚
rj(d)

‚

‚

‚

2

/
N
X

j=1

‚

‚

‚
xj
‚

‚

‚

2

, (2)

where rj(d) = xj −

d
X

k=1

D

xj , ak
E

ak is the approximation residual error

of xj . Whereas this set of points has an intrinsic dimension of 1, PCA

Figure 1: Example of a non Gaussian set of points.

demands to build a 3-dimensional model to get an information ratio higher
than 0.75.
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1.2 Some nonlinear generalizations of PCA

”Principal Curves” [17] are an intuitive PCA generalization. The idea
is to replace PCA axes by curves. Since it is not possible to give the
analytical expression of the curves projection operator, the model is non
parametric. Besides, this approach is dedicated to the design of curves
model, that is to say one dimensional manifolds.
Neural Networks can be used to build models with dimension higher than
one [20], let us take Auto-Associative Perceptron example [4]. The model
equation is obtained by introducing a nonlinear operator σ (called activa-
tion function) in the PCA model (1):

x −
d
X

k=1

σk
“D

x, ak
E”

= 0. (3)

Is has been noticed [5] that such models do not lead to residual errors
smaller than PCA one’s because of the difficulties implied by the mini-
mization of the model-observation distance.
Spline-PCAIV [9] and Curvilinear PCA [1] offer a different point of view
by searching for transformations of the coordinates in order to maximize
the information ratio of the PCA performed on the processed data.
We propose in the next section a principle to build Auto-Associative mod-
els, generalizing both Neural Networks like models and PCA models. Our
models are defined in two main directions. First they are defined so as
to benefit from PCA theoretical properties. Second, they offer nonlin-
ear approximations better than PCA ones. Implementation choices are
discussed in Section 3 and illustrated in Section 4 on simulated data.

2 Auto-Associative Composite models

We first recall the definition of Auto-Associative Composite models and
derive some approximation properties in the second paragraph. In the
third paragraph, links between PCA and Auto-Associative models are
established.

2.1 Notations and Assumptions

Auto-Associative Composite models are introduced in [14] in an image
analysis background. Their definition requires the introduction of projec-
tion and restoration functions.

Definition 2.1 Given a ∈ R
n, ‖a‖ = 1, define P a the projection on the

axis [a] as
P a : x ∈ R

n → 〈a, x〉 ∈ R.

Definition 2.2 Given a parameter α, define Sα the restoration function
as

Sα : t ∈ R → Sα(t) ∈ R
n,

continuously differentiable and verifying
(A0) Sα(0) = 0.
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The projection-restoration function SαP a : R
n → R

n is sometimes called
a ”bottleneck”. Its use allows to overcome the curse of dimensionality
[18].

Definition 2.3 An Auto-Associative Composite (AAC) model is defined
by the set of implicit equations

˘

Gd(βd, x) = 0, d = 1, . . . , n
¯

, with 1

Gd(βd, x) =

 

1
a

k=d

(IdRn − Sαk

P ak

)

!

(x),

βd =
n

(ak, αk), k = 1, . . . , d
o

,

under the assumptions:

(A1) ∀k ∈ {1, . . . , d} P ak

Sαk

= IdR,

(A2) ∀i, j ∈ {1, . . . , d}
˙

aj , aj
¸

= δij,

(A3) ∀i, j ∈ {1, . . . , d} i < j ⇒ P ai

Sαj

= 0.

The equation Gd(βd, .) = 0 is called the d-th iterated model.

To measure the goodness of fit of the d-th iterated model, we make the
following definition.

Definition 2.4 The approximation residual error of xj by the d-th iter-
ated model is noted rj(d) = G(β, xj). The total residual error is given
by

Rd =

N
X

j=1

‚

‚

‚
rj(d)

‚

‚

‚

2

.

Note that rj(d) coincides with its definition paragraph 1.1 in the PCA
case. We introduce below the Auto-Associative Additive model. It plays
the role of an intermediary model between AAC and PCA models.

Definition 2.5 An Auto-Associative Additive (AAA) model is a set of
implicit equations

˘

x = F d(βd, x), d = 1, . . . , n
¯

, with

F d(βd, x) =

 

d
X

k=1

Sαk

P ak

!

(x),

βd =
n

(ak, αk), k = 1, . . . , d
o

,

such that (A0)-(A3) hold.

Let us stress that the Auto-Associative Perceptron (3) does not belong to
the AAA class since it does not verify conditions (A0)-(A3) in the general
case. This can explain the poor approximation behavior of the Perceptron,
since the following section shows that assumptions (A0)-(A3) involve
important consequences for the approximation properties of the model.

2.2 Approximation properties

We present how to build an AAC model iteratively. Then we show that the
proposed iterative scheme consists in approximating the data set better
and better by manifolds of increasing dimensions.

1
‘

stands for the operator composition, exponents stand for indices and not for powers.
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2.2.1 The first-iterated model

The following lemma will prove extremely useful in the sequel. It offers a
mean to build the second-iterated model starting from the first-iterated
model, or more generally, to build the d-th iterated model starting from
the (d − 1)-th.

Lemma 2.1 The residual errors are orthogonal to the first axis :

D

a1, rj(1)
E

= 0, ∀j ∈ {1, . . . , N}. (4)

Proof of Lemma 2.1: Using the definition of rj(1), il follows that

D

a1, rj(1)
E

=
D

a1, xj − Sα1

P a1

xj
E

=
“

IdR − P a1

Sα1
”“

P a1

xj
”

= 0,

in view of (A1). ¤

Condition (A1), which is essential for this lemma, means that the restora-

tion function Sα1

is a right-inverse of the projection function P a1

: a scalar
restoration-projection is the same scalar. The question is then to know if
there exist restoration functions verifying an inverse condition, that is to

say Sα1

P a1

(xj) = xj , ∀j ∈ {1, . . . , N}, in order to get a perfect restora-
tion rj(1) = 0, ∀j ∈ {1, . . . , N}. The answer is negative, since, in most
cases the projection is non-injective on the data set X . However, we shall
see in Section 3 that it is possible to choose an axis a1 allowing a good

quality restoration Sα1

P a1

(xj) ≃ xj , ∀j ∈ {1, . . . , N}.

2.2.2 The second-iterated model

The principle is the following: xj points are projected and restored a
first time, then the restoration error is measured by rj(1) = (IdRn −

Sα1

P a1

)(xj), and the same work is repeated on these residuals. By
Lemma 2.1, they are located in the a1 orthogonal subspace. Conse-

quently a2 and Sα2

can be chosen in the same subspace. This is why
assumptions (A2) and (A3) can be made without loss of generality.
Moreover, this is the basis of model properties enumerated in Theorem
1. After the second step dealing with the residuals, we have G2(β2, xj) =

(IdRn − Sα2

P a2

)(rj(1)). Replacing rj(1), we get the equation of the sec-
ond iterated model:

G2(β2, x) =
“

IdRn − Sα2

P a2
”

◦
“

IdRn − Sα1

P a1
”

(x).

This scheme can be repeated an arbitary number of times to get the
general d-th iterated model.

2.2.3 The d-th iterated model

The d-th iterated model is built iteratively with the same principle:

Gd(βd, .) =
“

IdRn − Sαd

P ad
”

◦Gd−1(βd−1, .), with βd = βd−1 ∪ (αd, ad).
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Data are approximated along orthogonal directions ak, k = 1, . . . , d. This
spares the curse of dimensionality by only considering interesting direc-
tions. The main problem is then the choice of the axes, based on Projec-
tion Pursuit (PP) methods [11]. A function I(a,X ), called index, is max-
imized with respect to a. The optimization of I has been widely studied
and efficient algorithms are now available to perform a Projection Pursuit
[19]. Two main choices of index can be found. In the PCA case, data are
assumed to be Gaussian and the index is given by I(a,X ) = var (〈X , a〉).
At the opposite, one may choose axes along which the data distribution is
non Gaussian [13] in order to see the specificity of the data set. An index
appropriate to our problem is proposed in Section 3.
This kind of approach, based on an index maximization, is used in ap-

proximation problems [16] where the functions Sαk

are determined by the
regularization functional. In Projection Pursuit Regression (PPR) algo-

rithms [7, 12] the choice of the functions Sαk

is left to the user. In our
case, the class of the restoration functions is a degree of freedom of the
model as well. The parameters αd of the d-th restoration function are
computed by minimizing the d-th total residual error Rd:

αd = argmin
α

N
X

j=1

‚

‚

‚
rj(d − 1) − SαP ad

rj(d − 1)
‚

‚

‚

2

. (5)

See Section 3 for the example of spline functions. Before this, let us give
some properties of the model which do not depend on this choice.

Theorem 1 AAC models share the following properties:

1. The d-th iterated model represents a d-dimensional manifold.

2. The total residual error Rd is a decreasing function of the model
dimension d.

3. With d = n, the model is exact.

In other words, the previous iterative scheme allows to approximate data
better and better by manifolds of increasing dimensions. For instance, the
first iterated model represents a curve without singular points. To prove
Theorem 1 we need two lemmas.

Lemma 2.2
D

rj(d + 1), ak
E

= 0, for all 1 ≤ k ≤ d + 1 and 1 ≤ j ≤ N .

Lemma 2.3 Gradient of the i-th coordinate of d-th iterated model can
be expanded in the {a1, . . . , ad} basis as ∇Gd

i = ai + Ud,i with Ud,i ∈
[a1, . . . , ad] for all d + 1 ≤ i ≤ n.

Proofs of these lemmas are postponed to the appendix. Let us prove now
the theorem.
Proof of Theorem 1

1. We first prove that the d-th iterated model represents a d-dimensional
manifold. In the {a1, . . . , ad} basis (assumption (A2)), the d-th it-
erated model is defined by a set of (n − d) equations Gd

i (βd, x) = 0,
i = d + 1, . . . , n. A well known result [23] states that a set of equa-
tions define a d-dimensional manifold if their gradients are linearly
independent. In view of Lemma 2.3, they can be written as

∇Gd
i = ai + Ud,i with Ud,i ∈ [a1, . . . , ad] i = d + 1, . . . , n. (6)
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Consider a linear combination of these vectors equal to zero and
show that it implies that each coefficient is zero.

Let {λi}d+1≤i≤n be a set of scalars such as
n
X

i=d+1

λi∇Gd
i = 0. Thanks

to the expansion (6), we can write the equation

n
X

i=d+1

λia
i +

n
X

i=d+1

λiU
d,i = 0,

and as Ud,i ∈ [a1, . . . , ad], it implies:

n
X

i=d+1

λia
i = 0.

Hence, the unique solution is the zero vector since the {ai}1≤i≤d are
linearly independent (A2), and we have a d-dimensional manifold.

2. By definition (see (5)):

N
X

j=1

‚

‚

‚
rj(d + 1)

‚

‚

‚

2

= min
α

N
X

j=1

‚

‚

‚
rj(d) − SαP ad+1

rj(d)
‚

‚

‚

2

.

Since the axes {ai}1≤i≤n are orthogonal, the residual rj(d + 1) can
be expanded as

N
X

j=1

‚

‚

‚
rj(d + 1)

‚

‚

‚

2

= min
α

N
X

j=1

n
X

i=1

‚

‚

‚

D

rj(d), ai
E

−
“D

Sα, ai
E”“

P ad+1

rj(d)
”‚

‚

‚

2

.

In view of Lemma 2.1, the expansion can be limited to the {ai}d+1≤i≤n

axes:

N
X

j=1

‚

‚

‚
rj(d + 1)

‚

‚

‚

2

= min
α

N
X

j=1

n
X

i=d+1

‚

‚

‚

D

rj(d), ai
E

−
“D

Sα, ai
E”“

P ad+1

rj(d)
”‚

‚

‚

2

.

In particular, the minimum is less than the total residual obtained
by choosing αd such as

˙

Sα, ai
¸

= 0, i ≥ d + 1, or equivalently such

as Sα ∈ [a1, . . . , ad].

N
X

j=1

‚

‚

‚
rj(d + 1)

‚

‚

‚

2

≤
N
X

j=1

n
X

i=d+1

‚

‚

‚

D

rj(d), ai
E‚

‚

‚

2

≤
N
X

j=1

‚

‚

‚
rj(d)

‚

‚

‚

2

.

The total residual sequence is decreasing.

3. Applying Lemma 2.2 with d = n − 1, it follows that residuals rj(d),
j = 1, . . . , N are orthogonal to a R

n basis (see (A2)). Consequently,
they are zero, and the model is exact. ¤

We can take profit of these properties to define the information ratio of
an AAC model similarly to (2).
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Definition 2.6 We define Qd the information ratio represented by the
d-th iterated model:

Qd = 1 −
N
X

j=1

‚

‚

‚
rj(d)

‚

‚

‚

2

/
N
X

j=1

‚

‚

‚
xj
‚

‚

‚

2

.

It is clear that Q0 = 0. Besides, Theorem 1 shows that (Qd)d is increasing
and Qn = 1. Therefore 0 ≤ Qd ≤ 1 when 0 ≤ d ≤ n, and the information
ratio behaves as presented in figure 2.

Qd

d

0

1

n

Figure 2: Behavior of the information ratio Qd for 0 ≤ d ≤ n. d stands for the
dimension of the model and n for the dimension of the space.

This quantity allows to choose the model dimension according to the in-
formation ratio to represent. Let us note that these properties are the
straightforward generalization of PCA ones. Comparison between PCA
and AAC models is studied in the next section.

2.3 Comparison of PCA and AAC models

Theorem 2 PCA is the only additive AAC model.

Theorem 2 states first that PCA can be seen as a particular AAC model.
This fact is not surprising since a linear subspace is also a manifold. The
converse result is more interesting. Any AAA model is necessarily a PCA
model. AAC models appear a posteriori as the more natural generaliza-
tion of PCA, additivity being not possible. Theorem 2 also explains why
Perceptron models (3) do not verify (A1)-(A3).
The proof is divided into a sequence of four lemmas. Lemmas 2.4 – 2.6
are used to show that PCA is an additive AAC model, and Lemma 2.7
is used to show that it is the only one. Proofs of these Lemmas can be
found in appendix or in [15].

Lemma 2.4 PCA is a linear AAA model.
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Lemma 2.5 (Relation between AAA and AAC models).
Let F d be a d-th iterated AAA model and Gd(βd, .) = IdRn − F d(βd, .):

Gd(βd, x) = x −

 

d
X

k=1

Sαk

P ak

!

(x).

If P ai

Sαj

= 0 for 1 ≤ j < i ≤ n, then Gd(βd, .) is a d-th iterated AAC
model, with the same projection and restoration functions,

Gd(βd, x) =

 

1
a

k=d

(IdRn − Sαk

P ak

)

!

(x).

The proof is based on an algebraic lemma.

Lemma 2.6 (Relations between polynomial roots and coefficients).

1
a

k=d

(X − ξk) =
d
X

k=0

(−1)kσkXd−k, (7)

where σk is the symmetrical root function:

σk =
X

1≤i1<i2···<ik≤d

ξik
. . . ξi2ξi1 for k > 0, and σ0 = 1.

Lemma 2.6 is used in a slightly different form to prove Lemma 2.5 in
appendix.

Lemma 2.7 If an AAC model is additive, then P ai

Sαj

= 0, 1 ≤ j < i ≤
n.

Proof of Theorem 1: Lemma 2.4 and Lemma 2.5 yield that PCA models
are linear AAC models.
Conversely, let us consider a d-th iterated additive AAC model

F d(βd, x) =
d
X

k=1

Sαk

P ak

(x),

with the following conditions:

• P ai

Sαj

= 0 for 1 ≤ i < j ≤ n (assumption (A3)),

• P ai

Sαj

= 0 for 1 ≤ j < i ≤ n (Lemma 2.7).

This summarizes as P ai

Sαj

= 0 ∀i 6= j. It can be rewritten with scalar

products as
D

Sαj

, ai
E

= 0 ∀i 6= j. This forces Sαj

(t) = f j(t)aj , t ∈ R,

using (A2), for functions f j : R → R, ∀j ∈ {1, . . . , d}. Since condition

(A1) requires that
D

Sαj

, aj
E

= IdR, it results that f j(t) = t. Finally, F d

can be represented as

F d(βd, x) =
d
X

j=1

P aj

(x)aj .

This is the d-th iterated PCA model. ¤
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3 Implementation

The algorithm to build the d-th iterated model is derived from the prin-
ciple described in section 2.2.3.

3.1 Algorithm

The algorithm is presented in figure 3.1.

1. Initialization :
d ← 0,

rj(0) ← xj , j = 1, . . . , N.

2. Computation of βd+1:

• Computation of ad+1:

ad+1 = arg max
a

I
(

a, {rj(d)}1≤j≤d

)

. (8)

• Computation of αd+1:

αd+1 = arg min
α

N
∑

j=1

∥

∥

∥
rj(d) − SαP ad+1

rj(d)
∥

∥

∥

2

. (9)

3. Residuals update:

rj(d + 1) ← rj(d) − Sαd+1

P ad+1

rj(d), j = 1, . . . , N,

d ← d + 1.

4. Go to 2. if necessary.

Figure 3: Iterative algorithm for AAC models building.

Optimizations steps (8) and (9) depend on the choices made for the pro-
jection index and for the restoration functions. Nevertheless, it is impor-
tant to note that the algorithm convergence remains independent of these
choices since Theorem 1 ensures us that this algorithm ends up when
d = n, and that the information ratio increases at each iteration. In prac-
tice, the user can determine the model dimension for a given information
ratio. In the next paragraph, we describe the optimization steps (8) and
(9) for a particular choice of restoration functions and projection index.
For sake of simplicity, the following presentation is done for the first it-
eration and the iteration index is given up. These simplifications can be
done without loss of generality since the principle of (8) and (9) remains
the same at each iteration.
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3.2 Restoration functions

The class of restoration function determines the nature of the model. For
instance, Lemma 2.4 asserts that choosing linear restoration function leads
to a PCA model. We propose here to choose spline restoration functions,
since they are proved their efficency in regression problems [10]. More
generally, any set of functions used in regression frameworks could be
used here (orthogonal functions, kernels ...).

Let TM be a subdivision of an interval [a, b]: TM = {a = t0, . . . , tM+1 = b}.
A point ti, 0 ≤ i ≤ M + 1 is called a knot and a point ti, 1 ≤ i ≤ M is
called an inner knot (M represents then the number on inner knots). The
restoration functions are chosen as

S
αk

i
i ∈ s3(TM ) 1 ≤ i ≤ n, 1 ≤ k ≤ d,

with s3(TM ) the set of cubic splines built on the TM subdvision. The
choice of the knots number M is crucial, it determines the dimension of the
linear space s3(TM ) and the complexity of the model. It can be determined
by cross-validation [28, 6] to obtain a balance between approximation and
generalization. Positions of the knots are determined so as to maximize
the distribution uniformity of the projected observations in the intervals
of TM . The set of parameters α is then obtained by (9) which reduces
in this case to the inversion of a linear system. This estimation can also
be interpretated as the building of a restoration function Sα verifying
SαP a(xj) ≃ xj , ∀j ∈ {1, . . . , N}. Comparing this condition to (A1)
P aSα = IdR, it appears that the approximation results of the model are
closely related to the choice of the projection axis. This is discussed in
the next paragraph.

3.3 Projection index

It has already been noticed that the best case SαP a(xj) = xj , ∀j ∈
{1, . . . , N} occurs only when the projection function is injective on the
data set (figure 4b). The role of the index is then to encourage projec-
tion functions for which this condition is ”almost” verified. This can be
quantified by counting the number of points in the data set which are
closest neighbour in R

n and which projections are not closest neighbour.
Figure 4 illustrates this principle. In the first case (figure 4a), two points
which are closest neighbour in R are not closest neighbour in R

n, and the
projection leads to superimpositions.

The index can be described as follows:

I(a,X ) =
N
X

i=1

X

j 6=i

Φ
“

xj closest to xi
”

Φ
“

P a(xj) closest to P a(xi)
”

.

Φ denotes the indicator function: Φ(P ) = 1 if P is true, 0 if not.
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A
xe de projection

(a) Axe which does not preserve

the neighbourhood structure.

Axe de projection

(b) Axe which preserves

the neighbourhood structure.

Figure 4: Choosing the projection axis.

For mathematical purposes, the index can be rewritten as

I(a,X ) =
N
X

i=1

Y

j>i

“

Φ
h

P a
“

dxiφ(i) − dxij
”

≥ 0
i

Φ
h

P a
“

dxiφ(i) + dxij
”

≤ 0
i

+ Φ
h

P a
“

dxiφ(i) − dxij
”

≤ 0
i

Φ
h

P a
“

dxiφ(i) + dxij
”

≥ 0
i”

,

(10)
where dxij = xi − xj and xφ(i) represents the closest neighbour of xi:

φ(i) = argmin
j 6=i

‖xi − xj‖.

The next lemma is a straightforward consequence of (10).

Lemma 3.1 The index shares the following invariance properties :

• I(a, sX + t) = I(a,X ), t ∈ R
n, s ∈ R,

• I(Da, DX ) = I(a,X ) with tDD = I.

The first invariance property with respect to translation and scale indi-
cates that this index belongs to the class III defined by Huber [18], which
is well-adapted for Projection Pursuit algorithms. The second property
expresses that the search for the axis does not depend on the orientation
of the data set (rotation and symmetry invariance). Similarly to the in-
formation ratio in paragraph 2.2.3, a parametrization ratio 0 ≤ Kd ≤ 1 is
then defined.

Definition 3.1 We define Kd the parametrization ratio represented by
the d-th axis:

Kd =
1

N
I
“

ad, {rj(d)}1≤j≤N

”

.

This index (10) is not continuous with respect to a. This makes any
descent method useless for its maximization. To overcome this problem,
we developped a simulated annealing algorithm described in [2, 3]. This
method ensures to reach the global maximum of the index during the step
(8) of the algorithm [8]. This whole scheme is tested on simulations in the
next section.
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4 Validation on simulations

4.1 A simple example

This paragraph is devoted to the illustration of the building of a 2-
dimensional AAC model in R

3. We show how residuals are reduced at
each iteration by projection on linear subspaces of decreasing dimensions.
Let us stress that simpler models would be much more efficient on this
academic example. The data set presented in figure 5a is simulated as
following:

8

<

:

x ∈ [−1, 1]
y ∈ [0, 4]
z = x2 + ε

,

where ε is a centered Gaussian variable. Data are approximatively dis-
tributed on a 2-dimensional manifold. The design of the model is done
according to the principle described in figure 3.1. A first projection axis
a1 is found with a parametrization ratio K1 = 1. Residuals rj(1) are lo-
cated in a plan orthogonal to a1 (figure 5c) with an associated information
ratio Q1 = 0.76. The same approximation principle is iterated in [a1]⊥.
A second projection axis a2 is found with a parametrization ratio K2 = 1.
Residuals rj(2) are located on a line orthogonal to a1 and a2 (figure 5d),
with an associated information ratio Q2 ≃ 1. The algorithm is stopped
and the resulting second-iterated model is presented in figure 5b.

4.2 Illustration on a data set made of curves

In the following example, the AAC method is tested on a data set sim-
ulated by sampling a set of N curves {(s, gtj (s)), 1 ≤ j ≤ N} on a fixed
n-subdivision (si)1≤i≤n. The resulting data set writes

X =
n

xj ∈ R
n, xj

i = gtj (si), 1 ≤ j ≤ N, 1 ≤ i ≤ n
o

.

In practice we consider the case of translated curves gt(s) = h(t − s),
where h is the Hanning kernel, with n = 50 and N = 100 (figure 6a).
This kind of simulation is interesting for two reasons:

• Althought the data set is located in a 50-dimensional space, it can
be represented in a convenient way (figure 6a).

• The data set is simulated by varying only one parameter t. This
ensures that X is located on a 1-dimensional manifold. Projection
on the principal plane illustrates this property (figure 6d).

Let us note that the problem of approximating curve sets has already
been addressed by Rice and Silverman [27]. They studied the effect of
introducing smoothing constraints on the PCA results. This idea of func-
tional PCA is developped in details in [24]. Besides, curve registration
approaches dedicated to this problem has been proposed [21, 25]. In this
paper, we focus on the comparison between PCA and AAC approxima-
tions.
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(a) Data set. (b) Second-iterated model.

(c) First iteration residuals rj(1). (d) Second iteration residuals rj(2).

Figure 5: Simulations in R
3.
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(a) A part of the data set. (b) PCA simulations.

(c) AAC simulations.

Observations

Modele ACP

Modele non-lineaire

(d) Principal plane projections.

Figure 6: Example on a data set made of curves.
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4.2.1 PCA model

PCA models are ill-adapted : as the data set has not a linear structure,
a 5-dimensional model has to be considered to get an information ratio
Q5 equal to 0.95. This information ratio is reached at the expense of
a poor generalization behavior. Using a bootstrap technique, one can
simulate new curves with the PCA model (figure 6b). It appears that PCA
simulations are very far from the original data set. This phenomenon is a
consequence of the PCA over-parametrization: curves very different from
the original ones can be found in the 5-dimensional subspace represented
by the PCA model.

4.2.2 AAC model

A projection axis is found with a parametrization ratio K1 = 0.93. Since
parameter t is not a linear combination of the coordinates, it is unlikely
that an exact parametrization axis exists. Cross validation requires choos-
ing M = 18 knots, leading to an information ratio Q1 = 0.95. The cor-
responding manifold is projected on the principal plane for visualization
(figure 6d). As the manifold remains close to the data set, simulations
with the AAC models are similar to the original curves (figure 6c).

4.3 Discussion

We have seen that AAC models can be more efficient than PCA models
when the data distribution is not Gaussian. However, AAC models suf-
fer from a higher computational cost due to the optimization (8) in the
step 2 of the algorithm. For instance, n evaluations of the index I (in
the case of a n-dimensional model) require a number of elementary oper-
ations proportional to n2N2. As a comparison, the equivalent operation
in the PCA case, which consists in computing the covariance matrix, only
requires a number of elementary operations proportional to n2N . Even
if this difference do not prevent the use of AAC models in usual cases,
it can become crucial for a very large data set. In such cases, a vector
quantization algorithm can be used as a preprocessing step [29] to reduce
the size of the data set.

5 Conclusion

In this paper, a nonlinear generalization of PCA is presented. Remarking
that PCA approximates data with linear subspaces, we proposed a method
based on manifold approximations. We show that additive models are
useless in this context and so, justify the use of composite models. AAC
models benefit from an efficient implementation thanks to an iterative
algorithm. Some approximation properties of this model are derived and
their consequences on the algorithm behavior are emphasized: reduction
of the mean square error at each iteration and convergence in a finite
number of steps. However, the computation of the projection axes, based
on a simulated annealing procedure, is a difficult task. The subject of our
current research is to find a projection index easier to maximize.
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Appendix: Proof of Lemmas

Proof of Lemma 2.2

The proof is by induction on d. Let us note Hd the d-th hypothesis
˙

rj(d), ak
¸

= 0, for 1 ≤ k ≤ d and ∀j ∈ {1, . . . , N}.

• For d = 1, equality
˙

rj(1), a1
¸

= 0, ∀j ∈ {1, . . . , N} is a consequence
of Lemma 2.1, and H1 is true.

• Assume Hd is true and let us prove Hd+1.
Let k ∈ {1, . . . , d}, then for all j ∈ {1, . . . , N} :

D

rj(d + 1), ak
E

=
D

rj(d) − Sαd+1

P ad+1

rj(d), ak
E

=
D

rj(d), ak
E

−
D

Sαd+1

P ad+1

rj(d), ak
E

.

Note t = P ad+1

rj(d) for sake of simplicity. Then,

D

rj(d + 1), ak
E

=
D

rj(d), ak
E

−
D

Sαd+1

(t), ak
E

,

with
˙

rj(d), ak
¸

= 0 in view of Hd and
D

Sαd+1

(t), ak
E

= 0 by (A3).

Consequently,
˙

rj(d + 1), ak
¸

= 0 for k ∈ {1, . . . , d}.
Consider now the case k = d + 1:
D

rj(d + 1), ad+1
E

=
D

rj(d), ad+1
E

−
D

Sαd+1

P ad+1

rj(d), ad+1
E

= P ad+1

rj(d) − P ad+1

Sαd+1

P ad+1

rj(d)

=
“

IdR − P ad+1

Sαd+1
”

(t).

(A1) implies P ad+1

Sαd+1

= IdR and
˙

rj(d + 1), ad+1
¸

= 0. The
two previouses results prove Hd+1.

As a conclusion,
˙

rj(d + 1), ak
¸

= 0, 1 ≤ k ≤ d + 1 and ∀j ∈ {1, . . . , N}.
¤

Proof of Lemma 2.3

We show by induction on d that Gd
i gradient can be expanded as :

∇Gd
i = ai + Ud,i with Ud,i ∈ [a1, . . . , ad], i = d + 1, . . . , n. (Hd)

In the orthogonal basis {a1, . . . , ad} (assumption (A2)), the d-th iterated
model writes

Gd(βd, x) =
“

IdRn − Sαd

P ad
”

Gd−1(βd−1, x).

Expanding the composition product and remarking that in this basis

P ad

Gd−1 rewrites Gd−1
d , it follows

Gd(βd, x) = Gd−1(βd−1, x) − Sαd

Gd−1
d (βd−1, x).
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The set of points represented by Gd is composed of the zeros of the (n−d)
following functions:

Gd
i (βd, x) = Gd−1

i (βd−1,x) − Sαd

i Gd−1
d (βd−1, x), i = d + 1, . . . , n. (11)

• With d = 1, we get :

∇G1
i = ai −

dSα1

i

dt
a1, i = 2, . . . , n,

and H1 is true.

• Assume Hd−1 is true and let us prove Hd. Differentiating equation
(11) it yields:

∇Gd
i = ∇Gd−1

i −∇Gd−1
d

dSαd

i

dt
Gd−1

d , i = d + 1, . . . , n. (12)

Applying Hd−1, we get ∇Gd−1
i = ai + Ud−1,i and ∇Gd−1

d = ad +
Ud−1,d with i = d + 1, . . . , n. Replacing in (12), ∇Gd

i rewrites

∇Gd
i = ai + Ud,i, i = d + 1, . . . , n,

with the following definition

Ud,i = ad + Ud−1,i + Ud−1,d.

As a consequence, Ud,i ∈ [a1, . . . , ad] and Hd is proved. ¤

Proof of Lemma 2.4

Let us consider the retroprojections Sαk

(t) = tak, t ∈ R, αk = ak for
k = 1, . . . , d as particular restoration functions. The d-th iterated AAA
model can be written

F d(βd, x) =

d
X

k=1

D

x, ak
E

ak,

which is the d-th iterated model built by PCA. Besides, since PCA axis
are orthogonal, it is straightforward to verify (A1)-(A3). ¤

Proof of Lemma 2.5

Consider (7) with X = IdRn and ξk = Sαk

P ak

. This is possible because

operators IdRn and Sαk

P ak

commute. We have

1
a

k=d

(IdRn − Sαk

P ak

) =
d
X

k=0

(−1)kZk,
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with Zk =
X

1≤i1<i2···<ik≤d

Sαik
P aik

. . . Sαi2
P ai2

Sαi1
P ai1

for k > 0 and

Z0 = IdRn . Expand the first terms of the sum:

1
a

k=d

(IdRn − Sαk

P ak

) = IdRn −

d
X

k=1

Sαk

P ak

+

d
X

k=2

(−1)kZk

= Gd(βd, .) +

d
X

k=2

(−1)kZk.

Assuming P ai

Sαj

= 0 for 1 ≤ j < i ≤ d, and applying (A0), it follows
that Zk = 0 for k = 2, . . . , d, and Gd(βd, .) is the d-th iterated AAC
model. ¤

Proof of Lemma 2.7

Les us write the i-th iterated AAC model, with 1 < i ≤ n, as

Gi(βi, .) =
1
a

k=i

(IdRn − Sαk

P ak

)

= (IdRn − Sαi

P ai

) ◦
1
a

k=i−1

(IdRn − Sαk

P ak

)

= (IdRn − Sαi

P ai

) ◦ Gi−1(βi−1, .)

= (IdRn − Sαi

P ai

) ◦

 

IdRn −

i−1
X

k=1

Sαk

P ak

!

,

since all the iterated models are additive by assumption. Composition
products are then expanded as:

Gi(βi, .) = IdRn −
i
X

k=1

Sαk

P ak

+

i−1
X

k=1

Sαi

P ai

Sαk

P ak

.

Since the model is assumed to be additive, it follows that

i−1
X

k=1

Sαi

P ai

Sαk

P ak

= 0.

This can be rewritten as

∀x ∈ R
n,

i−1
X

k=1

Sαi

P ai

Sαk
“D

ak, x
E”

= 0. (13)

In particular, taking x = λaj in (13) with λ ∈ R and 1 ≤ j ≤ i − 1 yields

∀λ ∈ R,
X

k 6=j

Sαi

P ai

Sαk

(0) + Sαi

P ai

Sαj

(λ) = 0, (14)

in view of the axis orthogonality (A2). Using now condition (A0), (14)
becomes

∀λ ∈ R, Sαi

P ai

Sαj

(λ) = 0. (15)
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By projecting (15) on axis [ai] and using condition (A1), it follows that

∀λ ∈ R, P ai

Sαj

(λ) = 0,

which is the expected result: P ai

Sαj

= 0 for 1 ≤ j < i ≤ n. ¤
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