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Addressing and Routing in Heterogeneous Data Networks
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2Department of Computer Science, Concordia University, 1455 de Maisonneuve Blvd,

‘Département d’informatique et de recherche opérationnelle, Université de Montréal,
C.P. 6128, succursale A, Montréal, Québec Canada H3C 3J7

Asynchronous Transfer Mode (ATM) technology. The ATM offers speeds substantially
above those available with current wide area networking technologies. However, effective
internetworking using the ATM requires three conditions to be met: increasingly powerful

dlstrnct addressmg domams (networks utlhzmg a smgle addressrng family) is imperative.
The parametrlc addressmg capablhty of the Xpress Transfer Protocol (XTP) permlts

The increase in routing capabilities can be achieved using general purpose Dlstrrbuted
Memory Parallel Computers (DMPCs). DMPCs also offer the necessary processing power
for the IN software

Keywords: Network Arehlteeture and Design; Network Protocols; Internetworking; ATM
L\Asynenronous ‘iransier Mooe), intelligent Networks; Xpress Transfer Protocol
NTRODUCTION
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Traditional data networks have been characterized by point-to-point communication,
smgle protocol famlhes and smgle addressmg plans. Individual protocol families typically
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Inedla has requlred 1nternetwork1ng—a routrng functlon norrnally assomated w1th the

prov1d ea Valuable service to the networklng ornmunlty
The desire to unify the movement of voice, video and data has led to the development
of the Asynchronous Transfer Mode (ATM) [2], a design for a wide-applicability, high-

ITU)]. It is seen by many as beconnng ubiquitous, and therefore removing the need for
internetworking and routing. Our position is that routing will continue to be needed, and
that the higher speeds of future networks will require even more powerful routers than

how its parametrlc addresses can be used to unlfy addressmg domarns We also d1scuss
how routing in XTP and routing in ATM can be uniformly treated as an Intelligent
Network service. Section 4 discusses the construction of high-speed routers for XTP, and
Section 5 lists our conclusions.

2. DATA NETWORK ATTRIBUTES

2.1. Architectures and Services

A wide variety of physical media has been used in existing data networks, with widely
varying Medium Access Control mechanisms and physical level protocols. One character-
1zatlon that has been used is that of dlstlngulshrng between local area networks (LANs)

[92] '4

1nvestn1ent have been de in hardware and software based hese avarlable technolo—
gies. In the past, signlﬁcant differences existed between LANs and WANSs, as LANs tended
to be implemented on shared media, while WANs tended to be implemented on switched

(physical, datalink, network) levels of the OSI h1erarohy provrdes both routlng capablhty
and conversion of media formats. As technology has developed, the speeds available
for WANs have increased, to the point where they now rival or exceed the speeds of
most installed LANs. A particular example of this is the ATM, which is as adaptable
t(:) LAP\T e_l—l_\/—il()lllll(—'lll‘ﬂ as ll l\ I() \/\/T/—\l\l (—‘“V_ll()lllll("”l'ﬁ l lll\ W()Hl(l Seern l() ernc ()l]l(‘IBF a
widespread conversion to the ATM technology, except for the large installed base of the old
technologies and the high cost of the ATM hardware. Therefore, this new technology will

get “close” to the desktop, and possibly all the way to some high-performance processors
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implies that routers will continue to be needed, and that the performance requirements
will increase substantially as network speeds increase.
WAN transport services have provided primarily point-to-point connections, oriented
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either towards transferring relatively large amounts of data, or towards rernalnlng con-

h the Pnnnmpﬁnn move the ﬁafa cloge

that it was necessary to ensure that the peer

transmission.
LANSs introdx

system needs to retain little or no information (state) about ongoing traffic. However, it
also garned some of its efﬁ(nency from the assumptlon that unrehable (unacknowledged)

1=

transactions are examples of this

extremes may be useful: acknowledged datagmms and
trend.

In datagraminetworks the objects sent are completely independent of each other.
Each obJect Inust contarn the destination address as part of 1ts overhea,d (typlcally in the

permitted, but not required). As noted above, datagram networks are stateless—there is
no correlation between subsequent objects, so there is no possibility of using knowledge
about the resource requirements of a strearn of obJects to eontrol the ﬂow or congestlon

date is based in part on the fact that 1ts addresses are short (four octets) However th1s
address space is proving to be inadequate for the number of s1tes currently connected to

overheads for datagram style operations.

In connection-oriented networks, while the complete address must be sent initially, it
is possible to represent a connection with a short “connection identifier”, and rely on the
1ntermed1ate routers to retaln state for a partlcular conneetlon so that decisions for the

s ase
sHARNS; DastCa O SINDIC vaniC 1O0KUDS. 110 TeguUircineiiy vo X vVoice,

v1deo and data has led the C riage in the AT

which has a 48-octet payload. This is combined with a 5-octet header into a 53-octet cell
Of necess1ty, the addressrng information in a cell is all—only 28 b1ts are available for

Over the years, a varlety of addressing plans has been proposed and implemented in
data networks. Each protocol stack appears to have its own. A given end system must



support at least one protocol stack and its addressing plan, and may support several,

but this sum)ort is usually of tne form “establish a connection for using a particular

S
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essing domain”. Given the enormous inv
in software for these spe01ﬁc s1tuat10ns the wide range of addressing schemes will be in
place for many years to come. It is clearly desirable that ways be found to utilize this
investment: to stay within a particular address domain when possible, but to provide

(local) networks this can be achieved uslng the broadcast capablhty of the shared medium,

For non-shared media, and for wider areas, much more selective mechanisms must be used
[5], and it becomes necessary to specify group membership precisely, to prevent wasting
bandwidth unnecessarily.

While shared-media physical layers have always had multicast or group addresses, it is

currently underway to define what multi- peer addressmg means [7].

2.4. Routing

communicate, it is necessary to route the data through the underlying physical network.
If the overall paradigm is one of connectionless transport, then the individual objects each
carry an address and this address is 1nterpreted at each routlng node The address may
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objects to be sent. Use of such a short identifier, with local signlﬁcance, as an index
into some sort of table can provide fast access to the information necessary to forward an
object within a network. This is precisely the way in which route values are used in XTP

(see Section 3.1).

the route to move data Many routlng protocols ex1st 18], correspondlng to each of the
protocol stacks and/or addressing families that exist. The purpose of each of these routing
protocols is to maintain the d1str1buted database that conta1ns the routlng 1nformatlon

ordered (static allocation), and future offerings will permit dynamic allocation of routes.
Le Boudec [2] suggests that this will be based on an extension of existing signalling
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protocols such as Q.931 [9]. Swztchmg of ATM cells is based on the cell labels in an

new cell label to be used

What is needed is a very generic platform on which to base these routing and label
assignment strategies, such that a variety of routing plans/address families could be offered
to the public.

2.5. Multicast Routing

naturally receive their own copy of the multicast message. On switched media, multicast
must be achieved either by rephcatlng the message once for each part1c1pant 1n the group,

duplicate messages are not sent along shared paths. It requires Considerably more intelli-
gence in the router than is necessary for routing unicast packets.

ew capablhtles the elecommumcatlon etwork and to

te service lmplementat
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3.1. The Xpress Transfer Protocol
The Xpress Transfer Protocol (XTP) [11,12] is a so-called transfer protocol, specif-
1cally designed for high speed networks It 1ncorporates functionalities of both Network

XTP has no addressing plan of its own. An XTP Address Segment consists of an Address
Descriptor, which describes (among other things) What addressing plan is being used,
followed by the actual son e t fi

irce and destination addr

[+

his provides great fiexibility, in
that :/XJ_ P can exist WlE[llIl ally Sys stern that uses one OI E[le duuressu £ pians COIltEIIlpldEE(l
by the XTP Protocol Definition [11]. Some uses of this flexibility will be indicated later.

XTP has a variety of packet types, of which the FIRST packet, the DATA packet,



U\J;‘J.LJ.L/J.i!U, alili iiiu..y ainl Caily unl Uauvd.

CNTL packet carries protocol control information.

and a route representrng the path between the source and destrnatron systems In effect
the key is a short fornl for the transport level part of the address in the Address Segment

measure of connectivity between addresslng dornarns

1.

©o

If an end system is a partrcrpant in a partrcular addressrng dornarn which 1rnp11es

iv Calt vv‘.wy LIIC 7

domain that it lives in, and send it to a
forward into the desired addressing domain).

“smart” router (i.e., a router that can

If an end system (XTP or otherwise) is unaware of the possibility of multiple address
fannhes then it is possrble to deﬁne a set of ‘special” addresses within an addressrng

autornatrcally forwarded to the des1red destlnatron address. Thrs possrbrhty
can be used with any existing or future protocol.

e If the protocol being used is XTP, it would be possible to send a two-address
descriptor. The first address would be the address of the service, and the

1 i I I 111 41 | . 1 1 . mi - 21 1 41
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advantage that the key and route chosen can continue to be used for subsequent
transmissions.



context k1 1 context k2
route rl route rs route 12

FIRST (k1, r1)

FIRST (kI, rs1)

CNTL((-k1, -rs1),(-k2,-r2))

CNTL((-k1, -r1),(-k2,-rs1))

DATA (K2, -1s1)

DATA (K2, -r 2)

Two-address descriptors are not currently defined in XTP. However, correct opera-
tion of this proposal depends only on the fact that the routing service interprets the

Y A

the mechanlsms necessary for multlcastlng of packets Its ab111ty to prov1de mult1cast1ng
services will clearly depend on the existence of multicast addresses within the address1ng
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In b1gure 1, we present the procedure that is used to estabhsh a cornrnunlcat1on and
exchange of data between two XTP entities (called EXTP in the following) through an
XTP switch.

Let EXTP1 be an XTP entity Willing to communicate with a distant peer EXTP2.

4

] 7 7.1 1 10 mi !
I()I Ilet‘ 1dentifiers (say K1 anda ri). 1nen it

{ T Qr §

to use for this connectlon (say rsl) Us1ng the Address Segment of the FIRST PDU the
switch then selects an outgoing link for it, updates its route table, replaces r1 with rsl
in the FIRST PDU, and forwards it towards the next sw1tch or the ﬁnal EXTP

route tables for free 1dent1ﬁers (say k2 and r2) and assocnates them Wlth the incoming
identifiers k1 and rs1. At this stage, EXTP2 can reply to EXTP1 with a PDU using the
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XR:  XTP Router

S: ATM Switch

R: ATM Routing Module
- Data Flow

negative key and route identifiers (—k1 and —rsl) to allow direct access in the context
table of its peer (Wlth kl) and route table(s) of the intermediate switch(es) (with —rsl).

'ITY]T\I‘Y 2 \(—\[‘I]'IQTIT]A \{—‘ATI‘I’] ]T\ Tl'll'—lkl—‘ (1)'1::! th'T‘('[!]I'(—IS hf\ t[) TYI/\I(I—‘ Tl'll—l l‘[\YY]TY]]1T]]I“AT'I!\YI &‘TYYI_

metric, EXTP2 can perform a key exchange. To do that a CNTL PDU is sent back to
EXTP1 through the switch. This PDU carries the values (—r2 and —k2).

egy is not. For the moment, establishment of a route is done at the time that a “permanent
virtual circuit” is subscribed for. In the future, routes will be established dynamically,
perhaps using an extended Q.931 [2]. This is called signalling in the ATM literature.

s} i1 4 1 1 ArTN T
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each ATM switch so that subsequent data cells will be correetly forwarded Clearly, choos—
mg and setting up the correct routes must precede switching of data cells. Routes might

mpletely estabhshed before data ﬁows (connectlon first model), or routes might be

=
=

itch ta

O se




-]

S

aryv hotwoon tho Y VO 10 comoewhat arina A¥s diven the oonerabitv of
@iy wCUWOULL viiC ¥ v i 1o DULLITWILIAGU @ y Siviii viiC SULICIQuivy Ul

,
N

v

The ATM routmg strategy will, in the future, have to reflect the possibility of a
user asking to be connected to “anyone”, given an address from “any” of the supported

followed by representations of the source and destination addresses, in accordance with
the encoding rules of that address family.
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address. Wlthln the part of the network that prov1des an IN [10} service, however, routing
could be formulated as an offered service. Multicast routing clearly needs a significant
level of support, which would be relatively easy to provide on this platform.

4. IMPLEMENTING HIGH PERFORMANCE XTP SWITCHES
4.1. The Need for a Parallel XTP SW1tch

T‘ -!"..’ ,\L' 1

heavily used to implement the connectivity (see Figure 3 where an XTP PDU arrives on
an ATM link and leaves on an IP one).
Thus to 1mplement these sw1tches on

solutlon relies on special purpose multlprocessor computers with hlgh I/O capabilities,
which is a well-mastered technology. However when the various processors communicate
through a shared memory, the total throughput of the sw1tch is hmlted by the bottleneck

SO

special purpose multiprocessor computers are built in few 1nstanees (from several tens
to several hundreds) have an ad hoc operatlng system (rnost of the time

and a poor

n

Wlth standard

7
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EXTP 1 subswitch 1 subswitch 2 EXTP 2
context k1 context k2
route rl route rss1 route r2
IN SERVER
FIRST (k1, rss1)
ASK(
REPLY()

Req(FIRST (k1, rss1))

FIRST (k1, rss1)

CNTL((-k1, -rss1),(-k2,-r2))

CNTL((-k1, -rss1),(-k2,-12))

CNTL((k1, -r1),(-k2,-rss1))

DATA (K2, -rss1)

Req(DATA (-k2, r 2))

DATA (K2, -r 2)

e = B e =—

Network 1 (e.g. ATM) Network 2 (e.g. IP)

Figure 3. Routing through an XTP parallel switch (using the IN)

By construction, DMPC exhibit easily customizable performances, and their operating
systems and programmmg methods and env1ronments are maturmg, so in the long run,

The sequential XTP switch has been broken down into a set of independent subswitches
(one for each available processor), each one dealing with a subset of the incoming and
outgoing links (see Figure 3). Internal communication between subswitches occurs when
the outgomg link for a commumcatlon is not located on. the same proeessor as the one

b=
19

1ocally, it compute s the lo-
cation of the relevant outgoing link (using the IN server when needed), and fully processes
the i 1ncom1ng PDU. Then if the requlred hnk is not attached to this processor, it simply

—

utgoing link to send the outgoing PDI
(o] (=] (o]
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On the other hand, if the processor receiving an XTP PDU does not own the switching
information, it is however able to compute the number of the processor owning this



information, and then it forwards the incoming XTP PDU to this processor, as if it were

Pnfnd to Hm:\ r\ar‘aHnI ennfﬁh nend not hn IIYH’“XYH nﬂhl r‘nn’nmn

thus the Very same program is used regardless of the number of processors.

5. CONCLUSION

The networks of the world have developed as isolated entities, corresponding to par-

formerly disparate domains.
While the increased capability of the routers that will be necessary at the transitions
between dlﬁerent media and at the boundarres between addressrng domarns could be

We have experimented with the design of highly parallel XTP routers, and future studies
will include a simulation of the operation of just such a router in the ATM context.
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