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Abstract
In this paper, we report a performance bound for the widely used least-squares policy iteration
(LSPI) algorithm. We first consider the problem of policy evaluation in reinforcement learning,
that is, learning the value function of a fixed policy, using the least-squares temporal-difference
(LSTD) learning method, and report finite-sample analysis for this algorithm. To do so, we first
derive a bound on the performance of the LSTD solution evaluated at the states generated by the
Markov chain and used by the algorithm to learn an estimate ofthe value function. This result is
general in the sense that no assumption is made on the existence of a stationary distribution for the
Markov chain. We then derive generalization bounds in the case when the Markov chain possesses a
stationary distribution and isβ-mixing. Finally, we analyze how the error at each policy evaluation
step is propagated through the iterations of a policy iteration method, and derive a performance
bound for the LSPI algorithm.

Keywords: Markov decision processes, reinforcement learning, least-squares temporal-difference,
least-squares policy iteration, generalization bounds, finite-sample analysis

1. Introduction

Least-squares temporal-difference (LSTD) learning (Bradtke and Barto, 1996; Boyan, 1999) is a
widely used algorithm for prediction in general, and in the context of reinforcement learning (RL),
for learning the value functionVπ of a given policyπ. LSTD has been successfully applied to a
number of problems especially after the development of the least-squares policy iteration (LSPI)
algorithm (Lagoudakis and Parr, 2003), which extends LSTD to control by using it in the policy
evaluation step of policy iteration. More precisely, LSTD computes the fixed pointof the operator
ΠT , whereT is the Bellman operator andΠ is the projection operator in a linear function space
F . Although LSTD and LSPI have been widely used in the RL community, a finite-sample analysis
of LSTD, that is, performance bounds in terms of the number of samples, the spaceF , and the
characteristic parameters of the MDP at hand, is still missing.

Most of the theoretical work analyzing LSTD have been focused on the model-based case, where
explicit models of the reward function and the dynamics are available. In particular, Tsitsiklis and
Van Roy (1997) showed that the distance between the LSTD solution and the value functionVπ is
bounded by the distance betweenVπ and its closest approximation in the linear space, multiplied
by a constant which increases as the discount factor approaches 1. In this bound, it is assumed that
the Markov chain possesses a stationary distributionρπ and the distances are measured according
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to ρπ. Yu (2010) has extended this analysis and derived an asymptotic convergence analysis for off-
policy LSTD(λ), that is when the samples are collected following a behavior policy differentfrom
the policyπ under evaluation. Finally, on-policy empirical LSTD has been analyzed by Bertsekas
(2007). His analysis reveals a critical dependency on the inverse of thesmallest eigenvalue of the
LSTD’s A matrix (note that the LSTD solution is obtained by solving a system of linear equations
Ax= b). Nonetheless, Bertsekas (2007) does not provide a finite-sample analysis of the algorithm.
Although these analyses already provide some insights on the behavior of LSTD, asymptotic results
do not give a full characterization of the performance of the algorithm whenonly a finite number of
samples is available (which is the most common situation in practice). On the other hand, afinite-
sample analysis has a number of important advantages:1) unlike in Tsitsiklis and Van Roy (1997),
where they assume that model-based LSTD always returns a solution, in a finite-sample analysis we
study the characteristics of the actual empirical LSTD fixed point, including its existence,2) a finite-
sample bound explicitly reveals how the prediction error of LSTD is related to the characteristic
parameters of the MDP at hand, such as the discount factor, the dimensionality of the function
spaceF , and the number of samples,3) once this dependency is clear, the bound can be used to
determine the order of magnitude of the number of samples needed to achieve a desired accuracy.

Recently, several works have been focused on deriving a finite-sampleanalysis for different RL
algorithms. In the following, we review those that are more strictly related to LSTD and to the
results reported in this paper. Antos et al. (2008) analyzed the modified Bellmanresidual (MBR)
minimization algorithm for a finite number of samples, bounded function spaces, and aµ-norm
that might be different from the norm induced byρπ. Although MBR minimization was shown to
reduce to LSTD in case of linear spaces, it is not straightforward to extendthe finite-sample bounds
derived by Antos et al. (2008) to unbounded linear spaces considered by LSTD. Farahmand et al.
(2008) proposed aℓ2-regularized extension of LSPI and provided finite-sample analysis for the
algorithm when the function space is a reproducing kernel Hilbert space (RKHS). In this work,
the authors consider the optimization formulation of LSTD (instead of the better known fixed-
point formulation) and assume that a generative model of the environment is available. Moreover,
the analysis is forℓ2-regularized LSTD (LSPI) and also for the case that the function spaceF
is a RKHS. Pires and Szepesvári (2012) also analyzed a regularized version of LSTD reporting
performance bounds for both the on-policy and off-policy case. In thispaper, we first report a finite-
sample analysis of LSTD. To the best of our knowledge, this is the first complete finite-sample
analysis of this widely used algorithm. Our analysis is for a specific implementation ofLSTD
that we callpathwise LSTD. Pathwise LSTD has two specific characteristics:1) it takes a single
trajectory generated by the Markov chain induced by policyπas input, and2) it uses the pathwise
Bellman operator (precisely defined in Section 3), which is defined to be a contraction w.r.t. the
empirical norm. We first derive a bound on the performance of the pathwiseLSTD solution for a
setting that we callMarkov design. In this setting, the performance is evaluated at the points used
by the algorithm to learn an estimate ofVπ. This bound is general in the sense that no assumption
is made on the existence of a stationary distribution for the Markov chain. Then,in the case that the
Markov chain admits a stationary distributionρπ and isβ-mixing, we derive generalization bounds
w.r.t. the norm induced byρπ. Finally, along the lines of Antos et al. (2008), we show how the
LSTD error is propagated through the iterations of LSPI, and under suitable assumptions, derive a
performance bound for the LSPI algorithm.

Besides providing a full finite-sample analysis of LSPI, the major insights gained by the analysis
in the paper may be summarized as follows. The first result is about the existence of the LSTD
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solution and its performance. In Theorem 1 we show that with a slight modification of the empirical
Bellman operator̂T (leading to the definition of pathwise LSTD), the operatorΠ̂T̂ (whereΠ̂ is
an empirical projection operator) always has a fixed point ˆv, even when the sample-based Gram
matrix is not invertible and the Markov chain does not admit a stationary distribution.In this very
general setting, it is still possible to derive a bound for the performance ofthe LSTD solution, ˆv,
evaluated at the states of the trajectory used by the algorithm. Moreover, an analysis of the bound
reveals a critical dependency on the smallest strictly positive eigenvalueνn of the sample-based
Gram matrix. Then, in the case in which the Markov chain has a stationary distribution ρπ, it is
possible to relate the value ofνn to the smallest eigenvalue of the Gram matrix defined according
to ρπ. Furthermore, it is possible to generalize the previous performance bound over the entire
state space under the measureρπ, when the samples are drawn from a stationaryβ-mixing process
(Theorem 5). It is important to note that the asymptotic bound obtained by takingthe number of
samples,n, to infinity is equal (up to constants) to the bound in Tsitsiklis and Van Roy (1997) for
model-based LSTD. Furthermore, a comparison with the bounds in Antos et al. (2008) shows that
we successfully leverage on the specific setting of LSTD:1) the space of functions is linear, and2)
the distribution used to evaluate the performance is the stationary distribution of the Markov chain
induced by the policy, and obtain a better bound both in terms of1) estimation error, a rate of order
O(1/n) instead ofO(1/

√
n) for the squared error, and2) approximation error, the minimal distance

between the value functionVπ and the spaceF instead of the inherent Bellman errors ofF . The
extension in Theorem 6 to the case in which the samples belong to a trajectory generated by a fast
mixing Markov chain shows that it is possible to achieve the same performance as in the case of
stationaryβ-mixing processes. Finally, the analysis of LSPI reveals the need for several critical
assumptions on the stationary distributions of the policies that are greedy w.r.t. to the functions in
the linear spaceF . These assumptions seem unavoidable when an on-policy method is used at each
iteration, and whether they can be removed or relaxed in other settings is still an open question.
This paper extends and improves over the conference paper by Lazaric et al. (2010) in the following
respects:1) we report the full proofs and technical tools for all the theoretical results, thus making
the paper self-contained,2) we extend the LSTD results to LSPI showing how the approximation
errors are propagated through iterations.

The rest of the paper is organized as follows. In Section 2, we set the notation used throughout
the paper. In Section 3, we introduce pathwise LSTD by a minor modification to the standard LSTD
formulation in order to guarantee the existence of at least one solution. In Section4, we introduce
the Markov design setting for regression and report an empirical bound for LSTD. In Section 5, we
show how the Markov design bound of Section 4 may be extended when the Markov chain admits
a stationary distribution. In Section 6, we analyze how the LSTD error is propagated through the
iterations of LSPI and derive a performance bound for the LSPI algorithm.Finally in Section 7, we
draw conclusions and discuss some possible directions for future work.

2. Preliminaries

For a measurable space with domainX , we let S(X ) andB(X ;L) denote the set of probability
measures overX , and the space of bounded measurable functions with domainX and bound 0<
L < ∞, respectively. For a measureρ ∈ S(X ) and a measurable functionf : X → R, we define the
ℓ2(ρ)-norm of f , || f ||ρ, and for a set ofn pointsX1, . . . ,Xn ∈ X , we define the empirical norm|| f ||n
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as

|| f ||2ρ =
∫

f (x)2ρ(dx) and || f ||2n =
1
n

n

∑
t=1

f (Xt)
2.

The supremum norm off , || f ||∞, is defined as|| f ||∞ = supx∈X | f (x)|.
We consider the standard RL framework (Bertsekas and Tsitsiklis, 1996;Sutton and Barto,

1998) in which a learning agent interacts with a stochastic environment and this interaction is mod-
eled as a discrete-time discounted Markov decision process (MDP). A discounted MDP is a tuple
M = 〈X ,A , r,P,γ〉 where the state spaceX is a bounded closed subset of thes-dimensional Eu-
clidean space,A is a finite (|A |< ∞) action space, the reward functionr : X ×A → R is uniformly
bounded byRmax, the transition kernelP is such that for allx∈X anda∈A , P(·|x,a) is a distribution
overX , andγ∈ (0,1) is a discount factor. A deterministic policyπ:X →A is a mapping from states
to actions. For a given policyπ, the MDPM is reduced to a Markov chainM π = 〈X ,Rπ,Pπ,γ〉
with the reward functionRπ(x) = r

(
x,π(x)

)
, transition kernelPπ(·|x) = P

(
· |x,π(x)

)
, and stationary

distributionρπ (if it admits one). The value function of a policyπ, Vπ, is the unique fixed-point of
the Bellman operatorT π : B(X ;Vmax=

Rmax
1−γ )→ B(X ;Vmax) defined by

(T πV)(x) = Rπ(x)+γ
∫
X

Pπ(dy|x)V(y).

We also define the optimal value functionV∗ as the unique fixed-point of the optimal Bellman
operatorT ∗ : B(X ;Vmax)→ B(X ;Vmax) defined by

(T ∗V)(x) = max
a∈A

[
r(x,a)+γ

∫
X

P(dy|x,a)V(y)

]
.

In the following sections, to simplify the notation, we remove the dependency to the policy π and
useR, P, V, ρ, andT instead ofRπ, Pπ, Vπ, ρπ, andT π whenever the policyπ is fixed and clear
from the context.

To approximate the value functionV, we use a linear approximation architecture with param-
etersα ∈ R

d and basis functionsϕi ∈ B(X ;L), i = 1, . . . ,d. We denote byφ : X → R
d, φ(·) =(

ϕ1(·), . . . ,ϕd(·)
)⊤

the feature vector, and byF the linear function space spanned by the basis
functionsϕi . ThusF =

{
fα | α ∈ R

d and fα(·) = φ(·)⊤α
}

.
Let (X1, . . . ,Xn) be a sample path (trajectory) of sizen generated by the Markov chainM π.

Let v ∈ R
n andr ∈ R

n be such thatvt = V(Xt) andrt = R(Xt) be the value vector and the reward
vector, respectively. Also, letΦ = [φ(X1)

⊤; . . . ;φ(Xn)
⊤] be the feature matrix defined at the states,

andFn = {Φα, α ∈ R
d} ⊂ R

n be the corresponding vector space. We denote byΠ̂ : Rn → Fn

the orthogonal projection ontoFn, defined aŝΠy = argminz∈Fn
||y− z||n, where||y||2n = 1

n ∑n
t=1y2

t .

Note that the orthogonal projection̂Πy for any y ∈ R
n exists and is unique. Moreover,̂Π is a

non-expansive mapping w.r.t. theℓ2-norm: since the projection is orthogonal and using the Cauchy-
Schwarz inequality||Π̂y− Π̂z||2n = 〈y− z, Π̂y− Π̂z〉n ≤ ||y− z||n||Π̂y− Π̂z||n, and thus, we obtain
||Π̂y− Π̂z||n ≤ ||y−z||n.

3. Pathwise LSTD

Pathwise LSTD (Algorithm 1) is a version of LSTD that takes as input a linear function space
F and a single trajectoryX1, . . . ,Xn generated by following the policy, and returns the fixed-point
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Algorithm 1 A pseudo-code for the batch pathwise LSTD algorithm.
Input: Linear spaceF = span{ϕi ,1≤ i ≤ d}, sample trajectory{(xt , rt)}n

t=1 of the Markov chain

Build the feature matrixΦ= [φ(x1)
⊤; . . . ;φ(xn)

⊤]
Build the empirical transition matrix̂P : P̂i j = I{ j = i+1, j 6= n}
Build matrixA= Φ⊤(I −γP̂)Φ
Build vectorb= Φ⊤r
Return thepathwise LSTD solutionα̂ = A+b

of the empirical operator̂ΠT̂ , whereT̂ : Rn → R
n is thepathwise Bellman operatordefined as

(T̂ y)t =

{
rt +γyt+1 1≤ t < n,
rt t = n.

Note that by defining the operator̂P : Rn →R
n as(P̂y)t = yt+1 for 1≤ t < n and(P̂y)n = 0, we have

T̂ y= r +γP̂y. The motivation for using the pathwise Bellman operator is that it isγ-contraction in
ℓ2-norm, that is, for anyy,z∈ R

n, we have

||T̂ y− T̂ z||2n = ||γP̂(y−z)||2n ≤ γ2||y−z||2n .
Since the orthogonal projection̂Π is non-expansive w.r.t.ℓ2-norm, from Banach fixed point theorem,
there exists a unique fixed-point ˆv of the mappinĝΠT̂ , that is,v̂= Π̂T̂ v̂. Since ˆv is the unique fixed
point of Π̂T̂ , the vector ˆv− T̂ v̂ is perpendicular to the spaceFn, and thus,Φ⊤(v̂− T̂ v̂) = 0. By
replacing ˆv with Φα, we obtainΦ⊤Φα=Φ⊤(r+γP̂Φα) and thenΦ⊤(I −γP̂)Φα=Φ⊤r. Therefore,
by settingA= Φ⊤(I −γP̂)Φ andb= Φ⊤r, we recover ad×d system of equationsAα = b similar
to the one in the original LSTD algorithm. Note that since the fixed point ˆv exists, this system
always has at least one solution. We call the solution with minimal norm,α̂ = A+b, whereA+ is the
Moore-Penrose pseudo-inverse ofA, the pathwise LSTD solution.1

Finally, notice that the algorithm reported in Figure 1 may be easily extended to theincremental
version of LSTD by incrementally building the inverse of the matrixA as the samples are collected.

4. Markov Design Bound

In Section 3, we defined the pathwise Bellman operator with a slight modification in the definition
of the empirical Bellman operator̂T , and showed that the operatorΠ̂T̂ always has a unique fixed
point v̂. In this section, we derive a bound for the performance of ˆv evaluated at the states of the
trajectory used by the pathwise LSTD algorithm. We first state the main theorem and we discuss it
in a number of remarks. The proofs are postponed at the end of the section.

Theorem 1 Let X1, . . . ,Xn be a trajectory generated by the Markov chain, and v, v̂ ∈ R
n be the

vectors whose components are the value function and the pathwise LSTD solution at {Xt}n
t=1, re-

spectively. Then with probability at least1−δ (the probability is w.r.t. the random trajectory), we
have

||v− v̂||n ≤
1√

1−γ2
||v− Π̂v||n+

1
1−γ

[
γVmaxL

√
d
νn

(√8log(2d/δ)
n

+
1
n

)]
, (1)

1. Note that whenever the matrixA is invertibleA+ = A−1.
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where the random variableνn is the smallest strictly-positive eigenvalue of the sample-based Gram
matrix 1

nΦ⊤Φ.

Remark 1 Theorem 1 provides a bound on the prediction error of the LSTD solution ˆv w.r.t.
the true value functionv on the trajectoryX1, . . . ,Xn used as a training set for pathwise-LSTD.
The bound contains two main terms. The first term||v− Π̂v||n is theapproximationerror and it
represents the smallest possible error in approximatingv with functions inF . This error cannot
be avoided. The second term, of orderO(

√
d/n), is theestimationerror and it accounts for the

error due to the use of a finite number of noisy samples and it shows what is the influence of the
different elements of the problem (e.g.,γ, d, n) on the prediction error and it provides insights about
how to tune some parameters. We first notice that the bound suggests that thenumber of samplesn
should be significantly bigger than the number of featuresd in order to achieve a small estimation
error. Furthermore, the bound can be used to estimate the number of samples needed to guarantee
a desired prediction errorε. In fact, apart from the approximation error, which is unavoidable, we
have thatn= O(d/((1−γ)2ε2)) samples are enough to achieve anε-accurate approximation of the
true value functionv. We also remark that one might be tempted to reduce the dimensionalityd, so
as to reduce the sample cost of the algorithm. Nonetheless, this is likely to reduce the approximation
capability ofF and thus increase the approximation error.

Remark 2 When the eigenvalues of the sample-based Gram matrix1
nΦ⊤Φ are all non-zero,Φ⊤Φ

is invertible, and thus,̂Π = Φ(Φ⊤Φ)−1Φ⊤. In this case, the uniqueness of ˆv implies the uniqueness
of α̂ since

v̂= Φα =⇒ Φ⊤v̂= Φ⊤Φα =⇒ α̂ = (Φ⊤Φ)−1Φ⊤v̂.

On the other hand, when the sample-based Gram matrix1
nΦ⊤Φ is not invertible, the systemAx= b

may have many solutions. Among all the possible solutions, one may choose the one withminimal
norm: α̂ = A+b.

Remark 3 Note that in case there exists a constantν > 0, such that with probability 1−δ′ all the
eigenvalues of the sample-based Gram matrix are lower-bounded byν, Equation 1 (withνn replaced
by ν) holds with probability at least 1− (δ+δ′) (see Section 5.1 for a case in which such constant
ν can be computed and it is related to the smallest eigenvalue of the model based Gram matrix).

Remark 4 Theorem 1 provides a bound without any reference to the stationary distribution of
the Markov chain. In fact, the bound of Equation 1 holds even when the chain does not admit a
stationary distribution. For example, consider a Markov chain on the real line where the transitions
always move the states to the right, that is,p(Xt+1 ∈ dy|Xt = x) = 0 for y≤ x. For simplicity assume
that the value functionV is bounded and belongs toF . This Markov chain is not recurrent, and thus,
does not have a stationary distribution. We also assume that the feature vectors φ(X1), . . . ,φ(Xn)
are sufficiently independent, so that all the eigenvalues of1

nΦ⊤Φ are greater thanν > 0. Then
according to Theorem 1, pathwise LSTD is able to estimate the value function at the samples at a
rateO(1/

√
n). This may seem surprising because at each stateXt the algorithm is only provided

with a noisy estimation of the expected value of the next state. However, the estimates are unbiased
conditioned on the current state, and we will see in the proof that using a concentration inequality
for martingale, pathwise LSTD is able to learn a good estimate of the value functionat a stateXt

using noisy pieces of information at other states that may be far away fromXt . In other words,
learning the value function at a given state does not require making an average over many samples
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close to that state. This implies that LSTD does not require the Markov chain topossess a stationary
distribution.

Remark 5 The most critical part of the bound in Equation 1 is the inverse dependency onthe
smallest positive eigenvalueνn. A similar dependency is shown in the LSTD analysis of Bertsekas
(2007). The main difference is that here we have a more complete finite-sample analysis with an
explicit dependency on the number of samples and the other characteristic parameters of the prob-
lem. Furthermore, if the Markov chain admits a stationary distributionρ, we are able to relate the
existence of the LSTD solution to the smallest eigenvalue of the Gram matrix defined according to
ρ (see Section 5.1).

In order to prove Theorem 1, we first introduce the regression setting withMarkov designand
then state and prove a lemma about this model. Delattre and Gaı̈ffas (2011) recently analyzed a
similar setting in the general case of martingale incremental errors.

Definition 2 The model of regression withMarkov design is a regression problem where the data
(Xt ,Yt)1≤t≤n are generated according to the following model: X1, . . . ,Xn is a sample path generated
by a Markov chain, Yt = f (Xt)+ξt , where f is the target function, and the noise termξt is a random
variable which is adapted to the filtration generated by X1, . . . ,Xt+1 and is such that

|ξt | ≤C and E[ξt |X1, . . . ,Xt ] = 0. (2)

The next lemma reports a risk bound for the Markov design setting which is of independent
interest.

Lemma 3 (Regression bound for the Markov design setting)We consider the model of regres-
sion with Markov design in Definition 2. Let̂w ∈ Fn be the least-squares estimate of the (noisy)
values Y= {Yt}n

t=1, that is, ŵ = Π̂Y, and w∈ Fn be the least-squares estimate of the (noiseless)
values Z= {Zt = f (Xt)}n

t=1, that is, w= Π̂Z. Then for anyδ> 0, with probability at least1−δ (the
probability is w.r.t. the random sample path X1, . . . ,Xn), we have

||ŵ−w||n ≤CL

√
2d log(2d/δ)

nνn
, (3)

whereνn is the smallest strictly-positive eigenvalue of the sample-based Gram matrix1
nΦ⊤Φ.

Proof [Lemma 3] We defineξ ∈R
n to be the vector with componentsξt =Yt −Zt , andξ̂ = ŵ−w=

Π̂(Y−Z) = Π̂ξ . Since the projection is orthogonal we have〈ξ̂,ξ〉n = ||ξ̂||2n (see Figure 1). Since
ξ̂ ∈Fn, there exists at least oneα ∈R

d such that̂ξ =Φα, so by Cauchy-Schwarz inequality we have

||ξ̂||2n = 〈ξ̂,ξ〉n =
1
n

d

∑
i=1

α i

n

∑
t=1

ξtϕi(Xt)≤
1
n
||α||2

[
d

∑
i=1

( n

∑
t=1

ξtϕi(Xt)
)2
]1/2

. (4)

Now among the vectorsα such that̂ξ = Φα, we defineα̂ to be the one with minimalℓ2-norm,
that is,α̂ = Φ+ξ̂. Let K denote the null-space ofΦ, which is also the null-space of1

nΦ⊤Φ. Thenα̂
may be decomposed asα̂ = α̂K + α̂K⊥ , whereα̂K ∈K andα̂K⊥ ∈K⊥, and because the decomposition
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ξ̂

Fn

Z

Y

ŵ

w

ξ

ξ̂

Figure 1: This figure shows the components used in Lemma 3 and its proof such as w, ŵ, ξ, andξ̂,
and the fact that〈ξ̂,ξ〉n = ||ξ̂||2n.

is orthogonal, we have||α̂||22 = ||α̂K ||22+ ||α̂K⊥ ||22. Sinceα̂ is of minimal norm among all the vectors
α such that̂ξ = Φα, its component inK must be zero, thuŝα ∈ K⊥.

The Gram matrix1
nΦ⊤Φ is positive-semidefinite, thus its eigenvectors corresponding to zero

eigenvalues generateK and the other eigenvectors generate its orthogonal complementK⊥. There-
fore, from the assumption that the smallest strictly-positive eigenvalue of1

nΦ⊤Φ is νn, we deduce
that sinceα̂ ∈ K⊥,

||ξ̂||2n =
1
n

α̂⊤Φ⊤Φα̂ ≥ νnα̂⊤α̂ = νn||α̂||22. (5)

By using the result of Equation 5 in Equation 4, we obtain

||ξ̂||n ≤
1

n
√

νn

[
d

∑
i=1

( n

∑
t=1

ξtϕi(Xt)
)2
]1/2

. (6)

Now, from the conditions on the noise in Equation 2, we have that for anyi = 1, . . . ,d

E[ξtϕi(Xt)|X1, . . . ,Xt ] = ϕi(Xt)E[ξt |X1, . . . ,Xt ] = 0,

and sinceξtϕi(Xt) is adapted to the filtration generated byX1, . . . ,Xt+1, it is a martingale differ-
ence sequence w.r.t. that filtration. Thus one may apply Azuma’s inequality to deduce that with
probability 1−δ, ∣∣∣

n

∑
t=1

ξtϕi(Xt)
∣∣∣≤CL

√
2nlog(2/δ) ,

where we used that|ξtϕi(Xt)| ≤CL for anyi andt. By a union bound over all features, we have that
with probability 1−δ, for all 1≤ i ≤ d

∣∣∣
n

∑
t=1

ξtϕi(Xt)
∣∣∣≤CL

√
2nlog(2d/δ) . (7)

The result follows by combining Equations 7 and 6.
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T̂ v̂
v

Fn

Π̂v

T̂ v

Π̂T̂ v

v̂ = Π̂T̂ v̂

Figure 2: This figure represents the spaceR
n, the linear vector subspaceFn and some vectors used

in the proof of Theorem 1.

Remark about Lemma 3 Note that this lemma is an extension of the bound for regression with
deterministic design in which the states,{Xt}n

t=1, are fixed and the noise terms,ξt ’s, are indepen-
dent. In deterministic design, usual concentration results provide high probability bounds similar
to Equation 3 (see, e.g., Hsu et al., 2012), but without the dependence onνn. An open question is
whether it is possible to removeνn in the bound for the Markov design regression setting.

In the Markov design model considered in this lemma, states{Xt}n
t=1 are random variables gen-

erated according to the Markov chain and the noise termsξt may depend on the next stateXt+1 (but
should be centered conditioned on the past statesX1, . . . ,Xt). This lemma will be used in order to
prove Theorem 1, where we replace the target functionf with the value functionV, and the noise
termξt with the temporal differencer(Xt)+γV(Xt+1)−V(Xt).

Proof [Theorem 1]

Step 1:Using the Pythagorean theorem and the triangle inequality, we have (see Figure 2)

||v− v̂||2n = ||v− Π̂v||2n+ ||v̂− Π̂v||2n ≤ ||v− Π̂v||2n+
(
||v̂− Π̂T̂ v||n+ ||Π̂T̂ v− Π̂v||n

)2
. (8)

From theγ-contraction of the operator̂ΠT̂ and the fact that ˆv is its unique fixed point, we obtain

||v̂− Π̂T̂ v||n = ||Π̂T̂ v̂− Π̂T̂ v||n ≤ γ||v̂−v||n, (9)

Thus from Equation 8 and 9, we have

||v− v̂||2n ≤ ||v− Π̂v||2n+
(
γ||v− v̂||n+ ||Π̂T̂ v− Π̂v||n

)2
. (10)

Step 2: We now provide a high probability bound on||Π̂T̂ v− Π̂v||n. This is a consequence of
Lemma 3 applied to the vectorsY = T̂ v andZ = v. Sincev is the value function at the points
{Xt}n

t=1, from the definition of the pathwise Bellman operator, we have that for 1≤ t ≤ n−1,

ξt = yt −vt = r(Xt)+γV(Xt+1)−V(Xt) = γ
[
V(Xt+1)−

∫
P(dy|Xt)V(y)

]
,
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andξn = yn− vn = −γ
∫

P(dy|Xn)V(y). Thus, Equation 2 holds for 1≤ t ≤ n− 1. Here we may
chooseC = 2γVmax for a bound onξt , 1 ≤ t ≤ n−1, andC = γVmax for a bound onξn. Azuma’s
inequality may be applied only to the sequence ofn−1 terms (then-th term adds a contribution to
the bound), thus instead of Equation 7, we obtain

∣∣∣
n

∑
t=1

ξtϕi(Xt)
∣∣∣≤ γVmaxL

(
2
√

2nlog(2d/δ)+1
)
,

with probability 1−δ, for all 1≤ i ≤ d. Combining with Equation 6, we deduce that with probability
1−δ, we have

||Π̂T̂ v− Π̂v||n ≤ γVmaxL

√
d
νn

(√8log(2d/δ)
n

+
1
n

)
, (11)

whereνn is the smallest strictly-positive eigenvalue of1
nΦ⊤Φ. The claim follows by solving Equa-

tion 10 for||v− v̂||n and replacing||Π̂T̂ v− Π̂v||n from Equation 11.

5. Generalization Bounds

As we pointed out earlier, Theorem 1 makes no assumption on the existence of the stationary dis-
tribution of the Markov chain. This generality comes at the cost that the performance is evaluated
only at the states visited by the Markov chain and no generalization on other states is possible.
However in many problems of interest, the Markov chain has a stationary distribution ρ, and thus,
the performance may be generalized to the whole state space under the measure ρ. Moreover,
if ρ exists, it is possible to derive a condition for the existence of the pathwise LSTD solution
depending on the number of samples and the smallest eigenvalue of the Gram matrixdefined ac-
cording toρ ; G ∈ R

d×d , Gi j =
∫

ϕi(x)ϕ j(x)ρ(dx). In this section, we assume that the Markov
chainM π is exponentially fastβ-mixing with parameters̄β,b,κ, that is, itsβ-mixing coefficients
satisfyβi ≤ β̄exp(−biκ) (see Section A.2 in the appendix for a more detailed definition ofβ-mixing
processes).

Before stating the main results of this section, we introduce some notation. Ifρ is the stationary
distribution of the Markov chain, we define the orthogonal projection operator Π : B(X ;Vmax)→ F
as

ΠV = argmin
f∈F

||V − f ||ρ .

Furthermore, in the rest of the paper with a little abuse of notation, we replace theempirical norm
||v||n defined on statesX1, . . . ,Xn by ||V||n, whereV ∈ B(X ;Vmax) is such thatV(Xt) = vt . Finally,
we should guarantee that the pathwise LSTD solutionV̂ is uniformly bounded onX . For this reason,
we move fromF to the truncated spacẽF in which for any functionf ∈ F , a truncated functioñf
is defined as

f̃ (x) =

{
f (x) if | f (x)| ≤Vmax ,
sgn
(

f (x)
)
Vmax otherwise.

(12)

In the next sections, we present conditions on the existence of the pathwise LSTD solution and
derive generalization bounds under different assumptions on the way the samplesX1, . . . ,Xn are
generated.
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5.1 Uniqueness of Pathwise LSTD Solution

In this section, we assume that all the eigenvalues ofG are strictly positive; that is, we assume the
existence of the model-based solution of LSTD, and derive a condition to guarantee that the sample-
based Gram matrix1nΦ⊤Φ is invertible. More specifically, we show that if a large enough number
of samples (depending on the smallest eigenvalue ofG) is available, then the smallest eigenvalue of
1
nΦ⊤Φ is strictly positive with high probability.

Lemma 4 Let G be the Gram matrix defined according to the distributionρ and ω > 0 be its
smallest eigenvalue. Let X1, . . . ,Xn be a trajectory of length n of a stationaryβ-mixing process with
parameters̄β,b,κ and stationary distributionρ. If the number of samples n satisfies the following
condition

n>
288L2Λ(n,d,δ)

ω
max

{
Λ(n,d,δ)

b
,1

}1/κ
, (13)

where2 Λ(n,d,δ) = 2(d+1) logn+ log e
δ + log+

(
max{18(6e)2(d+1), β̄}

)
, then with probability1−

δ, the family of features(ϕ1, . . . ,ϕd) is linearly independent on the states X1, . . . ,Xn (i.e., || fα||n = 0
impliesα = 0) and the smallest eigenvalueνn of the sample-based Gram matrix1

nΦ⊤Φ satisfies

√
νn ≥

√
ν =

√
ω

2
−6L

√
2Λ(n,d,δ)

n
max

{
Λ(n,d,δ)

b
,1

}1/κ
> 0 . (14)

Proof From the definition of the Gram matrix and the fact thatω> 0 is its smallest eigenvalue, for
any functionfα ∈ F , we have

|| fα||2ρ = ||φ⊤α||2ρ = α⊤Gα ≥ ωα⊤α = ω||α||2. (15)

Using the concentration inequality from Corollary 18 in the appendix and the fact that the basis
functionsϕi are bounded byL, thus fα is bounded byL||α||, we have|| fα||ρ − 2|| fα||n ≤ ε with
probability 1−δ, where

ε = 12L‖α‖

√
2Λ(n,d,δ)

n
max

{
Λ(n,d,δ)

b
,1

}1/κ
.

Thus we obtain
2|| fα||n+ ε ≥

√
ω||α||. (16)

Let α be such that|| fα||n = 0, then if the number of samplesn satisfies the condition of Equation 13,
we may deduce from Equation 16 and the definition ofε that α = 0. This indicates that given
Equation 13, with probability 1−δ, the family of features(ϕ1, . . . ,ϕd) is linearly independent on
the statesX1, . . . ,Xn, and thus,νn > 0. The inequality in Equation 14 is obtained by choosingα to
be the eigenvector of1nΦ⊤Φ corresponding to the smallest eigenvalueνn. For this value ofα, we
have|| fα||n =

√
νn||α||. By using the definition ofε in Equation 16 and reordering we obtain

2
√

νn||α||+12L||α||

√
2Λ(n,d,δ)

n
max

{
Λ(n,d,δ)

b
,1

}1/κ
≥
√

ω||α|| ,

and the claim follows.

2. We define log+ x= max{logx,0}.
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Remark 1 In order to make the condition on the number of samples and its dependency on the
critical parameters of the problem at hand more explicit, let us consider the case of a stationary
process withb = β = κ = 1. Then the condition in Equation 13 becomes (up to constant and
logarithmic factors)

n≥ Õ

(
288L2

ω

(
(d+1) log

n
δ

)2
)
.

As can be seen, the number of samples needed to have strictly positive eigenvalues in the sample-
based Gram matrix has an inverse dependency on the smallest eigenvalue of G. As a consequence,
the moreG is ill-conditioned the more samples are needed for the sample-based Gram matrix1

nΦ⊤Φ
to be invertible.

5.2 Generalization Bounds for Stationaryβ-mixing Processes

In this section, we show how Theorem 1 may be generalized to the entire state spaceX when the
Markov chainM π has a stationary distributionρ. In particular, we consider the case in which the
samplesX1, . . . ,Xn are obtained by following a single trajectory in the stationary regime ofM π, that
is, when we consider thatX1 is drawn fromρ.

Theorem 5 Let X1, . . . ,Xn be a path generated by a stationaryβ-mixing process with parameters
β̄,b,κ and stationary distributionρ. Let ω > 0 be the smallest eigenvalue of the Gram matrix
defined according toρ and n satisfy the condition in Equation 13. LetṼ be the truncation (using
Equation 12) of the pathwise LSTD solution, then

||Ṽ −V||ρ ≤
2√

1−γ2

(
2
√

2||V −ΠV||ρ+ ε2

)
+

2
1−γ

[
γVmaxL

√
d
ν

(√8log(8d/δ)
n

+
1
n

)]
+ ε1

(17)
with probability 1− δ, whereν is a lower-bound on the eigenvalues of the sample-based Gram
matrix defined by Equation 14,

ε1 = 24Vmax

√
2Λ1(n,d,δ/4)

n
max

{
Λ1(n,d,δ/4)

b
,1

}1/κ
,

with Λ1(n,d,δ/4) = 2(d+1) logn+ log 4e
δ + log+

(
max{18(6e)2(d+1), β̄}

)
, and

ε2 = 12
(
Vmax+L||α∗||

)
√

2Λ2(n,δ/4)
n

max

{
Λ2(n,δ/4)

b
,1

}1/κ
, (18)

with Λ2(n,δ/4) = log 4e
δ + log

(
max{6,nβ̄}

)
andα∗ is such that fα∗ = ΠV.

Proof This result is a consequence of applying generalization bounds to both sides of Equation 1
(Theorem 1). We first bound the left-hand side:

2||V̂ −V||n ≥ 2||Ṽ −V||n ≥ ||Ṽ −V||ρ− ε1

with probability 1−δ′. The first step follows from the definition of the truncation operator, while
the second step is a straightforward application of Corollary 17 in the appendix.

3052



FINITE-SAMPLE ANALYSIS OF LEAST-SQUARESPOLICY ITERATION

We now bound the term||V − Π̂V||n in Equation 1:

||V − Π̂V||n ≤ ||V −ΠV||n ≤ 2
√

2||V −ΠV||ρ+ ε2

with probability 1−δ′. The first step follows from the definition of the operatorΠ̂. The second step
is an application of the inequality of Corollary 19 in the appendix for the functionV −ΠV.

From Theorem 1, the two generalization bounds, and the lower-bound onν, each one holding
with probability 1−δ′, the statement of the Theorem (Equation 17) holds with probability 1−δ by
settingδ= 4δ′.

Remark 1 Rewriting the bound in terms of the approximation and estimation error terms (up to
constants and logarithmic factors), we obtain

||Ṽ −V||ρ ≤ Õ

(
1√

1−γ2
||V −ΠV||ρ+

1
1−γ

1√
n

)
.

While the first term (approximation error) only depends on the target functionV and the function
spaceF , the second term (estimation error) primarily depends on the number of samples. Thus,
whenn goes to infinity, the estimation error goes to zero and we obtain the same performance bound
(up to a 4

√
2 constant) as for the model-based case reported by Tsitsiklis and Van Roy (1997). The

additional multiplicative constant 4
√

2 in front of the approximation error is the standard cost to
have the improved rate bounds for the squared loss and linear spaces (see, e.g., Gÿorfi et al., 2002).
In fact, it is possible to derive a bounds with constant 1 but a worse raten−1/4 instead ofn−1/2. The
bound in Theorem 5 is more accurate whenever the approximation error is smalland few samples
are available.

Remark 2 Antos et al. (2008) reported a sample-based analysis for the modified Bellman residual
(MBR) minimization algorithm. They consider a general setting in which the function spaceF
is bounded and the performance of the algorithm is evaluated according to anarbitrary measure
µ (possibly different than the stationary distribution of the Markov chainρ). Since Antos et al.
(2008) showed that the MBR minimization algorithm is equivalent to LSTD whenF is a linearly
parameterized space, it would be interesting to compare the bound in Theorem 5 tothe one in
Lemma 11 of Antos et al. (2008). In Theorem 5, similar to Antos et al. (2008), samples are drawn
from a stationaryβ-mixing process, however,F is a linear space andρ is the stationary distribution
of the Markov chain. It is interesting to note the impact of these two differences in the final bound.
The use of linear spaces has a direct effect on the estimation error and leads to a better convergence
rate due to the use of improved functional concentration inequalities (Lemma 16 in the appendix).
In fact, while in Antos et al. (2008) the estimation error for the squared error is of orderO(1/

√
n),

here we achieve a faster convergence rate of orderO(1/n). Moreover, although Antos et al. (2008)
showed that the solution of MBR minimization coincides with the LSTD solution, its sample-based
analysis cannot be directly applied to LSTD. In fact, in Antos et al. (2008)the function spaceF
is assumed to be bounded, while general linear spaces cannot be bounded. Whether the analysis
of Antos et al. (2008) may be extended to the truncated solution of LSTD is an open question that
requires further investigation.
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5.3 Generalization Bounds for Markov Chains

The main assumption in the previous section is that the trajectoryX1, . . . ,Xn is generated by a sta-
tionaryβ-mixing process with stationary distributionρ. This is possible if we consider samples of
a Markov chain during its stationary regime, that is,X1 ∼ ρ. However in practice,ρ is not known,
and the first sampleX1 is usually drawn from a given initial distribution and the rest of the sequence
is obtained by following the Markov chain fromX1 on. As a result, the sequenceX1, . . . ,Xn is no
longer a realization of a stationaryβ-mixing process. Nonetheless, under suitable conditions, after
ñ< n steps, the distribution ofXñ approaches the stationary distributionρ. In fact, according to the
convergence theorem for fast-mixing Markov chains (see, e.g., Proposition 20 in the appendix), for
any initial distributionλ ∈ S(X ), we have

∣∣∣∣
∣∣∣∣
∫
X

λ(dx)Pn(·|x)−ρ(·)
∣∣∣∣
∣∣∣∣
TV

≤ β̄exp(−bnκ).

where|| · ||TV is the total variation.3

We now derive a bound for a modification of pathwise LSTD in which the first ˜n samples (that
are used to burn the chain) are discarded and the remainingn− ñ samples are used as training
samples for the algorithm.

Theorem 6 Let X1, . . . ,Xn be a trajectory generated by aβ-mixing Markov chain with parameters
β̄,b,κ and stationary distributionρ. Let ñ (1 ≤ ñ < n) be such that n− ñ satisfies the condition
of Equation 13, and X̃n+1, . . . ,Xn be the samples actually used by the algorithm. Letω> 0 be the
smallest eigenvalue of the Gram matrix defined according toρ andα∗ ∈R

d be such that fα∗ = ΠV.
Let Ṽ be the truncation of the pathwise LSTD solution (using Equation 12), then by settingñ =(

1
b log 2eβ̄n

δ

)1/κ
, with probability1−δ, we have

||Ṽ −V||ρ ≤
2√

1−γ2

(
2
√

2||V −ΠV||ρ+ ε2

)
+

2
1−γ

[
γVmaxL

√
d
ν

(√8log(8d/δ)
n− ñ

+
1
ñ

)]
+ ε1,

(19)
whereε1 andε2 are defined as in Theorem 5 (with n− ñ as the number of training samples).

The proof of this result is a simple consequence of Lemma 24 in the appendix applied to Theo-
rem 5.

Remark 1 The bound in Equation 19 indicates that in the case ofβ-mixing Markov chains, a
similar performance to the one for stationaryβ-mixing processes is obtained by discarding the first
ñ= O(logn) samples.

6. Finite-Sample Analysis of LSPI

In the previous sections we studied the performance of pathwise-LSTD forpolicy evaluation. Now
we move to the analysis of the least-squares policy iteration (LSPI) algorithm (Lagoudakis and
Parr, 2003) in which at each iterationk samples are collected by following a single trajectory of the

3. We recall that for any two distributionsµ1,µ2 ∈ S(X ), the total variation norm is defined as||µ1 − µ2||TV =
supX⊆X |µ1(X)−µ2(X)|.
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policy under evaluation,πk, and LSTD is used to compute an approximation ofVπk. In particular,
in the next section we report a performance bound by comparing the value ofthe policy returned by
the algorithm afterK iterations,VπK , and the optimal value function,V∗, w.r.t. an arbitrary target
distributionσ. In order to achieve this bound we introduce assumptions on the MDP and the linear
spaceF . In Section 6.2 we show that in some cases one of these assumptions does not hold and the
performance of LSPI can be arbitrarily bad.

6.1 Generalization Bound for LSPI

In this section, we provide a performance bound for the LSPI algorithm (Lagoudakis and Parr,
2003). We first introduce thegreedy policyoperatorG that maps value functions to their corre-
sponding greedy policies:

(
G(V)

)
(x) = argmax

a∈A

[
r(x,a)+γ

∫
X

P(dy|x,a)V(y)

]
.

We useG(F ) to refer to the set of all the greedy policies w.r.t. the functions inF . LSPI is a policy
iteration algorithm that uses LSTD for policy evaluation at each iteration. It starts with an arbitrary
initial value functionV−1 ∈ F̃ and its corresponding greedy policyπ0. At the first iteration, it
approximatesVπ0 using LSTD and returns a functionV0 whose truncated versioñV0 is used to build
the policyπ1 for the second iteration.4 More precisely,π1 is the greedy policy w.r.t.̃V0, that is,
π1 = G(Ṽ0). So, at each iterationk of LSPI, a functionVk−1 is computed as an approximation
to Vπk−1, and then truncated,̃Vk−1, and used to build the policyπk = G(Ṽk−1). Note that the MDP
model is needed in order to generate the greedy policyπk. To avoid the need for the model, we could
simply move from LSTD to LSTD-Q. The analysis of LSTD in the previous sections may be easily
extended to action-value function, and thus, to LSTD-Q.5 For simplicity we use value function in
the paper and report the LSPI bound in terms of the distance to the optimal value function.

It is important to note that in general the measure used to evaluate the final performance of
LSPI,σ ∈ S(X ), might be different than the distribution used to generate the samples at each itera-
tion. Moreover, the LSTD performance bounds of Section 5 require the samples to be collected by
following the policy under evaluation. Thus, we make the following assumption.

Assumption 1 (Lower-bounding distribution)There exists a distribution µ∈ S(X ) such that for
any policyπ that is greedy w.r.t. a function in the truncated spaceF̃ , µ≤ Cρπ, where C< ∞ is a
constant andρπ is the stationary distribution of policyπ.

Assumption 2 . (Discounted-average Concentrability of Future-State Distribution [Antos etal.,
2008])Given the target distributionσ ∈ S(X ) and an arbitrary sequence of policies{πm}m≥1, let

cσ,µ = sup
π1,...,πm

∣∣∣∣∣

∣∣∣∣∣
d(µPπ1 . . .Pπm)

dσ

∣∣∣∣∣

∣∣∣∣∣.

4. Unlike in the original formulation of LSPI, here we need to explicitly truncate the function so as to prevent unbounded
functions.

5. We point out that moving to LSTD-Q requires the introduction of some exploration to the current policy. In fact, in
the on-policy setting, if the policy under evaluation is deterministic, it does notprovide any information about the
value of actionsa 6= π(·) and the policy improvement step would always fail. Thus, we need to consider stochastic
policies where the current policy is perturbed by anε > 0 randomization which guarantees that any action has a
non-zero probability to be selected in any state.
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We define the second-order discounted-average concentrability of future-state distributions as

Cσ,µ = (1−γ)2 ∑
m≥1

mγm−1cσ,µ(m)

and we assume that Cσ,µ < ∞.

We also need to guarantee that with high probability a unique LSTD solution existsat each
iteration of the LSPI algorithm, thus, we make the following assumption.

Assumption 3 (Linear independent features)Let µ∈ S(X ) be the lower-bounding distribution from
Assumption 1. We assume that the featuresφ(·) of the function spaceF are linearly independent
w.r.t. µ. In this case, the smallest eigenvalueωµ of the Gram matrix Gµ ∈ R

d×d w.r.t. µ is strictly
positive.

Lemma 7 Under Assumption 3, at each iteration k of LSPI, the smallest eigenvalueωk of the Gram
matrix Gk defined according to the stationary distributionρk = ρπk is strictly positive andωk ≥ ωµ

C .

Proof Similar to Lemma 4, for any functionfα ∈ F , we have||α|| ≤ || fα ||µ√ωµ
. Using Assumption 1,

|| fα||µ ≤
√

C || fα||ρk, and thus,||α|| ≤
√

C
ωµ

|| fα||ρk. For theα that is the eigenvector ofGk corre-

sponding toρk, we have||α||= || fα ||ρk√
ωk

. For this value ofα, we may write
|| fα ||ρk√

ωk
≤
√

C
ωµ

|| fα||ρk, and

thus,ωk ≥ ωµ

C , which guarantees thatωk is strictly positive, becauseωµ is strictly positive according
to Assumption 3.

Finally, we make the following assumption on the stationaryβ-mixing processes corresponding
to the stationary distributions of the policies encountered at the iterations of the LSPI algorithm.

Assumption 4 (Slowerβ-mixing process)We assume that there exists a stationaryβ-mixing pro-
cess with parameters̄β,b,κ, such that for any policyπthat is greedy w.r.t. a function in the truncated
spaceF̃ , it is slower than the stationaryβ-mixing process with stationary distributionρπ (with pa-
rametersβ̄π,bπ,κπ). This means that̄β is larger and b andκ are smaller than their counterparts
β̄π, bπ, andκπ (see Definition 14).

Now we may state the main theorem of this section.

Theorem 8 Let us assume that at each iteration k of the LSPI algorithm, a path of size n is gen-
erated from the stationaryβ-mixing process with stationary distributionρk−1 = ρπk−1. Let n sat-
isfy the condition in Equation 13 for the slowerβ-mixing process defined in Assumption 4. Let
V−1 ∈ F̃ be an arbitrary initial value function, V0, . . . ,VK−1 (Ṽ0, . . . ,ṼK−1) be the sequence of value
functions (truncated value functions) generated by LSPI after K iterations, andπK be the greedy
policy w.r.t. the truncated value functioñVK−1. Then under Assumptions 1- 4, with probability1−δ
(w.r.t. the random samples), we have

||V∗−VπK ||σ ≤ 4γ
(1−γ)2

{
(1+γ)

√
CCσ,µ

[
2√

1−γ2

(
2
√

2E0(F )+E2

)

+
2

1−γ

(
γVmaxL

√
d
νµ

(
√

8log(8dK/δ)
n

+
1
n

))
+E1

]
+γ

K−1
2 Rmax

}
,
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where

1. E0(F ) = supπ∈G(F̃ )
inf f∈F || f −Vπ||ρπ,

2. E1 is ε1 from Theorem 5 written for the slowerβ-mixing process defined in Assumption 4,

3. E2 is ε2 from Theorem 5 written for the slowerβ-mixing process defined in Assumption 4 and

||α∗|| replaced by
√

C
ωµ

Rmax
1−γ , and

4. νµ is ν from Equation 14 in whichω is replaced byωµ defined in Assumption 3, and the second
term is written for the slowerβ-mixing process defined in Assumption 4.

Remark 1 The previous theorem states a bound on the prediction error when LSPI is stopped after
a fixed numberK of iterations. The structure of the bound resembles the one in Antos et al. (2008).
Unlike policy evaluation, the approximation errorE0(F ) now depends on how well the spaceF can
approximate the target functionsVπ obtained in the policy improvement step. While the estimation
errors are mostly similar to those in policy evaluation, an additional term of orderγK is introduced.
Finally, we notice that the concentrability terms may significantly amplify the predictionerror (see
also next remark). Farahmand et al. (2010) recently performed a refined analysis of the propagation
of the error in approximate policy iteration and have interesting insights on the concentrability terms.

Remark 2 The most critical issue about Theorem 8 is the validity of Assumptions 1–4. The
analysis of LSTD explicitly requires that the samples are collected by following the policy under
evaluation,πk, and the performance is bounded according to its stationary distributionρk. Since
the performance of LSPI is assessed w.r.t. a target distributionσ, we need each of the policies en-
countered through the LSPI process to have a stationary distribution which does not differ too much
from σ. Furthermore, since the policies are random (at each iterationk the new policyπk is greedy
w.r.t. the approximatioñVk−1 which is random because of the sampled trajectory), we need to con-
sider the distance ofσ and the stationary distribution of any possible policy generated as greedy
w.r.t. a function in the truncated spacẽF , that is,ρπ, π∈ G(F̃ ). Thus in Assumption 1 we first
assume the existence of a distributionµ lower-bounding any possible stationary distributionρk. The
existence ofµ and the value of the constantC depend on the MDP at hand. In Section 6.2, we
provide an example in which the constantC is infinite. In this case, we show that the LSPI perfor-
mance, when the samples at each iteration are generated according to the stationary distribution of
the policy under evaluation, can be arbitrarily bad. A natural way to relax thisassumption would
be the use of off-policy LSTD in which the samples are collected by following a behavior policy.
Nonetheless, we are not aware of any finite-sample analysis for such an algorithm. Another critical
term appearing in the bound of LSPI, inherited from Theorem 5, is the maximum of ||α∗

k|| over
the iterations, whereα∗

k is such thatfα∗
k
= ΠρkV

πk. Each term||α∗
k|| can be bounded whenever the

features of the spaceF are linearly independent according to the stationary distributionρk. Since
α∗

k is a random variable, the features{ϕi}d
i=1 of the spaceF should be carefully chosen so as to be

linearly independent w.r.t. the lower-bounding distributionµ.

We now prove a lemma that is used in the proof of Theorem 8.

Lemma 9 Let πk be the greedy policy w.r.t.̃Vk−1, that is,πk = G(Ṽk−1) andρπk be the stationary
distribution of the Markov chain induced byπk. We have

||Ṽk−T πkṼk||ρπk ≤ (1+γ)||Ṽk−Vπk||ρπk .
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Proof [Lemma 9] We first show that̃Vk−T πkṼk = (I −γPπk)(Ṽk−Vπk)

(I −γPπk)(Ṽk−Vπk) = Ṽk−Vπk −γPπkṼk+γPπkVπk = Ṽk−Vπk −T πkṼk+T πkVπk

= Ṽk−Vπk −T πkṼk+Vπk = Ṽk−T πkṼk .

For any distributionσ ∈ S(X ), we may write

||Ṽk−T πkṼk||σ = ||(I −γPπk)(Ṽk−Vπk)||σ ≤ ||I −γPπk||σ||Ṽk−Vπk||σ
≤
(
1+γ||Pπk||σ

)
||Ṽk−Vπk||σ

If σ is the stationary distribution ofπk, that is,σ= ρπk, then||Pπk||σ = 1 and the claim follows. Note
that this theorem holds not only forℓ2-norm, but for anyℓp-norm,p≥ 1.

Proof [Theorem 8] Rewriting Lemma 12 in Antos et al. (2008) forV instead ofQ, we obtain6

||V∗−VπK ||σ ≤ 4γ
(1−γ)2

(√
Cσ,µ max

0≤k<K
||Ṽk−T πkṼk||µ+γ

K−1
2 Rmax

)
. (20)

From Assumption 1, we know that|| · ||µ ≤
√

C|| · ||ρk for any 0≤ k < K and thus we may rewrite
Equation 20 as

||V∗−VπK ||σ ≤ 4γ
(1−γ)2

(√
CCσ,µ max

0≤k<K
||Ṽk−T πkṼk||ρk +γ

K−1
2 Rmax

)
. (21)

Using the result of Lemma 9, Equation 21 may be rewritten as

||V∗−VπK ||σ ≤ 4γ
(1−γ)2

(
(1+γ)

√
CCσ,µ max

0≤k<K
||Ṽk−Vπk||ρk +γ

K−1
2 Rmax

)
. (22)

We can now use the result of Theorem 5 (which holds with probabilityδ/K) and replace||Ṽk −
Vπk||ρk with its upper-bound. The next step would be to apply the maximum overk to this upper-
bound (the right hand side of Equation 17). There are four terms on the r.h.s. of Equation 17 that
depend onk and in following we find a bound for each of them.

1. ||Vπk −ΠρkV
πk||ρk: This term can be upper-bounded byE0(F ). This quantity,E0(F ), mea-

sures the approximation power of the linear function spaceF .

2. ε1: This term only depends on the parametersβ̄k,bk,κk of the stationaryβ-mixing process
with stationary distributionρk. Using Assumption 4, this term can be upper-bounded byE1,
which is basicallyε1 written for the slowerβ-mixing process from Assumption 4.

3. ε2: This term depends on the followingk-related terms.

6. The slight difference between Equation 20 and the bound in Lemma 12 of Antos et al. (2008) is due to a small error
in Equation 26 of Antos et al. (2008). It can be shown that the r.h.s. ofEquation 26 in Antos et al. (2008) is not an
upper-bound for the r.h.s. of its previous equation. This can be easilyfixed by redefining the coefficientsαk while
we make sure that they remain positive and still sum to one. This modificationcauses two small changes in the final
bound: the constant 2 in front of the parenthesis becomes 4 and the power of theγ in front of Rmax changes fromK/p
to (K−1)/p.
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• The term under the root-square in Equation 18: This term depends on the parameters
β̄k,bk,κk of the stationaryβ-mixing process with stationary distributionρk. Similar to
ε1, this term can be upper-bounded by rewriting it for the slowerβ-mixing process from
Assumption 4.

• α∗
k: The coefficient vectorα∗

k is such thatfα∗
k
=ΠρkV

πk. This term can be upper-bounded
as follows:

||α∗
k||

(a)
≤ || fα∗ ||µ√ωµ

(b)
≤
√

C
ωµ

|| fα∗ ||ρk =

√
C
ωµ

||ΠρkV
πk||ρk

(c)
≤
√

C
ωµ

||Vπk||ρk

≤
√

C
ωµ

||Vπk||∞ =

√
C
ωµ

Vmax=

√
C
ωµ

Rmax

1−γ
.

(a) Similar to Equation 15, this is true for any functionfα ∈ F .
(b) This is an immediate application of Assumption 1.
(c) We use the fact that the orthogonal projectionΠρk is non-expansive for norm|| · ||ρk.

4. νρk: This term depends on the followingk-related terms.

• ωk: This is the smallest eigenvalue of the Gram matrixGk defined according to the
distributionρk. From Lemma 7, this term can be lower-bounded byωµ.

• The second term on the r.h.s. of Equation 14: This term depends on the parameters
β̄k,bk,κk of the stationaryβ-mixing process with stationary distributionρk. Similar to
ε1 andε2, this term can be upper-bounded by rewriting it for the slowerβ-mixing process
from Assumption 4.

By replacing the above lower and upper bounds in Equation 14, we obtainνµ which is a
lower-bound for anyνρk.

The claim follows by replacing the bounds for the above four terms in Equation 22.

6.2 A Negative Result for LSPI

In the previous section we analyzed the performance of LSPI when at each iteration the samples are
obtained from a trajectory generated by following the policy under evaluation. In order to bound
the performance of LSPI in Theorem 8, we made a strong assumption on all possible stationary
distributions that can be obtained at the iterations of the algorithm. Assumption 1 states theexistence
of a lower-bounding distributionµ for the stationary distributionρπ of any policyπ∈G(F̃ ). If such
a distribution does not exist (C is infinite), the LSPI performance can no longer be bounded. In
other words, this result states that in some MDPs, even if at each iteration the target functionVπk is
perfectly approximated bŷVk underρk-norm, that is,||Vπk −V̂k||ρk = 0, the LSPI performance could
be arbitrarily bad. In this section we show a very simple MDP in which this is actuallythe case.

Let consider a finite MDP withX = {x1,x2,x3}, A = {a,b}, and the reward functionr and
transition modelp as illustrated in Figure 3. As it can be noticed only two policies are available in
this MDP: πa which takes actiona in statex1 andπb which takes actionb in this state. It is easy
to verify that the stationary distributionρπa assigns probabilitiesε

1+ε , 1
1+ε , and 0 tox1, x2, andx3,
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1, 1

x1 x2

x3

a/b

b

a 0.5, 1

a/b

0, ǫ

0, 1 − ǫ

0, ǫ
0, 1 − ǫ

fα∗

X

V πa

x1 x2 x3

Figure 3: (left) The MDP used in the example of Section 6.2 and(right) the value function for
policy πa in this MDP.

while ρπb has probabilities ε
1+ε , 0, and 1

1+ε . Sinceρπa andρπb assign a probability 0 to two different
states, it is not possible to find a finite constantC such that a distributionµ is lower-bounding both
ρπa andρπb, thus,C= ∞ and according to Theorem 8 LSPI may have an arbitrary bad performance.

Let initialize LSPI with the suboptimal policyπa. The value functionVπa is shown in Figure 3
(note that the specific values depend on the choice ofε andγ). LetF = { fα(x) = α1x+α2,α ∈R

2}
be the space of lines in dimension 1. Letα∗ be the solution to the following minimization problem
α∗ = arg infα∈R ||Vπa − fα ||2ρπa (the projection ofVπa onto spaceF ). Sinceρπa assigns a probability
0 to statex3, the fα∗ in Figure 3 has a zero loss, that is,||Vπa − fα∗ ||ρπa = 0. Nonetheless, while the
greedy policy w.r.t.Vπa is the optimal policyπb, the policy improvement step w.r.t.fα∗ returns the
policy πa. As a result, although at each iteration the function spaceF may accurately approximate
the value function of the current policyπ w.r.t. its stationary distributionρπ, LSPI never improves
its performance and returnsπa instead of the optimal policyπb. By properly setting the rewards we
could make the performance ofπa arbitrarily worse thanπb.

7. Conclusions

In this paper we presented a finite-sample analysis of the least-squares policy iteration (LSPI) algo-
rithm (Lagoudakis and Parr, 2003). This paper substantially extends the analysis in Lazaric et al.
(2010) by reporting all the lemmas used to prove the performance bounds ofLSTD in the case ofβ-
mixing and Markov chain processes and by analyzing how the performance of LSTD is propagated
through iterations in LSPI.

More in detail, we first studied a version of LSTD, called pathwise LSTD, for policy evalua-
tion. We considered a general setting where we do not make any assumption on theMarkov chain.
We derived an empirical performance bound that indicates how close the LSTD solution is to the
value function at the states along a trajectory generated by following the policyand used by the
algorithm. The bound is expressed in terms of the best possible approximation ofthe value function
in the selected linear space (approximation error), and an estimation error which depends on the
number of samples and the smallest strictly-positive eigenvalue of the sample-basedGram matrix.
We then showed that when the Markov chain possesses a stationary distribution, one may deduce
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generalization performance bounds using the stationary distribution of the chainas the generaliza-
tion measure. In particular, we considered two cases, where the sample trajectory is generated by
stationary and non-stationaryβ-mixing Markov chains, and derived the corresponding bounds. Fi-
nally, we considered the whole policy iteration algorithm (LSPI) and showed that under suitable
conditions it is possible to bound the error cumulated through the iterations.

The techniques used for the analysis of LSTD have also been recently employed for the devel-
opment of the finite-sample analysis of a number of novel algorithms such as LSTDwith random
projections (Ghavamzadeh et al., 2010), LassoTD (Ghavamzadeh et al., 2011), and Classification-
based Policy Iteration with a Critic (Gabillon et al., 2011).
Technical issues.From a technical point of view there are two main open issues.

1. Dependency onνn in the bound of Theorem 1.In Section 4 we introduced the Markov design
setting for regression in which the samples are obtained by following a Markov chain and
the noise is a zero-mean martingale. By comparing the bound in Lemma 3 with the bounds
for least-squares regression in deterministic design (see, e.g., Theorem11.1 in Gÿorfi et al.,
2002), the main difference is the inverse dependency on the eigenvalueνn of the empirical
Gram matrix. It is not clear whether this dependency is intrinsic in the process generating
the samples or whether it can be removed. Abbasi-Yadkori et al. (2011) recently developed
improved Azuma’s inequalities for self-normalizing process (see also, e.g.,de la Pẽna et al.,
2007; de la Pẽna and Pang, 2009) which suggest that the bound can be improved by removing
the dependency fromνn and, thus, also from theL∞-normL of the features.

2. The logn dependency in the generalization bounds.Chaining techniques (Talagrand, 2005)
can be successfully applied to remove the logn dependency in Pollard’s inequalities for re-
gression in bounded spaces. An interesting question is whether similar techniques can be
applied to the refined analysis for squared losses and linear spaces (see, e.g., Lemma 10) used
in our theorems.

Extensions.Some extensions to the current work are possible.

1. LSTD(λ). A popular improvement to LSTD is the use of eligibility traces, thus obtaining
LSTD(λ). The extension of the results presented in this paper to this setting does not seem
to be straightforward since the regression problem solved in LSTD(λ) does not match the
Markov design setting introduced in Definition 2. Hence, it is an open question how a finite-
sample analysis of LSTD(λ) could be derived.

2. Off-policy LSTD.Yu and Bertsekas (2010) derived new bounds for projected linear equations
substituting the 1√

1−γ2
term in front of the approximation error with a much sharper term

depending on the spectral radius of some matrices defined by the problem. An open question
is whether these new bounds can be effectively reused in the finite-sample analysis derived in
this paper, thus obtaining much sharper bounds.

3. Joint analysis of BRM and LSTD.Scherrer (2010) recently proposed a unified view of Bell-
man residual minimization (BRM) (Schweitzer and Seidmann, 1985; Baird, 1995) and tempo-
ral difference methods through the notion of oblique projections. This suggests the possibility
that the finite-sample analysis of LSTD could be extended to BRM through this unified view
over the two methods.
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Appendix A.

In this appendix we report a series of lemmata which are used throughout thepaper. In particular,
we derive concentration of measures inequalities for linear spaces and squared loss when samples
are generated from different stochastic processes. We start with the traditional setting of inde-
pendent and identically distributed samples in Section A.1, then move to samples generated from
mixing processes in Section A.2, and finally consider the more general case ofsamples obtained by
simulating a fast mixing Markov chain starting from an arbitrary distribution in Section A.3.

As a general rule, we usepropositionto indicate results which are copied from other sources,
while lemmarefers to completely or partially new results.

A.1 IID Samples

Although in the setting considered in the paper the samples are non-i.i.d., we first report functional
concentration inequalities for i.i.d. samples which will be later extended to stationary and non-
stationaryβ-mixing processes. We first recall the definition of expected and empiricalℓ2-norms for
a function f : X → R

‖ f‖2
Xn

1
=

1
n

n

∑
t=1

| f (Xt)|2 , ‖ f‖2 = E
[
| f (X1)|2

]
.

Lemma 10 Let F be a class of functions f: X → R bounded in absolute value by B. Let Xn
1 =

{X1, . . . ,Xn} be a sequence of i.i.d. samples. For anyε > 0

P
[
∃ f ∈ F : ‖ f‖−2‖ f‖Xn

1
> ε
]
≤ 3E

[
N2

(√
2

24
ε,F ,X2n

1

)]
exp

(
− nε2

288B2

)
,

and

P
[
∃ f ∈ F : ‖ f‖Xn

1
−2‖ f‖> ε

]
≤ 3E

[
N2

(√
2

24
ε,F ,X2n

1

)]
exp

(
− nε2

288B2

)
,

whereN2(ε,F ,Xn
1 ) is the (L2,ε)-cover number of the function spaceF on the samples Xn1 (see

Györfi et al. 2002).

Proof The first statement is proved in Györfi et al. (2002) and the second one can be proved simi-
larly.

3062



FINITE-SAMPLE ANALYSIS OF LEAST-SQUARESPOLICY ITERATION

Proposition 11 Let F be a class of linear functions f: X → R of dimension d and̃F be the
class of functions obtained by truncating functions f∈ F at a threshold B. Then for any sample
Xn

1 = {X1, . . . ,Xn} andε > 0

N2

(
ε, F̃ ,Xn

1

)
≤ 3

(
3e(2B)2

ε2

)2(d+1)

.

Proof Using Theorem 9.4. in Gÿorfi et al. (2002) and the fact that the pseudo-dimension ofF̃ is
the same asF , we have

N2

(
ε, F̃ ,Xn

1

)
≤ 3

(
2e(2B)2

ε2 log
3e(2B)2

ε2

)d+1

≤ 3

(
3e(2B)2

ε2

)2(d+1)

.

We now use Proposition 11 to invert the bound in Lemma 10 for truncated linear spaces.

Corollary 12 Let F be a class of linear functions f: X → R of dimension d,̃F be the class of
functions obtained by truncating functions f∈ F at a threshold B, and Xn1 = {X1, . . . ,Xn} be a

sequence of i.i.d. samples. By inverting the bound of Lemma 10, for anyf̃ ∈ F̃ , we have

‖ f̃‖−2‖ f̃‖Xn
1
≤ ε(δ),

‖ f̃‖Xn
1
−2‖ f̃‖ ≤ ε(δ),

with probability1−δ, where

ε(δ) = 12B

√
2Λ(n,d,δ)

n
, (23)

andΛ(n,d,δ) = 2(d+1) logn+ log e
δ + log

(
9(12e)2(d+1)

)
.

Proof In order to prove the corollary it is sufficient to verify that the following inequality holds for
theε defined in Equation 23

3E

[
N2

(√
2

24
ε, F̃ ,X2n

1

)]
exp

(
− nε2

288B2

)
≤ δ.

Using Proposition 11, we bound the first term as

E

[
N2

(√
2

24
ε, F̃ ,X2n

1

)]
≤ 3

(
C1

ε2

)2(d+1)

,

with C1=3456eB2. Next we notice thatΛ(n,d,δ)≥1 and thusε≥
√

1/(nC2)with C2=(288B2)−1.
Using these bounds in the original inequality and some algebra we obtain

3E

[
N2

(√
2

24
ε, F̃ ,X2n

1

)]
exp

(
− nε2

288B2

)
≤ 9

(
C1

ε2

)2(d+1)

exp
(
−nC2ε2)

≤ 9(nC1C2)
2(d+1)exp

(
−C2n

Λ(n,d,δ)
nC2

)

= 9(nC1C2)
2(d+1)n−2(d+1)δ

e
1

9(C1C2)2(d+1)

=
δ
e
≤ δ.
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Non-functional versions of Corollary 12 can be simply obtained by removingthe covering num-
ber from the statement of Lemma 10.

Corollary 13 Let f : X → R be a function bounded in absolute value by B and Xn
1 = {X1, . . . ,Xn}

be a sequence of i.i.d. samples. Then

‖ f‖−2‖ f‖Xn
1
≤ ε(δ),

‖ f‖Xn
1
−2‖ f‖ ≤ ε(δ),

with probability1−δ, where

ε(δ) = 12B

√
2
n

log
3
δ
.

A.2 Stationary β-mixing Processes

We first introduceβ-mixing stochastic processes andβ-mixing coefficients.

Definition 14 Let {Xt}t≥1 be a stochastic process. Let Xj
i = {Xi ,Xi+1, . . . ,Xj} and σ(X j

i ) denote
the sigma-algebra generated by Xj

i . The i-thβ-mixing coefficient of the stochastic process is defined
by

βi = sup
t≥1

E

[
sup

B∈σ(X∞
t+i)

|P(B|Xt
1)−P(B)|

]
.

The process{Xt}t≥1 is said to beβ-mixing if βi → 0 as i→ ∞. In particular, {Xt}t≥1 mixes at an
exponential rate with parameters̄β,b,κ if βi ≤ β̄exp(−biκ). Finally, {Xt}t≥1 is strictly stationary if
Xt ∼ ν for any t> 0.

Let X1, . . . ,Xn be a sequence of samples drawn from a stationaryβ-mixing process with coef-
ficients{βi}. We first introduce the blocking technique of Yu (1994). Let us divide the sequence
of samples into blocks of sizekn. For simplicity we assumen= 2mnkn with 2mn be the number of
blocks.7 For any 1≤ j ≤ mn we define the set of indexes in an odd and even block respectively as

H j = {t : 2( j −1)kn+1≤ t ≤ (2 j −1)kn}, and

E j = {t : (2 j −1)kn+1≤ t ≤ (2 j)kn}.

Let H = ∪mn
j=1H j andE = ∪mn

j=1E j be the set of all indexes in the odd and even blocks, respectively.
We useX(H j) = {Xt : t ∈ H j} andX(H) = {Xt : t ∈ H}. We now introduce a ghost sampleX′ (the
size of the ghost sampleX′ is equal to the number of samples in each blockkn) in each of the odd
blocks such that the joint distribution ofX′(H j) is the same asX(H j) but independent from any
other block. In the following, we also use another ghost sampleX′′ independently generated from
the same distribution asX′.

7. The extension to the general case is straightforward.
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Proposition 15 (Yu, 1994)Let X1, . . . ,Xn be a sequence of samples drawn from a stationaryβ-
mixing process with coefficients{βi}. Let Q, Q′ be the distributions of X(H) and X′(H), respec-
tively. For any measurable function h: Xmnkn → R bounded by B

∣∣EQ [h(X(H))]−EQ′
[
h(X′(H))

]∣∣≤ Bmnβkn.

Before moving to the extension of Propsition 10 toβ mixing processes, we report this technical
lemma.

Lemma 16 LetF be a class of functions f: X →R bounded in absolute value by B and X1, . . . ,Xn

be a sequence of samples drawn from a stationaryβ-mixing process with coefficients{βi}. For any
ε > 0

P

[
∃ f ∈ F : ‖ f‖−2‖ f‖Xn

1
> ε
]
≤ 2δ(

√
2ε)+2mnβkn, (24)

P

[
∃ f ∈ F : ‖ f‖Xn

1
−2

√
2‖ f‖> ε

]
≤ 2δ(

√
2ε)+2mnβkn, (25)

where

δ(ε) = 3E

[
N2

(√
2

24
ε,F ,X′(H)∪X′′(H)

)]
exp

(
− mnε2

288B2

)
.

Proof Similar to Meir (2000), we first introduceF as the class of block functions̄f : X kn → R

defined as

f̄
(
X(H j)

)2
=

1
kn

∑
t∈H j

f (Xt)
2.

It is interesting to notice that block functions have exactly the same norms as the functions inF . In
fact

‖ f̄‖2
X(H) =

1
mn

mn

∑
j=1

| f̄ (X(H j))|2 =
1

mn

mn

∑
j=1

1
kn

∑
t∈H j

| f (Xt)|2 = ‖ f‖X(H), (26)

and

‖ f̄‖2 = E
[
| f̄ (X(H1))|2

]
=

1
kn

∑
t∈H1

E
[
| f (Xt)|2

]
= E

[
| f (X1)|2

]
= ‖ f‖, (27)

where in Equation 27, we used the fact that the process is stationary. We nowfocus on Equation 24

P
[
∃ f ∈ F : ‖ f‖−2‖ f‖Xn

1
> ε
]

(a)
≤ P

[
∃ f ∈ F : ‖ f‖−

(
‖ f‖X(H)+‖ f‖X(E)

)
> ε
]

(b)
= P

[
∃ f ∈ F :

1
2

(
‖ f‖−2‖ f‖X(H)

)
+

1
2

(
‖ f‖−2‖ f‖X(E)

)
> ε
]

(c)
≤ P

[
∃ f ∈ F : ‖ f‖−2‖ f‖X(H) > 2ε

]
+P

[
∃ f ∈ F : ‖ f‖−2‖ f‖X(E) > 2ε

]

(d)
= 2P

[
∃ f̄ ∈ F : ‖ f̄‖−2‖ f̄‖X(H) > 2ε

]

(e)
≤ 2

(
P
[
∃ f̄ ∈ F : ‖ f̄‖−2‖ f̄‖X′(H) > 2ε

]
+mnβkn

)

(f)
≤ 2δ′(2ε)+2mnβkn.
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(a)We used the inequality
√

a+b≥ 1√
2
(
√

a+
√

b) to split the norm‖ f‖Xn
1
≥ 1

2

(
‖ f‖X(H)+‖ f‖X(E)

)
.

(b) Algebra.
(c) Split the probability.
(d) (1) Since the process is stationary the distribution over the even blocks is the same as the distri-
bution over the odd blocks. (2) From Equations 26 and 27.
(e) Using Proposition 15 withh equals to the indicator function of the event inside the bracket, and
the fact that the indicator function is bounded byB= 1 and its expected value is equal to the proba-
bility of the event.
(f) Lemma 10 on spaceF where

δ′(ε) = 3E

[
N2

(√
2

24
ε,F ,{X′(H j),X

′′(H j)}mn
j=1

)]
exp

(
− mnε2

288B2

)
,

whereX′′ is a ghost sample independently generated from the same distribution asX′. Now we
relate theℓ2-covering number ofF to the covering number ofF . Using the definition off̄ we have

|| f̄ − ḡ||2X(H) =
1

mn

mn

∑
j=1

(
f̄
(
X(H j)

)
− ḡ
(
X(H j)

))2

=
1

mnkn

mn

∑
j=1

[(
∑

t∈H j

f (Xt)
2
) 1

2 −
(

∑
t ′∈H j

g(Xt ′)
2
) 1

2

]2

.

Taking the square and using the Cauchy-Schwarz inequality, each element of the outer summation
may be written as

∑
t∈H j

(
f (Xt)

2+g(Xt)
2)−2

(
∑

t∈H j

f (Xt)
2
) 1

2
(

∑
t ′∈H j

g(Xt ′)
2
) 1

2

≤ ∑
t∈H j

(
f (Xt)

2+g(Xt)
2−2 f (Xt)g(Xt)

)
= ∑

t∈H j

(
f (Xt)−g(Xt)

)2
.

By taking the sum over all the odd blocks we obtain

|| f̄ − ḡ||2X(H) ≤ || f −g||2X(H) ,

which indicates thatN2
(
ε,F ,{X′(H j),X′′(H j)}mn

j=1

)
≤ N2

(
ε,F ,X′(H)∪X′′(H)

)
. Therefore, we

haveδ′(2ε)≤ δ(2ε)≤ δ(
√

2ε), which concludes the proof.
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With a similar approach, we can prove Equation 25

P

[
∃ f ∈ F : ‖ f‖Xn

1
−2

√
2‖ f‖> ε

]

(a)
≤ P

[
∃ f ∈ F :

√
2

2

(
‖ f‖X(H)+‖ f‖X(E)

)
−2

√
2‖ f‖> ε

]

(b)
= P

[
∃ f ∈ F :

(√
2

2
‖ f‖X(H)−

√
2‖ f‖

)
+

(√
2

2
‖ f‖X(E)−

√
2‖ f‖

)
> ε

]

(c)
≤ P

[
∃ f ∈ F : ‖ f‖X(H)−2‖ f‖>

√
2ε
]
+P

[
∃ f ∈ F : ‖ f‖X(E)−2‖ f‖>

√
2ε
]

(d)
= 2P

[
∃ f̄ ∈ F : ‖ f̄‖X(H)−2‖ f̄‖>

√
2ε
]

(e)
≤ 2

(
P

[
∃ f̄ ∈ F : ‖ f̄‖X′(H)−2‖ f̄‖>

√
2ε
]
+mnβkn

)

(f)
≤ 2δ′(

√
2ε)+2mnβkn ≤ 2δ(

√
2ε)+2mnβkn.

(a) We used the inequality
√

a+b≤ (
√

a+
√

b) to split the norm‖ f‖Xn
1
≤

√
2

2

(
‖ f‖X(H)+‖ f‖X(E)

)
.

(b)-(f) use the same arguments as before.

Corollary 17 Let F be a class of linear functions f: X → R of dimension d,̃F be the class of
functions obtained by truncating functions f∈ F at a threshold B, and Xn1 = {X1, . . . ,Xn} be a
sequence of samples drawn from a stationary exponentially fastβ-mixing process with coefficients
{βi}. By inverting the bound of Lemma 16, for anyf̃ ∈ F̃ we have

‖ f̃‖−2‖ f̃‖Xn
1
≤ ε(δ),

‖ f̃‖Xn
1
−2

√
2‖ f̃‖ ≤ ε(δ),

with probability1−δ, where

ε(δ) = 12B

√
2Λ(n,d,δ)

n
max

{
Λ(n,d,δ)

b
,1

}1/κ
, (28)

andΛ(n,d,δ) = 2(d+1) logn+ log e
δ + log+

(
max{18(6e)2(d+1), β̄}

)
.

Proof In order to prove the statement, we need to verify thatε in Equation 28 satisfies

δ′ = 6E

[
N2

(
1
12

ε, F̃ ,X′(H)∪X′′(H)

)]
exp

(
− mnε2

144B2

)
+2mnβkn ≤ δ .

Using Proposition 11 the covering number can be bounded by

E

[
N2

(
1
12

ε, F̃ ,X′(H)∪X′′(H)

)]
≤ 3

(
1728eB2

ε2

)2(d+1)

.
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By recalling the definition of theβ-coefficients{βi} andkn ≥ 1 we have

2mnβkn ≤
n
kn

β̄exp(−bkκ
n)≤ nβ̄exp(−bkκ

n) .

From the last two inequalities,mn = n/2kn, settingC1 = 1728eB2 andD = 2(d+1) we obtain

δ′ ≤ 18

(
C1

ε2

)D

exp

(
− nε2

144B2

1
2kn

)
+nβ̄exp(−bkκ

n).

By equalizing the arguments of the two exponential we obtain the definition ofkn as

kn =

⌈(
nC2ε2

b

) 1
κ+1
⌉
,

whereC2 = (576B2)−1, which implies

max

{(
nC2ε2

b

) 1
κ+1

,1

}
≤ kn ≤ max

{(
2nC2ε2

b

) 1
κ+1

,1

}
.

Thus we have the bound

1
2kn

≥ 1
4

min

{(
b

nC2ε2

) 1
κ+1

,2

}
≥ 1

4
min

{(
b

nC2ε2

) 1
κ+1

,1

}
.

Using the above inequalities, we may writeδ′ as

δ′ ≤ 18

(
C1

ε2

)D

exp

(
−min

{
b

nC2ε2 ,1

} 1
κ+1

nC2ε2

)
+nβ̄exp

(
−bmax

{
nC2ε2

b
,1

} κ
κ+1
)
.

The objective now is to make the arguments of the two exponential equal. For the second argument
we have

bmax

{
nC2ε2

b
,1

} κ
κ+1

= bmax

{
nC2ε2

b
,1

}
min

{
b

nC2ε2 ,1

} 1
κ+1

≥ nC2ε2min

{
b

nC2ε2 ,1

} 1
κ+1

.

Thus

δ′ ≤
(

18

(
C1

ε2

)D

+nβ̄

)
exp

(
−min

{
b

nC2ε2 ,1

} 1
κ+1

nC2ε2

)
.

Now we plug inε from Equation 28. Using the fact thatΛ ≥ 1, we know thatε2 ≥ (nC2)
−1, and

thus
δ′ ≤

(
18(nC1C2)

D +nβ̄
)

exp(−Λ) .

Using the definition ofΛ, we obtain

δ′ ≤
(

18(nC1C2)
D +nβ̄

)
n−D max{18(C1C2)

D, β̄}−1δ
e
≤ (1+n1−D)

δ
e
≤ (1+1)

δ
e
≤ δ ,
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which concludes the proof.

In order to understand better the shape of the estimation error, we consider asimpleβ-mixing
process with parameters̄β = b= κ = 1. Equation 28 reduces to

ε(δ) =

√
288B2Λ(n,d,δ)

n

2

,

with Λ(n,d,δ) = 2(d+1) logn+ log e
δ + log

(
18(6e)2(d+1)

)
. It is interesting to notice that the shape

of the bound in this case resembles the structure of the bound in Corollary 12 for i.i.d. samples.
Finally, we report the non-functional version of the previous corollary.

Corollary 18 LetF be a class of linear functions f: X → R of dimension d such that its features
ϕi : X → R are bounded in absolute value by L for any i= 1, . . . ,d and Xn

1 = {X1, . . . ,Xn} be a
sequence of samples drawn from a stationary exponentially fastβ-mixing process with coefficients
{βi}. For any f∈ F we have

‖ f‖−2‖ f‖Xn
1
≤ ε(δ),

‖ f‖Xn
1
−2

√
2‖ f‖ ≤ ε(δ),

with probability1−δ, where

ε(δ) = 12||α||L

√
2Λ(n,d,δ)

n
max

{
Λ(n,d,δ)

b
,1

}1/κ
,

andΛ(n,d,δ) = 2(d+1) logn+ log e
δ + log+

(
max{18(6e)2(d+1), β̄}

)
.

Proof LetG =
{

gα = fα
L||α||

}
so that

||gα||∞ =
1

L||α|| || fα||∞ ≤ 1
L||α|| ||α||sup

i
||ϕi(x)||∞ ≤ 1.

We can thus apply Lemma 16 to the bounded spaceG with B= 1. By using a similar inversion as
in Corollary 17, we thus obtain that with probability 1−δ, for any functiongα ∈ G

‖gα‖−2‖gα‖Xn
1
≤ ε(δ),

‖gα‖Xn
1
−2

√
2‖gα‖ ≤ ε(δ),

with

ε(δ) = 12

√
2Λ(n,d,δ)

n
max

{
Λ(n,d,δ)

b
,1

}1/κ
.

Finally, we notice that||gα||= 1
L||α|| || fα|| and||gα||Xn

1
= 1

L||α|| || fα||Xn
1

and the statement follows.
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Corollary 19 Let f : X → R be a linear function,f̃ be its truncation at a threshold B, and Xn
1 =

{X1, . . . ,Xn} be a sequence of samples drawn from a stationary exponentially fastβ-mixing process
with coefficients{βi}. Then

‖ f̃‖−2‖ f̃‖Xn
1
≤ ε(δ),

‖ f̃‖Xn
1
−2

√
2‖ f̃‖ ≤ ε(δ),

with probability1−δ, where

ε(δ) = 12B

√
2Λ(n,δ)

n
max

{
Λ(n,δ)

b
,1

}1/κ
,

Λ(n,δ) = log e
δ + log

(
max{6,nβ̄}

)
.

Proof The proof follows the same steps as in Corollary 17. We have the following sequence of
inequalities

δ′ ≤ 6exp

(
−nC2ε2

kn

)
+

n
kn

β̄exp(−bkκ
n)≤ (6+nβ̄)exp(−Λ)

= (6+nβ̄)max{6,nβ̄}−1 δ
e
≤ (1+1)

δ
e
≤ δ ,

whereC2 = (576B2)−1.

A.3 Markov Chains

We first review the conditions for the convergence of Markov chains (Theorem 13.3.3. in Meyn and
Tweedie 1993).

Proposition 20 Let M be an ergodic and aperiodic Markov chain defined onX with stationary
distributionρ. If P(A|x) is the transition kernel ofM with A⊆ X and x∈ X , then for any initial
distributionλ

lim
i→∞

∣∣∣
∣∣∣
∫
X

λ(dx)Pi(·|x)−ρ(·)
∣∣∣
∣∣∣
TV

= 0,

where|| · ||TV is the total variation norm.

Definition 21 LetM be an ergodic and aperiodic Markov chain with stationary distributionρ. M
is mixing with an exponential rate with parametersβ̄,b,κ, if its β-mixing coefficients{βi} satisfy
βi ≤ β̄exp(−biκ). Then for any initial distributionλ

∣∣∣
∣∣∣
∫
X

λ(dx)Pi(·|x)−ρ(·)
∣∣∣
∣∣∣
TV

≤ β̄exp(−biκ).

Lemma 22 LetM be an ergodic and aperiodic Markov chain with a stationary distributionρ. Let
X1, . . . ,Xn be a sequence of samples drawn from the stationary distribution of the Markovchainρ
and X′

1, . . . ,X
′
n be a sequence of samples such that X′

1 ∼ ρ′ and X′
1<t≤n are generated by simulating

M from X′
1. Letη be an event defined onX n, then

∣∣P [η(X1, . . . ,Xn)]−P
[
η(X′

1, . . . ,X
′
n)
]∣∣≤ ‖ρ′−ρ‖TV
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Proof We prove one side of the inequality. LetQbe the conditional joint distribution of(X1<t≤n|X1=
x) andQ′ be the conditional joint distribution of(X′

1<t≤n|X′
1 = x). We first notice thatQ is exactly

the same asQ′. In fact, the first sequence(X1<t≤n) is generated by drawingX1 from the stationary
distributionρ and then following the Markov chain. Similarly, the second sequence(X′

1<t≤n) is
obtained following the Markov chain fromX′

1 ∼ ρ′. As a result, the conditional distributions of the
two sequences is exactly the same and just depend on the Markov chain. Asa result, we obtain the
following sequence of inequalities

P

[
η(X1, . . . ,Xn)

]
= EX1,...,Xn [I{η(X1, . . . ,Xn)}]

= EX1∼ρ [EX2,...,Xn [I{η(X1,X2 . . . ,Xn)}|X1]]

= EX1∼ρ

[
EX′

2,...,X
′
n

[
I
{

η(X1,X
′
2 . . . ,X

′
n)
}
|X1
]]

(a)
≤ EX1∼ρ′

[
EX′

2,...,X
′
n

[
I
{

η(X1,X
′
2 . . . ,X

′
n)
}
|X1
]]

+‖ρ′−ρ‖TV

(b)
= EX′

1∼ρ′

[
EX′

2,...,X
′
n

[
I
{

η(X′
1,X

′
2 . . . ,X

′
n)
}
|X′

1

]]
+‖ρ′−ρ‖TV

= P

[
η(X′

1, . . . ,X
′
n)
]
+‖ρ′−ρ‖TV.

Note thatI{·} is the indicator function.
(a) simply follows from

EX∼ρ [ f (X)]−EX∼ρ′ [ f (X)] =
∫
X

f (x)ρ(dx)−
∫
X

f (x)ρ′(dx)

≤ || f ||∞
∫
X

(
ρ(dx)−ρ′(dx)

)
≤ || f ||∞||ρ−ρ′||TV.

(b) From the fact thatX1 = X′
1 = x.

Lemma 23 LetF be a class of functions f: X → R bounded in absolute value by B,M be a an
ergodic and aperiodic Markov chain with a stationary distributionρ. LetM be mixing with an
exponential rate with parameters̄β,b,κ. Letλ be an initial distribution overX and X1, . . . ,Xn be a
sequence of samples such that X1 ∼ λ and X1<t≤n obtained by followingM from X1. For anyε > 0,

P

[
∃ f ∈ F : ‖ f‖−2‖ f‖Xn

1
> ε
]
≤ ‖λ−ρ‖TV +2δ(

√
2ε)+2mnβkn,

and
P

[
∃ f ∈ F : ‖ f‖Xn

1
−2

√
2‖ f‖> ε

]
≤ ‖λ−ρ‖TV +2δ(

√
2ε)+2mnβkn,

where

δ(ε) = 3E

[
N2

(√
2

24
ε,F ,X(H)∪X′(H)

)]
exp

(
− mnε2

288B2

)
.

Proof The proof is an immediate consequence of Lemma 16 and Lemma 22 by definingη(X1, . . . ,Xn)
as

η(X1, . . . ,Xn) = {∃ f ∈ F : ‖ f‖−2‖ f‖Xn
1
> ε},
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and

η(X1, . . . ,Xn) = {∃ f ∈ F : ‖ f‖Xn
1
−2

√
2‖ f‖> ε},

respectively.

Finally, we consider a special case in which out of then total number of samples, ˜n (1≤ ñ< n)
are used to “burn” the chain andn− ñ are actually used as training samples.

Lemma 24 Let F be a class of linear functions f: X → R of dimension d and̃F be the class
of functions obtained by truncating functions f∈ F at a threshold B. LetM be an ergodic and
aperiodic Markov chain with a stationary distributionρ. LetM be mixing with an exponential rate
with parameters̄β,b,κ. Let µ be the initial distribution and X1, . . . ,Xn be a sequence of samples
such that X1 ∼ µ and X1<t≤n obtained by followingM from X1. If the first ñ (1≤ ñ< n) samples
are used to burn the chain and n− ñ are actually used as training samples, by inverting Lemma 23,
for any f̃ ∈ F̃ , we obtain

‖ f̃‖−2‖ f̃‖Xn
1
≤ ε(δ),

‖ f̃‖Xn
1
−2

√
2‖ f̃‖ ≤ ε(δ),

with probability1−δ, where

ε(δ) = 12B

√
2Λ(n− ñ,d,δ)

(n− ñ)
max

{
Λ(n− ñ,d,δ)

b
,1

}1/κ
,

andΛ(n,d,δ) = 2(d+1) logn+ log e
δ + log+

(
max{18(6e)2(d+1), β̄}

)
, andñ=

(
1
b log 2eβ̄n

δ

)1/κ
.

Proof After ñ steps, the first sample used in the training set (Xñ+1) is drawn from the distribution
λ = µPñ. Using Proposition 20 and Definition 21 we have

||λ−ρ||TV ≤ β̄exp(−bñκ). (29)

We first substitute the total variation in Lemma 23 with the bound in Equation 29, and thenverify
thatε in Equation 24 satisfies the following inequality.

δ′ = ‖λ−ρ‖TV +2δ(
√

2ε)+2mn−ñβkn−ñ

≤ β̄exp(−bñκ)+18

(
C1

ε2

)D

exp

(
−(n− ñ)C2ε2

kn−ñ

)
+(n− ñ)β̄exp(−bkκ

n−ñ)

≤
( 1

2n
+1+(n− ñ)1−D)δ

e
≤ (

1
2
+1+1)

δ
e
≤ δ,

whereC1 = 1728eB2 andC2 = (288B2)−1. The above inequality can be verified by following the
same steps as in Corollary 17 and by optimizing the bound for ˜n.
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