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ABSTRACT 

This paper presents a multisensor fusion framework for 

video activities recognition based on statistical reasoning 

and D-S evidence theory. Precisely, the framework 

consists in the combination of the events’ uncertainty 
computation with the trained database and the fusion 

method based on the conflict management of evidences. 

Our framework aims to build Multisensor fusion 

architecture for event recognition by combining sensors, 

dealing with conflicting recognition, and improving their 

performance. According to a complex event’s hierarchy, 

Primitive state is chosen as our target event in the 

framework. A RGB camera and a RGB-D camera are 

used to recognise a person’s basic activities in the scene. 
The main convenience of the proposed framework is that 

it firstly allows adding easily more possible events into 

the system with a complete structure for handling 

uncertainty. And secondly, the inference of Dempster-

Shafer theory resembles human perception and fits for 

uncertainty and conflict management with incomplete 

information. The cross-validation of real-world data (10 

persons) is carried out using the proposed framework, and 

the evaluation shows promising results that the fusion 

approach has an average sensitivity of 93.31% and an 

average precision of 86.7%. These results are better than 

the ones when only one camera is used, encouraging 

further research focusing on the combination of more 

sensors with more events, as well as the optimization of 

the parameters in the framework for improvements. 
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1. Introduction 
 

The number of older people living alone around the world 

is increasing, highlighting the importance of solutions for 

the treatment of this population health care conditions and 

their life quality improvement.[ 1 ] Human activity 

recognition is an important part of computer vision, and 

therefore an active research topic in video surveillance 

areas, like human activity monitoring in outdoor places or 

indoor (like metro stations, bank agencies, daily living 

places) environments [2]. 

The mono-sensor approaches are used in detection, 

tracking, and recognition of activities in the scene without 

the stereo match nor synchronization processes of 

sensors[3][4]. Methods based on mono-sensor rely on image 

analysis have been carried out using different approaches 

like probabilistic approach [ 5 - 7 ] or constraint-based 

approach[8][9]. The constraint-based approach proposed by 

Romdhane et al. [10] handles the uncertainty of the activity 

recognition in complex event using probabilistic 

reasoning. It provides a convenient mechanism of 

reasoning to handle event uncertainty. 

But, there are cases where the scene cannot be 

covered only by a single sensor or the distance from the 

sensor to the target can compromise the level of detail 

necessary for desired task accomplishment.  

In these cases, the combination (fusion) of multiple 

video-cameras can increase the level of details of a scene. 

The combination of several sensors can help improve the 

low accuracy caused by the long distance as well as some 

other problems in visual recognition situations. Especially, 

multisensor fusion shows the values of different target 

features of an event (e.g. distance, velocity, weight), the 

combination of which can help use obtain a more 

complete view of the event and therefore a more 

promising performance of the recognition task compared 

to job done by single sensor. 

The data fusion can take place at three levels [14]: data 

level (fusion of pixels), feature level (fusion of feature 

vectors of each sensor), and decision level (fusion of 

event from each sensor). The decision level fusion 

involves the multisensor fusion after each sensor has 

made a preliminary detection of an event occurring in the 

scene. Since the sensors for fusion can be either 

homogeneous or heterogeneous, the fusion at decision 

level makes it possible that changing or adding different 

sensors without completely changing event models (see 

Section 3.1).  

This paper is organized as follows: The state of the 

art is presented in Section 2. In Section 3 we present the 

experimental material and the proposed data fusion 

framework, whose evaluation procedure and respective 

results are presented in Section 4. Section 5 describes our 

contribution and conclusion. 

 



 

2. Related work 
 

The recognition of different human postures (herein 

mapped as primitive states, see Section 3.1) is one of the 

basic traits to be detected in the event recognition systems. 

Fusion of video camera and environmental sensors [7][11] 

(like pressure, light, temperature, etc) are usually adopted 

in indoor places where specific sensors are already 

designed and installed. Data fusion between camera and 

inertial sensors has been also explored [12 - 14], as well as 

body sensor networks (BSNs)[ 15 - 17 ]. These approaches 

have been successfully used on the combination of 

homogeneous or heterogeneous sensors for event 

recognition. However, the use of wearable devices could 

be considered intrusive, and not as convenient and generic 

as non-contact video cameras [18].  

 Decision-level fusion methods include (but not 

limited to) weighted decision methods [ 19 ], Bayesian 

inference [ 20 ], and Dempster–Shafer’s method [ 21 ] [ 22 ]. 

Dempster-Shafer evidence theory extends the Bayesian 

inference theory using incomplete information to make 

knowledge fusion, which resembles human reasoning 

process, and therefore is widely used for uncertainty 

modeling in many applications [23] [24]. However, the rule 

of combination of evidences as claimed by Dempster 

could give unexpected fusion results when conflicts 

among evidences exist (see Section 3.3.3.2). 

Consequently, a variety of improving methods have been 

proposed upon the Dempster-Shafer evidence theory. 

Yager [25] and Dubois et al. [26] proposed to assign the 

uncertainty of conflicting evidences to the frame of 

discernment, as a solution to the conflicting issue. 

Smets[27] proposes that the conflicting mass results from 

the non-exhaustively of the frame of discernment and 

Murphy[ 28 ] improved the basic probability assignment 

distribution instead of modifying the combination rule of 

the evidence theory. New combination rules are also 

discussed by several authors [ 29  - 31 ] in some specific 

applications. 

 Briefly, This paper proposes a decision-level 

multisensor fusion framework for event recognition by the 

combination of sensors on decision level, dealing with 

conflicting evidence by the adoption of Dempster-Shafer 

theory and statistical reasoning evidence method with the 

new combination rule proposed in [31]. Two spatially 

separated video cameras (a RGB camera and a RGB-D 

camera -Microsoft Kinect) are used, with each we have 

had managed to recognize the basic event (primitive state, 

see Section 3.1) occurring in the scene). Methods are used 

to deal with the basic event detection like “sitting” and 
“standing” human posture recognition when two sensors 

conflict. The framework proposed is tested with the real-

world data by cross-validation and the evaluation shows 

promising results encouraging further research for 

improvements. 

 

 

 

3.  Material and Methods 
 

3.1 Event modeling 

 

This framework is based on a hierarchical approach for 

event modelling proposed by Vu et al. in [9] and extended 

by Zouba et al. in [11]. It categorizes events in respect to 

their complexity as follows: 

 The events are divided into four types: Primitive 

state (e.g. a person is standing) deals with the 

instantaneous values of a person. Composite state is a 

combination of primitive state. Primitive event 

corresponds to a change of primitive state (e.g. a person 

changes the posture), and Composite event is a 

combination of primitive states and/or primitive events. 

The model for event E includes all the physical objects in 

E, all the components involved in E, and a set of 

conditions (herein called “constraints”) to be verified 

between physical objects and sub-events.  

 Briefly, a composite event stays at the top of the 

hierarchy in terms of complexity, and primitive state is the 

basic layer. A composite event recognition consists in the 

recognition of all the related primitive, composites states, 

and and/or primitive event described in the composite 

event model. Since the primitive state is the most basic 

layer of the hierarchy, we chose to fuse events at primitive 

state level to achieve an accurate recognition of higher 

level events.  

 

3.2 Experimental set 

 

An evaluation using videos of participants of is performed 

to verify the proposed framework. Experimental site is 

located in a test room of CHU Nice Hospital where ten 

videos of older person (5 females and 5 males) doing 

semi-directed activities like sitting and standing are taken.  

In our case, two video cameras are used to record 

these experiments. The RGB camera is located from a 

wide view of the scenario but the long distance of 

detection leads to problems like noise, covering, etc. 

Besides, because of the Microsoft Kinect’s 4-5 meters 

detection distance limitation, it has to be positioned nearer 

to the target person, and this leads to the problems of 

“missing" the objects and activities out of the view range. 
A data fusion is made between the RGB camera and the 

RGB-D camera which already have respectively the 

primitive state (sitting-standing posture in our case) 

recognition result. The original data reflect different 

sensors ’observations of the person’s posture changes in a 
time interval (each is about 20 minutes). The scenarios 

performed in the experimental room are composed of a 

series of directed activities to access the person’s physical 
profile (e.g. static and dynamic balance test, walking 

test)[14]. The goal of the proposed framework consists in 

managing conflicting evidences of spatially separated and 

time-synchronized sensors in the process of event 

recognition. It should be noticed, however, that the 

answer to the question that whether the fusion result of an 

event detection system can be improved or not compared 



to what it would have been if only one sensor is used will 

depend on the reliability and the performance of each 

sensor as well as the data fusion method to fuse the data 

from each sensor. 

 

3.3 Proposed approach 

 

As in our case, we focus on the fusion framework of the 

system, two preliminary works are assumed to be done 

before entering the fusion module: firstly, each sensor 

detects, tracks and recognizes the person in the scene and 

its target event by its own with the pre-defined a priori 

knowledge like event model and scene information; 

Secondly, the 2D camera and the Microsoft Kinect are 

time-synchronized with the event timestamp in [14]. The 

step before data fusion of the framework gives us a set of 

XML files indicating the preliminary recognition results 

of each sensor. These data are provided for the next step: 

the fusion module. 

The proposed fusion framework architecture is 

presented in Figure 1. In our framework, we consider the 

event level fusion between two visual sensors mentioned 

in the previous section, although the framework can take 

into account more sensors by the use of an iterative 

approach. 

For each time instant t, the framework takes the test 

video data, the groundtruth of event annotated by experts 

as inputs, as well as the data obtained by training. After 

the detection, tracking and event detection of each sensor, 

the conflicting events are evaluated on the fusion module 

(FM). To be precise, on every instant of each sensor, the 

data input to the FM is composed of a pair of vectors that 

indicate the current detected primitive states and the 

character features of the target person (e.g. recognized 

event “Standing” and person’s instantaneous 3D height). 
 The FM computes the likelihood of every possible 

event and manages the conflicts. It starts with the 

computation of the instantaneous likelihood, with which 

the local temporal is obtained for probability reasoning in 

the Evidence Theory. Based on the standard Gaussian 

distribution of the person feature value, the instantaneous 

likelihood and the local reliability are computed for each 

instant, the D-S data fusion center makes a decision on 

which sensor’s primitive state detection should be taken 

into account. For event data fusion, two aspects are 

considered related to the event likelihood computation: 

person bounding box height’s “distance” to Gaussian 

parameters of person’s height obtained on training at a 

time instant, and also the local temporal relationship in 

 

 

Figure 1. Proposed framework architecture 

FM 



respect to previous instants. Both aspects have an 

influence on the belief level for the detected event. 

 

3.3.1 Instantaneous likelihood function for primitive 

states 

 

Based on the algorithms proposed in [10] dealing with the 

event recognition process, we propose an extension for 

human posture detection using a multi-sensor approach. 

The likelihood function consists in assessing the 

reliability value (belief level) of each sensor's event (i.e. 

primitive state detection) based on a standard Gaussian 

distribution obtained by a training step. 

 A simplified model of primitive state such as sitting-

standing posture could be simplified by thresholding of a 

person's detected height. Herein, besides to the use of a 

fixed height threshold  to distinguish ''sitting'' and 

''standing'', the likelihood function of ''sitting'' and 

''standing'' is computed based on the ''distance'' between 

the detected 3D height of a person and the trained 

Gaussian parameters results for ''sitting'' and ''standing''. 

This computed likelihood can also be interpreted as 

''belief level value''. 

 A primitive state involves one or several features: for 

example, ''Standing'' can be defined by the person's 

detected height, and ''in the zone of chair'' is recognized 

when the constraint of person's position and pre-defined 

zone in the scene has been satisfied. 

 The distribution of a person's height for sitting and 

standing is considered as a Gaussian distribution. For each 

sensor, the Gaussian parameters (the mean Ɋ , and the 

standard variance ߪଶ) for each posture state is learned  by 

computing the average height of postures  sitting or 

standing in the scene  in respect to each sensor, with the 

training statistical data obtained a priori based on 

annotated data of person postures (Equation1 1 and 2).  

௘ǡ௜ଶߪ  ൌ ௜ǡ௝ǡ௘௔௩ݐ݄݃݅݁ܪ൫ܧ ଶ൯ െ ௜ǡ௝ǡ௘௔௩ݐ݄݃݅݁ܪ൫ܧ ൯ଶ ൌ ௘ǡ௜ଶߪ ൅ ݆ െ ͳ݆ଶ ௜ǡ௝ǡ௘௔௩ݐ݄݃݅݁ܪ െ ௘ǡ௜ଶߤ  

௘ǡ௜ߤ  ൌ ௜ǡ௝ǡ௘௔௩ݐ݄݃݅݁ܪ൫ܧ ൯ ൌ ݆ െ ͳ݆ ௘ǡ௜ߤ ൅ݐ݄݃݅݁ܪ௜ǡ௝ǡ௘௔௩݆  

 

 For all feature values including the example feature 

in our case (sitting-standing posture’s height), the 
instantaneous likelihood of the test video is computed for 

each frame using Equation 3[10] with the Gaussian 

parameters previously obtained. 

௞ǡ௘ǡ௜௜௡௦௧ܤܱܴܲ  ൌ ݁ିಹ೐೔೒೓೟ೖǡ೐ǡ೔షഋ೐ǡ೔మమ഑೐ǡ೔మ
 

                                                            
1 Compute for each e: target event, i: sensor, j: video data 

number, k: instant, and “av” means “average”. The notation is 
used throughout this paper. 

 

 Since the standard Gaussian distribution likelihood 

can be considered as a belief level value, this value is used 

as “how strongly we believe that the event result of the 

sensor is true at the evaluated time instant”. 
 

3.3.2 Local temporal reliability 

 

Now another aspect of the likelihood computation is 

considered: whether sitting and standing is recognized or 

not should depend not only on likelihood based on 

person’s detected feature value at this moment, but also 

the likelihood function values of previous instants in a 

pre-defined window size. The algorithm used can be the 

one computing the local temporal reliability values based 

on a fixed window size ɘ. (Herein a 5 seconds window is 

used.) As shown in Equation 4 and 5, the temporal 

reliability for current instant depends on the previous ɘ 

instants: the exponential of the time distance part is the 

cooling function of probability, which reinforces the near 

instants’ effect and gives less importance to the far 

ones[10]. Generally, a primitive state is a continuous 

process which lasts seconds or minutes. The window size 

parameter depends on the domain application, and it 

should fit the minimum time interval of the person’s 
primitive state.  

௞ǡ௜ǡ௘௧௘௠௣ܤܱܴܲ  ൌ ௉ோை஻ೖǡ೔ǡ೐೔೙ೞ೟ାெσ ௘షሺೖష೟ሻ೟సೖషభ೟సೖషೢ  

ܯ   ൌ σ ሾ݁ିሺ௞ି௧ሻሺܴܱܲܤ௞ǡ௜ǡ௘௧௘௠௣ െ ௞ǡ௜ǡ௘௜௡௦௧ሻሿ௧ୀ௞ିଵ௧ୀ௞ି௪ܤܱܴܲ  

 

 The temporal reliability of each sensor for each target 

event is the input of the D-S evidence uncertainty 

reasoning. The reason why we choose this method in the 

fusion framework consists in its filter effect of 

instantaneous likelihood’s uncertainty caused by 

segmentation and tracking errors during video processing. 

It should be noticed that ɘ  is flexibly configurable 

parameter based on domain events. 

 

3.3.3 Data fusion based on D-S Evidence Theory 

 

The fusion architecture is illustrated in Figure 2. The 

event fusion engine serves as information process center 

for two sensors at each time, and the architecture can be 

used in an iterative way to fuse more than two sensors. 

 

Figure 2. Architecture of event fusion process 
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 The synchronization of each sensor uses their event 

timestamps and the “leave-accord-out” logic is adopted. 

Therefore, the engine only deals with conflicting events, 

as there is no need to make any fusion when the two 

sensors’ events agree. 

 Proposed by Dempster [21] and improved by Shafer [32], 

the Evidence theory extends the Bayesian inference’s 
application by allowing the uncertainty reasoning based 

on incomplete information. The support also comes from 

the possibility of distributing the imprecision to the 

combination of propositions such as “The person could be 
sitting and be in the zone chair”. The evidence theory is 
used here to process uncertainty reasoning and to output 

the final event recognition result. In the next subsection, 

Dempster-Shafer evidence theory is briefly introduced, 

and then comes the fusion strategy in the proposed 

framework. 

 

3.3.3.1 Dempster-Shafer sensor fusion algorithm 

 

D-S theory is also called evidence theory which is 

statistical inference method used for modeling uncertainty. 

The evidence theory is based on a pre-defined set  ȣ , 

called the frame of discernment, which contains the group 

of all the possible mutually exclusive evidences or 

hypothesis of interest: 

 ȣ ൌ ሼܣǡ ڮǡܤ ሽ 
 

 The function݉ǣ ʹ஀ ՜ ሾͲǡͳሿ  related to a proposition 

satisfying: 

 ݉ሺ׎ሻ ൌ Ͳ ෍݉ሺܣሻ ൌ ͳ஺א஀  

is defined as basic probability assignment (BPA). For 

any ܣ א ʹ஀ , m(A) is considered as the subjective 

confidence level on the event A. Accordingly, the whole 

body of evidence of one sensor is the set of all the BPAs 

greater than 0 under one frame of discernment.  

 The combination of multiple evidences defined on the 

same frame of discernment is the combination of the 

corresponding confidence level values based on BPAs 

(e.g., pre-defined by experts). Given two sensors (1 and 2), 

where each sensor has its body of evidence ( m1 and m2), 

which are the corresponding BPA functions of the frame 

of discernment. We can combine two bodies of evidences 

into a new one by applying the following combination 

rule: 

 ሺ݉ଵ ْ݉ଶሻሺ ሻ ൌ σ ݉ଵሺܯሻ݉ଶሺܰሻெځேୀ஺ͳ െ σ ݉ଵሺܯሻ݉ଶሺܰሻெځேୀ׎  

 

where the sum  in denominator is called the conflict factor 

of two bodies of evidence, and ׎  means the conflict 

between two propositions. This combination rule can be 

used iteratively because of its commutativity and 

associativity. Thus, the data fusion of more than two 

bodies of evidence is done by iterative pairwise process 

 Dempster-Shafter evidence theory was chosen as our 

data fusion basic idea, because compared to Bayesian 

theory, its reasoning process resembles the human 

perception. Most importantly, based on our likelihood 

computation steps in the previous subsections, we can use 

those statistical-based results to assign the unknown 

parameters in D-S evidence theory, and thus deal with the 

data fusion problem by a more reliable uncertainty 

reasoning method. 

 

3.3.3.2  Modified combination rule dealing with 

conflicts 

 

The classical D-S combination rule can be implemented to 

fuse data from two sensors, but it can lead to illogical 

results when the conflict factor approaches 1. For example, 

Doctor A and doctor B’s judgement of a patient’s disease: 
a or b or c. Doctor A has 99% confidence on disease a, 

and 1% on b; doctor B has 99% on c and 1% on b. The 

classical combination rule gives the unexpected 

conclusion that the patient’s disease is b. In strong 

contradictory situations like this example, the reason for 

the unrealistic result of D-S evidence theory is that it 

distributes the uncertainty of global conflict to the 

common evidence of the two bodies. [25] 

 Varies alternatives or improvements of D-S 

combination rule have been put forward like: (Yager 

1987), (Dubois et al. 1988), (Deng et al. 2004). These 

approaches consist in distributing the conflicting evidence 

probability to the whole set of propositions (ȣ) in the 

frame of discernment. But the limitations are mainly falls 

in the following two aspects:  When there are a great number of propositions in 

the frame of discernment, the weighting factor in 

the improved rules has to be computed for every 

subset or combination of evidences, and this 

increases the arithmetic operations.  The associativity of the rule is not satisfied, 

which is vital for the local distributed algorithm 

structure in the reality applications. 

 In our framework, the data fusion is mainly carried 

out and verified with the following strategies:  

For posture recognition conflict management, a new 

combination rule proposed and verified by Ali et al. [31] is 

used for primitive state recognition’s data fusion. As 
written in the Equation 7 and 8, this newly proposed rule 

has been demonstrated to be efficient for combining the 

evidences from two or more sensors, and can be extended 

to the application of more primitive states and complex 

events. 

 ሺ݉ோீ஻ ْ݉ோீ஻஽ሻሺ       ሻൌ ͳ െ ሺͳ െ ݉ோீ஻ሺܵ݅݃݊݅ݐݐሻሻ ൈ ሺͳ െ ݉ோீ஻஽ሺܵ݅݃݊݅ݐݐሻሻͳ ൅ ሺͳ െ ݉ோீ஻ሺܵ݅݃݊݅ݐݐሻሻ ൈ ሺͳ െ ݉ோீ஻஽ሺܵ݅݃݊݅ݐݐሻሻ 
 ሺ݉ோீ஻ ْ݉ோீ஻஽ሻሺ        ሻൌ ͳ െ ሺͳ െ ݉ோீ஻ሺ        ሻሻ ൈ ሺͳ െ ݉ோீ஻஽ሺ        ሻሻͳ ൅ ሺͳ െ ݉ோீ஻ሺ        ሻሻ ൈ ሺͳ െ ݉ோீ஻஽ሺ        ሻሻ 

(6) 

(7) 

(8) 



 

4 Results and Evaluation 

 
The event uncertainty for “being sitting” and “being 

standing” is computed for each instant and each sensor 

based on the described training process: mean and 

variance of person height during evaluated postures. 

Results of the fusion approach are compared to the result 

of individual cameras (fixed-threshold for standing/sitting 

discrimination) to show the improvements brought on 

event detection performance. 

A leave-one out cross-validation is adopted to 

evaluate the proposed approach. Briefly, the evaluation 

takes 9 videos out of the database for training while the 

tenth is used for test, and this is repeated until every video 

in the database is tested as validation data.  

 A priori knowledge like event model files are shared 

by both sensors with some new created events: sitting-

fusion, standing-fusion, sitting-agreed, standing-agreed, 

which represents the different sensors situations 

(conflicting or consistent). For each instant of the 

validation video, the temporal reliability of each possible 

event result is computed based on a 5 seconds window 

size of historical reliabilities. Then, they are assigned to 

data fusion engine as BPAs to compute all the possible 

propositions’ uncertainty after simple normalization for 
each sensor. At last, the output is the final decision of 

person’s posture recognition result by comparing the 
fused uncertainty of every possible result. 

The recognition performance of the proposed 

framework is measured in respect to the video annotation 

of experts, where TP (True positive) is assigned to the 

system evaluation when the system’s recognition result is 

equal to the events annotated by experts; FP (False 

positive) is assigned when an event that doesn’t occur in 
the annotated is detected; and FN (False negative) when 

the system misses an event that occurs in the annotated 

Groundtruth. 

          ൌ ୘୔୘୔ା୊୔                              (10) 

            ൌ ୘୔୘୔ା୊୒                             (11) 

 

Table 1. Comparison between mono-sensor using the 

threshold method and the fusion framework method: 

performance evaluation 

Activity Sitting Standing 

Sensor Precision Sensitivity Precision Sensitivity 

2D 

camera 

84.29% 69.41% 79.82% 91.58% 

Kinect 100.00% 36.47% 86.92% 97.89% 
Fusion 

method 
82.35% 91.30% 91.04% 95.31% 

 

Table 1 presents the comparison of the proposed 

framework with the individual recognition performance of 

each video camera. The precision and the sensitivity 

indicate the best of the ten test sets during the cross-

validation. Figure 3 (Detection view of RGB camera) 

shows a “standing” detection example of the RGB camera 
which is fixed at a corner of the experimental room, and 

Figure 4 shows the detection view of the RGB-D camera 

at the same time instant. 

 

       
Figure 3. RGB cam. view       Figure 4. RGB-D cam. view                                 

 

 

5 Conclusion and Future work 

 
This paper proposes a framework for event fusion in 

activity recognition based on statistical learning and 

uncertainty reasoning using Dempster-Shafer theory. The 

decision-making process is implemented in an event 

recognition system to evaluate the applicability of the 

framework in real data. The proposed framework allows 

adding more sensors into the event recognition system by 

designing a proposition set and recomputing the weights. 

When it comes to a complex event, more primitive state 

computation can be implemented into the uncertainty 

reasoning process. 

The experiments show that the fusion approach has a 

higher average sensitivity 93.31% than that of 2D camera 

and RGB-D camera. The averaged precision of 86.7% 

shows an improvement compared to the RGB camera, but 

a decline in respect of RGB-D camera.  The reason may 

involve the fact that parameter factors like fixed window-

size value used in the framework still need to be 

optimized. The framework is not able to recover when 

segmentation and tracking errors happen, where 

sometimes the person not detected or something else is 

mis-tracked as a person. 

 Future work includes evaluating different window 

sizes for the temporal reliability computation, adding 

optimised weighting factors in the combination rule for 

each camera in respect to their recognition performance, 

and also the combination of more sensors in the 

recognition of more postures like lying and bending, and 

eventually complex events.  
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