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Equation (10) should read

z =
2

λ

(

Ksucc − λ

2

)

,

instead of

z =
2

λ

(

Ksucc − λ+ 1

2

)

.

Consequently, Ksucc = 0 ⇐⇒ z = −1 and Ksucc = λ ⇐⇒ z = 1. The difference is unlikely to have quantitatively relevant
effects on the results in the paper.
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ABSTRACT

Success rule based step-size adaptation, namely the one-fifth
success rule, has shown to be effective for single parent evo-
lution strategies (ES), e.g. the (1+1)-ES. The success rule
remains feasible in non-elitist single parent strategies, where
the target success rate must be roughly inversely propor-
tional to the population size. This success rule is, however,
not easily applicable to multi-parent strategies. In this pa-
per, we introduce the median success rule for step-size adap-
tation, applicable to non-elitist multi-recombinant evolution
strategies. The median success rule compares the median
fitness of the population to a fitness from the previous iter-
ation. The comparison fitness is chosen to achieve a target
success rate of 1/2, thereby a deviation from the target can
be measured reliably in comparatively few iteration steps.
As a prerequisite for feasibility of the median success rule,
we studied the way the fitness comparison quantile depends
on the search space dimension, the population size, the par-
ent number, the recombination weights and the objective
function. The findings are encouraging: the choice of the
comparison quantile appears to be relatively uncritical and
experiments on a variety of functions, also in combination
with CMA, reveal reasonable behavior.

Categories and Subject Descriptors

I.2.8 [Problem Solving, Control Methods, and Search];
I.2.6 [Learning]: Parameter Learning; G.1.6 [Optimization]

Keywords

Evolution strategies; step-size control; adaptation; median
success rule

1. INTRODUCTION
In this paper we consider the problem of minimizing a

function defined on a continuous domain f : Rn 7→ R in a
black-box scenario. That is, no derivatives of f are available
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and algorithms can only use objective function values to
update their different parameters.

Evolution Strategies address black-box numerical optimiza-
tion problems by sampling points in R

n using multivariate
normal distributions. We consider the case where at iter-
ation t all solutions are sampled from the same multivari-
ate normal distribution parametrized by a mean vector, Xt,
that represents the favorite solution, and a covariance ma-
trix. This covariance matrix determines the overall shape
of the distribution and is usually decomposed into a scale
parameter called step-size σt and a symmetric positive defi-
nite matrix Ct. The covariance matrix of the overall sample
distribution equals σ2

tCt then.
Adaptation of σt, referred to as step-size adaptation, is

crucial. Broadly speaking, σt determines the speed of con-
vergence and its proper adaptation leads to linear conver-
gence on a relatively large class of functions [5]. A number
of methods for the adaptation of the step-size in evolution
strategies exist, namely the 1/5-th success rule [12], self-
adaptation [13], and cumulative step-size adaptation (CSA)
[10]. These rules work comparatively well with a small popu-
lation size and in particular with a small number of parents,
however they often perform suboptimally with large or huge
population sizes. While CSA is the standard method in com-
bination with covariance matrix adaptation (CMA) [7], the
method heavily relies on properties of the sample distribu-
tion and, in combination with a variable metric approach
like CMA, on a proper coordinate system transformation
into isotropic coordinates. The objective of this paper is
to explore a less demanding control mechanism that can
achieve close to optimal step-size and fast convergence rates
independently of the population size.

The method explored in this paper is inspired from the
one-fifth success rule where the probability of success is
tracked to determine if the step-size should increase or de-
crease. This step-size rule was elaborated for a (1 + 1)-ES
and 1/5 is a compromise for an optimal asymptotic proba-
bility of success on the sphere function and on the corridor
model [12]. As we will explain in Section 3, the rule is how-
ever not directly applicable to the (µ/µw, λ)-ES, where we
have non-elitist selection and possibly µ≫ 1.

The median success rule, introduced in Section 3, com-
pares the median fitness of the current population, roughly
speaking, to the median fitness of the better half of the previ-
ous population. Specifically, the fitness comparison quantile
in the previous population is chosen such that the success



probability with maximal progress is 1/2. Then, larger suc-
cess probabilities indicate smaller step-sizes and vice versa.

2. CONVERGENCE RATE ON THE SPHERE
The investigations of the new success based rule are car-

ried out on three models, the linear function, the sphere
function and a ridge function. In this section we recall use-
ful theoretical results on the sphere. First, we introduce
some notations. Given, at iteration t, the mean vector and
step-size (Xt, σt), λ new solutions are created as

Xi
t = Xt + σtN

i i = 1, . . . , λ , (1)

where the Ni are i.i.d. following a standard multivariate
normal distribution and consequently Xi

t follows the multi-
variate normal distribution N (Xt, σ

2
t In) where In denotes

the identity matrix. These λ solutions are evaluated on the
objective function and ranked, i.e.

f(X1:λ
t ) ≤ f(X2:λ

t ) ≤ . . . ≤ f(Xλ:λ
t ) ,

where i:λ denotes the index of the ith best individual. The
new mean vector results from weighted recombination of µ
vectors and reads

Xt+1 = Xt + σt

µ
∑

i=1

wiN
i:λ , (2)

where wi ∈ R are weights satisfying w1 ≥ . . . ≥ wµ > 0 and
summing to one, i.e.

∑µ
i=1 |wi| = 1. The step-size is then

adapted only using ranking information (and not the exact
function value).

We denote an algorithm following (1) and (2) a (µ/µw, λ)-
ES. If a proper step-size adaptation mechanism is used, lin-
ear convergence will be observed on a wide class of func-
tions, which has been proven on spherical and some convex
quadratic functions for µ = 1 [5, 8]. This linear convergence
is characterized by

lim
t→∞

1

λ

1

t
ln
‖Xt‖
‖X0‖

= −CR ,

where CR is the convergence rate of the algorithm. With a
step-size adaptive rule, σt is a sequence of random variables.
On spherical functions where w.l.o.g. the optimum is in zero
(but more generally on so-called scaling-invariant functions)
the sequence Xt/σt is a homogeneous Markov chain whose
study can lead to proofs of linear convergence [5].

An important theoretical algorithm is built by assuming
that ‖Xt‖/σt is constant, or in other words that the step-
size σt is proportional to the distance to the optimum, σt =
c ‖Xt‖. For a (1 + 1)-ES or (1, λ)-ES for a certain choice of
constant c (see below), this artificial algorithm achieves on
the sphere function, the optimal convergence rate that the
respective algorithm can achieve on all possible functions [5].
For the (µ/µw, λ)-ES, there is no such general proof while
we conjecture the result to be true.

Let us now remind some theoretical results for the (µ/
µw, λ)-ES with distance proportional step-size.

proposition 1. Consider the (µ/µw, λ)-ES with a step-

size proportional to the distance to the optimum, σt =
σ⋆

n
‖Xt‖

and
∑ |wi| = 1 minimizing the spherical functions f(x) =

g(‖x‖) with g a strictly increasing function. Then the algo-

rithm converges linearly and satisfies more precisely

lim
t→∞

1

λ

1

t
ln
‖Xt‖
‖X0‖

=
1

λ
E ln ‖e1 +

σ⋆

n

µ
∑

i=1

wiN
i:λ‖ =: −CR

(3)
where e1 = (1, 0, . . . , 0) and Ni:λ are obtained after ranking
standard i.i.d. multivariate normal vectors according to

‖e1 +
σ⋆

n
N1:λ‖ ≤ ‖e1 +

σ⋆

n
N2:λ‖ ≤ . . . ≤ ‖e1 +

σ⋆

n
Nλ:λ‖ .

In addition, for all t

1

λ
E

[

ln
‖Xt+1‖
‖Xt‖

]

= −CR . (4)

The proof can be found for instance in [4].
The limit of the convergence rate in (3) can be derived to

give an asymptotic formula for the convergence rate. This
limit is well known and was computed in [2].

proposition 2 (Asymptotic convergence rate). When
the dimension n goes to infinity, the convergence rate of the
(µ/µw, λ)-ES on unimodal spherical functions satisfies

lim
n→∞

n× CR = −σ⋆

λ

(

µ
∑

i=1

wiE[N i:λ] +
1

2
σ⋆

µ
∑

i=1

w2
i

)

(5)

where N i:λ are order statistics of standard one-dimensional
normal distributions.

A formal proof can be found in [4]. The coefficient
∑µ

i=1 w
2
i

is sometimes denoted as 1/µeff , where for
∑

i |wi| = 1 the
µeff ≥ 1 is the variance effective selection mass and equals
to the number of selected point, µ, when all recombination
weights are equal. The coefficient −∑µ

i=1 wiE[N i:λ] =: cw
is the progress coefficient and (5) is also called progress rate
[6]. The asymptotic convergence rate reads

lim
n→∞

n× CR =
σ⋆

λ

(

cw − σ⋆

2µeff

)

.

Convergence takes place for CR > 0 which is the case iff 0 <
σ⋆ < 2cwµeff . The step-size that maximizes the asymptotic
convergence rate or progress rate satisfies

σ∗
opt =

−∑µ
i=1 wiE[N i:λ]
∑µ

i=1 w
2
i

= −µeff

µ
∑

i=1

wiE[N i:λ] (6)

and we refer to this step-size as optimal step-size. Accord-
ingly, for finite dimension, optimal step-size refers to the
step-size with the largest convergence rate (see for instance
Figure 2). The expression for the optimal step-size depends
on the normalization of the weights and we find the relation
CR(σ⋆,w) = CR(ασ⋆,w/α), hence a normalization of the
weights by α implies an α times larger optimal step-size.1

Also, from this asymptotic expression of the convergence
or progress rate, optimal weights can be derived and are pro-
portional to the expected order statistics [2]. More precisely
optimal normalized weights equal

wopt
i =

−E[N i:λ]
∑µ

k=1 |E[N k:λ]| i = 1, . . . , µ . (7)

Hence if i < λ/2 + 1/2, the weight wopt
i is positive and

negative if i is larger than λ/2 + 1/2.
1This holds because for dimension to infinity, the selection
does not depend on the step-size. In finite dimension the
step-size matters for selection, because ‖Ni‖ varies.



3. DESIGN OF A SUCCESS RULE FOR THE

(µ/µw, λ)-ES
To design a success-based adaptation rule for the step-

size, we need to define success. For the (1+1)-ES there is
not much of a choice: success means that the newly sam-
pled point is better than the current mean vector (the par-
ent). However, in the (µ/µw, λ)-ES, the definition becomes
ambiguous and various choices are available. For instance,
we can define success as the i-th best individual being bet-
ter than the current mean vector, f(Xi:λ

t+1) ≤ f(Xt). With
i = 1, this is in accordance with the one-fifth success rule
and works reasonably well if µ is small. Alternatively, we
can generalize the one-fifth success rule by defining success
as the new mean vector being better than the current mean,
f(Xt+1) ≤ f(Xt), or as improvement of the i-th best indi-
vidual, i.e., f(Xi:λ

t+1) ≤ f(Xi:λ
t ).

However in the (µ/µw, λ)-ES, the target success rate (for
optimal step-size) in all these definitions tends with increas-
ing µ either to zero or to one, because (i) the optimal step-
size increases with increasing µeff , see (6), and (ii) the order
statistics of the fitness values become more and more con-
centrated around their respective expectation.

To adapt the step-size in practice, a success rate is mea-
sured (serving as estimate of the true probability of success).
For the most reliable estimate of the deviation of the success
rate from its target value in the least number of iterations,
the target success probability must be close to 1/2. As single
measurements are Bernoulli distributed, the number of iter-
ations needed to get a somewhat reliable estimate is larger
than p−1∨ (1−p)−1 and target values of 0.1 ≤ p ≤ 0.9 seem
admissible. None of the above success definitions meets this
requirement for large values of µ.

We solve this dilemma by comparing the median fitness of
the population to a previous different fitness percentile. The
question of what is the optimal success rate then becomes
the question of what is the optimal comparison percentile in
the following. Therefore we investigate the previous popu-
lation index j(λ, n) for which the probability of success of
the current median, the median success probability, becomes
1/2 with optimal step-size,

Pr
[

f
(

X
m(λ)
t+1

)

≤ f
(

X
j(λ,n):λ
t

)]

≈ 1/2 , (8)

where m(λ) is the index of the offspring with the median
fitness in iteration t + 1. In general, the index j(λ, n) also
depends on µ, on the recombination weights and on the ob-
jective function, that is j(λ, n) = j(λ, n,w, f). Note that
when λ is even, the definition of the median index is am-

biguous. Then, we implement f(X
m(λ)
t+1 ) as being f(X

λ/2:λ
t+1 )

or f(X
λ/2+1:λ
t+1 ), each with probability 1/2. We take the

expected value of the outcome if invariance to monotonic
f -transformations is preserved.

Algorithm implementation.
In order to measure the success of the median individual,

compared to the j(λ, n)-th individual from the previous iter-
ation in practice, we may first count the number of successful
individuals in the population,

Ksucc =

λ
∑

i=1

✶{
f(Xi

t+1)≤f(X
j(λ,n):λ
t )

} . (9)

From the definitions follows that Ksucc ≥ (λ + 1)/2 ⇐⇒
f(X

m(λ)
t+1 ) ≤ f(X

j(λ,n):λ
t ) and we define a normalized mea-

surement

z =
2

λ

(

Ksucc − λ+ 1

2

)

(10)

such that z ≥ 0 iff the median individual was successful.
The target z-value is zero and the range between minimum
and maximum z-values is two. We formulate the adaptation
in a standardized way including smoothing as

s← (1− cσ)s+ cσz (11)

σ ← σ exp

(

s

dσ

)

(12)

In order to implement the algorithm, we must set j(λ, n)
in (9). To identify appropriate values we conduct some the-
oretical and empirical investigations on linear, sphere and
ridge functions in the following. Generally, the result for
j(λ, n) ∈ R will not be an integer value, that is, j 6∈ Z.
Then we implement (9) as a weighted average of the two
closest integer values, j− = ⌊j⌋ and j+ = ⌈j⌉, in the form
Ksucc(j) = p−Ksucc(j

−)+p+Ksucc(j
+) with Ksucc(j

±) as in
(9) and p± = 1− |j± − j|.2

4. THEORETICAL DERIVATIONS
We derive in this section the probability of success defined

in the LHS of (8), as a function of j, on linear functions, on
the sphere function and on a ridge function. For the linear
and sphere functions, we assume that during two consecutive
iterations t and t+ 1 the step-size σt is fixed and equals σ,
while it is assumed constant for all t for the ridge function.
To avoid ambiguity, we use a time subscript for the standard
multivariate normal vectors, i.e. for instance the recombined
vector at iteration t+1 equals Xt+1 = Xt +σ

∑µ
i=1 wiN

i:λ
t .

4.1 Probability of success on linear functions
We now derive the success probability, as defined in the

LHS of (8), on linear functions. Without loss of generality
we assume that f(x) = [x]1 where [x]1 denotes the first co-
ordinate of a vector x. Hence, the selection that affects the
distribution of the selected stepsNi:λ

t boils down to selecting
only along the first coordinate of the standard multivariate
normal distribution and ([Ni:λ

t ]1)i are hence following or-
der statistics of standard normal distributions while all the
other components remain distributed as standard normal
distributions.

The relation f(X
m(λ)
t+1 ) ≤ f(Xj:λ

t ) becomes on the linear
function

[Xt+1]1 + σ[N
m(λ)
t+1 ]1 ≤ [Xt]1 + σ[Nj:λ

t ]1 (13)

and replacing Xt+1 by Xt+σ
∑µ

i=1 wiN
i:λ
t , the relation sim-

plifies into

µ
∑

i=1

wi[N
i:λ
t ]1 + [N

m(λ)
t+1 ]1 ≤ [Nj:λ

t ]1 , (14)

where [N
m(λ)
t+1 ]1 is the median of the order statistics of λ i.i.d.

standard normal distributions and ([Ni:λ
t ]1)1≤i≤λ are inde-

pendent order statistics of λ standard normal distributions.

2Each time a non integer index is encountered, this method
is used to simulate its attributes.



Overall we have sketched the expression of the probability
of success on linear functions:

proposition 3 (Success probability on linear fcts.).
On linear functions, for a (µ/µw, λ)-ES with constant step-
size σ > 0 between iterations t and t + 1, the probability of
success defined in the LHS of (8) equals for all j = 1, . . . , λ

Pr

(

Ñm(λ) ≤ N j:λ −
µ
∑

i=1

wiN i:λ

)

(15)

where Ñm(λ) is the median of λ order statistics of standard
normal distributions Ñ i and N i:λ are λ order statistics of
standard normal distribution independent of Ñ i.

The probability in (15) is independent of the dimension
and the step-size. For the hypothetical setting wj = 1 and
wi = 0 for i 6= j the probability is 1/2. We aim for j(λ,w)
with clearly a larger median success probability on linear
functions (which is the case if

∑µ
i=j+1 wi is small).

4.2 Probability of success on the sphere
We compute the median success probability on unimodal

spherical functions assuming a constant step-size σ. This
probability of success between iterations t and t + 1, i.e.

Pr(‖Xm(λ)
t+1 ‖ ≤ ‖Xj:λ

t ‖), equals

Pr(‖Xt+1 + σN
m(λ)
t+1 ‖ ≤ ‖Xt + σNj:λ

t ‖) ,

where Xt+1 = Xt + σ
∑µ

i=1 wiN
i:λ
t . This probability of

success depends, a priori, on Xt and σ.
To compute this probability, we first condition with re-

spect to Xt and use the tower property, E[X] = E[E[X|Y ]].
The conditional probability of success is a function of Xt

and σ,

Pr
(

‖Xt+1 + σN
m(λ)
t+1 ‖ ≤ ‖Xt + σNj:λ

t ‖ | Xt

)

=: G(Xt, σ) .

Let us now consider the function G(x, σ) for any (determin-
istic) vector x of Rn and σ

G(x, σ) = Pr

(

‖x+ σNj:λ
t ‖ ≥ ‖x+ σ

µ
∑

i=1

wiN
i:λ
t + σN

m(λ)
t+1 ‖

)

We define σ⋆ = σn/‖x‖ and dividing by ‖x‖ on both sides
inside the probabiliy, we find that G(x, σ) equals

Pr

(

‖ x

‖x‖ +
σ⋆

n
Nj:λ

t ‖ ≥ ‖
x

‖x‖ +
σ⋆

n

µ
∑

i=1

wiN
i:λ
t +

σ⋆

n
N

m(λ)
t+1 ‖

)

.

Isotropy of the multivariate normal distribution and of the
sphere function implies that this probability is invariant if
x/‖x‖ is replaced by any vector of unit length, w.l.o.g. we
will use the vector e1 and thus G(x, σ) = G(e1, σ

⋆/n). Over-
all we have proven the following proposition.

proposition 4 (Success probability on the sphere).
Let us consider a (µ/µw, λ)-ES optimizing the sphere func-
tion. Let us assume Xt = x and a constant step-size be-
tween iterations t and t+ 1, i.e. σt = σt+1 = σ. We define
σ⋆ = σn/‖x‖. Then the success probability defined in the
LHS of (8) equals for all j = 1, . . . , λ

Pr

[

‖e1 +
σ⋆

n
Nj:λ‖ ≥ ‖e1 +

σ⋆

n

µ
∑

i=1

wiN
i:λ +

σ⋆

n
Ñm(λ)‖

]

,

(16)

where Nj:λ are determined from ranking Ni i.i.d. standard
multivariate normal variables according to the values ‖e1 +
σ⋆

n
Ni‖ and Ñm(λ) is the median of the ranking of

‖y +
σ⋆

n
Ñ1:λ‖ ≤ . . . ≤ ‖y +

σ⋆

n
Ñλ:λ‖ (17)

where y = e1 + σ⋆

n

∑µ
i=1 wiN

i:λ and Ñi are i.i.d. stan-

dard multivariate normal variables independent of Ni and
the ranking in (17) is conditionally to (Ni), i.e. y can be
thought as deterministic.

We now compute the asymptotic limit of the probability
of success when the dimension n goes to infinity.

proposition 5 (Asymptotic success probability).

Assume that 2[
∑µ

i=1 wiN
i:λ+Ñm(λ)]1+

σ⋆

n
‖∑µ

i=1 wiN
i:λ+

Ñm(λ)‖2 converges to 2[
∑

wiN i:λ + Ñm(λ)] + σ⋆[
∑

w2
i + 1]

almost surely when n goes to infinity. Then the probability
of success in (16) for each j = 1, . . . , λ converges when n
goes to infinity to

Pr

(

Ñm(λ) ≤ N j:λ −
µ
∑

i=1

wiN i:λ − 1

2
σ⋆

µ
∑

i=1

w2
i

)

(18)

where (N j:λ)1≤j≤λ are order statistics of λ standard normal

variables and Ñm(λ) is the median of λ independent order
statistics (Ñ j:λ)1≤j≤λ of λ standard normal variables.

For the proof, see appendix. For step-size σ⋆ going to zero
in (18), we recover the expression for the success probability
on the linear function (15), as to be expected.

Interestingly enough, assuming distance-proportional, in-
stead of constant, step-size leads to the same asymptotic
probability of success (18). We omit the proof due to space
reasons.

We will need later an expression for the median success
probability with optimal step-size given in (6) which reads

Pr

(

Ñm(λ) ≤ N j:λ −
µ
∑

i=1

wi(N i:λ − 1

2
E[N i:λ])

)

. (19)

4.3 Ridge function
The previous theoretical derivations are helpful to later

identify j(λ, n) with simulations on the sphere function. Sim-
ilar to the derivations for the 1/5th success rule for the
(1 + 1)-ES carried out on the sphere function and the corri-
dor function [12], we consider an other model where we can
estimate the function j(λ, n) such that (8) is satisfied ap-
proximately. We consider thus the following ridge function

f(x) = x1 + β

(

n
∑

i=2

x2
i

)α/2

(20)

with α = 4, and β = 1. We introduce the notation [x]2...n
to denote the vector (x2, . . . , xn) and remind that [x]1 is
the first coordinate of x. Hence the ridge function writes
f(x) = [x]1 + β‖[x]2...n‖α where ‖.‖ denotes the euclidian
norm.

The choice of the parameter α is motivated by the fact
that for α > 2 the optimal step-size is finite [3]. To re-
duce the f -value on the ridge function, either the distance
to the ridge can be reduced or progress along the ridge can
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Figure 1: Median success probabilities and optimal comparison quantiles on the ∞-dimensional sphere
function. Left: Success probability, p, of the median offspring, given optimal step-size, versus the rank of the
previous iteration offspring to which the median is compared to, normalized as (rank− 1)/(λ− 1), for different
population sizes. Center: comparison index j(λ,∞) versus population size λ. Blue (resp. red) points are j−

(resp. j+) and represent the indices that give, compared to 1/2, a smaller (resp. larger) but closest success
probability; green points are the estimated j, avg(j, λ) (see Eq. (23)). Right: optimal comparison quantiles for
different values of µ/λ and two weighting schemes: ”◦” weighted recombination, Eq. (7), and ”⋄” intermediate
recombination.

be achieved. While the first objective requires diminution of
the step-size, the second one requires that the step-size does
not converge to zero. Investigations on ridges were carried
out in [3] where the authors arrive to asymptotic progress
estimates. However they rely on several assumptions (see
[3, Eq. 6] in particular) that remain to be proven rigor-
ously. We focus instead on finite dimensional results and
assume a constant step-size σ. Mathematically speaking,
Φt = ([Xt]1 − [Xt−1]1, [Xt]2...n) is a homogeneous Markov
chain as formalized below.

lemma 1. Let a (µ/µw, λ)-ES with constant step-size σ
minimize the ridge function (20). Then

Φt = ([Xt]1 − [Xt−1]1, [Xt]2...n) (21)

is an homogeneous Markov chain.

The proof of this Lemma is in the appendix. Simulations
of the Markov Chain Φt suggest a stable behavior, i.e. con-
vergence towards a stationary distribution. We believe it is
possible to prove the stability using standard tools like drift
conditions ([9]) but leave the proof for future work and as-
sume it. More precisely, we assume that Φt is ϕ-irreducible
and aperiodic and admits a stationary distribution π which
is a probability measure and is Harris-recurrent [9] so that
a Law of Large Numbers can be applied. Under those as-
sumptions we can prove that 1

t−t0
([Xt]1 − [Xt0 ]1) converges

to a constant that coincides with Eπ [[Xt+1]1 − [Xt]1]. This
later quantity coincides with the so-called progress rate [3,
Eq. (4)] [11].

proposition 6. Consider the (µ/µw, λ)-ES with constant
step-size σ minimizing the ridge function (20). Assume that
the homogeneous Markov Chain Φt is ϕ-irreducible, aperi-
odic, admits a probability stationary measure π and is Harris
recurrent. Then

lim
t→∞

1

t− t0
([Xt]1 − [Xt0 ]1) = σEπ

[

µ
∑

i=1

wi[N
i:λ]1

]

=: ϕ(σ)

(22)
where Ni:λ are the selected steps on the ridge starting from
Φt ∼ π.

The proof of this Proposition is in the appendix.

5. SIMULATION RESULTS
In this section we perform different numerical experiments

to investigate the feasibility of the median success rule. All
the results are obtained via Monte-Carlo simulations, except
for the asymptotic progress rate on the sphere. Unless oth-
erwise mentioned, we use µ = ⌊λ/2⌋ and positive optimal
weights from (7).

5.1 Comparison index approximation
In this section we investigate the comparison index j(λ, n)

using experiments on the sphere function.

Asymptotic results on the sphere.
We start by investigating the index j(λ, n) for n = ∞,

i.e. the asymptotic case of infinite dimension. Figure 1 (left)
shows the average success probability of the median offspring
for optimal step-size (see (6)), over a set of 106 data points,
as expressed in (19), versus all possibles comparison indices
j, 1 ≤ j ≤ λ, with λ ∈ [2, 100]. The probability is necessarily
monotonous in j. For larger values of λ, the probability
reaches values close to zero and one for j = 1 and j = λ
respectively. The j/λ-quantile yielding a success probability
of 1/2 is decreasing with increasing λ and approaches a value
close to 0.27 for large λ.
Figure 1 (center) shows the comparison indices j+ and

j− (red and blue points respectively) that yield the median
success probability closest to 1/2 (compare (8) and end of
Section 3). The green points represent the estimated, real-
valued, j(λ,∞):

avg(j, λ) = j− +
p+s − 0.5

p+s − p−s
(23)

where p+s (resp. p−s ) is the success probability on the LHS
of (8) considering λ with j = j+ (resp. j = j−). The index
j(λ,∞) appears to depend almost perfectly linearly on λ,
the linear regression for j yields

j(λ,∞) ≃ 0.27λ+ 0.83 . (24)

The two plots on the left of Figure 2, show the asymptotic
median success probability expressed in (18) versus the step-
size for all indices j and for j(λ,∞) taken from (24). For
optimal step-size, the comparison index just above j = λ/4
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Figure 2: Median success probability, p, for all comparison indices j = 1, . . . , λ, increasing from left to right and
blue to red, and normalized convergence rate or progress rate respectively on the sphere or ridge function (+)
plotted versus σ⋆/µeff for the sphere and σn/µeff for the ridge. The dashed lines indicate the 25 and 50%-tile
j-value using the weighted average measure of success probability for j 6∈ N.

closely assumes p ≈ 1/2. The limits to the left for step-size
to zero correspond to the success probabilities on the linear
function whose theoretical expression is given in (15). They
show a remarkable dependency on the population size λ.

Variables µ/λ and weights.
We now investigate the effect of changing the number of

parents, µ, and the recombination weights. We use selection
ratios r ∈ {0.1, 0.3, 0.5, 0.7, 0.9} setting µ = 1 ∨ ⌊r × λ⌋ and
consider, in addition to weighted recombination, intermedi-
ate recombination with wi = 1/µ. For weighted recombina-
tion we use wopt

i from (7) taking λ = 2× µ to compute the
weights. Each point is estimated by 105 samples.

Figure 1 (right) suggests that the comparison quantile,
(j(λ,∞, µ, w) − 1/2))/λ, which assumes a median success
probability of 1/2 on the ∞-dimensional sphere function
with optimal step-size, can be approximated by β×µeff/λ+α
with α = 0.15 + 1/(4λ) and β = 0.35− 1/(4λ). The depen-
dency on the different weighting schemes is comparatively
small.

5.2 Sphere Function
Figure 2 shows convergence rate and success probabilities

on the sphere function versus σ⋆/µeff for different λ and
n as well as for n = ∞. The convergence rate CR for fi-
nite dimension is computed by using the expression given
in the RHS of (3) averaging over 105 realizations3. For the
asymptotic convergence rate we use the expression given in
the RHS of (5) where the coefficients E[N i:λ] are computed
by numerical integration. Finite dimensional success prob-
ability is computed using (16) (where the previous footnote
applies) averaging over 105 realizations. The optimal step-
size, emphasized on the plots of Figure 2 by a vertical solid
line, is obtained (except for n → ∞ for which (5) provides
an exact formula) from the empiric data by taking all values
that give a progress no less than 90% of the best empirically

3Instead of starting from e1 we start–due to historical
reasons–from the vector (1/

√
n, . . . , 1/

√
n).

observed progress and fitting a second degree polynomial to
these selected data.

Figure 2 shows some of the results obtained for specific
values of λ and n. The behavior of the success probability
in finite dimension for an index k resembles that of the same
index on the asymptotic case (leftmost plots) when k is close
to j(λ,∞). However, it differs significantly when k strays
from j(λ,∞).
The limit of the probability of success for step-size to zero

(linear case) does not depend on the dimension, compare
(15).

5.3 Ridge function
For the ridge function, we consider the case of constant

step size and measure the progress made in the direction of
the ridge, as we assume a steady state distribution for the
distance to the ridge. The ridge function is defined in (20)
and its parameters are indicated in Section 4.3. The progress
is computed as 1

t−t0
([Xt]1− [Xt0 ]1), see Proposition 6, with

t0 = t− t0 = 2 × 104. Here, t0 is the burn-in time to reach
the stationary distribution. Furthermore, the starting point
of the simulation, X0 = x0, is chosen close to the stationary
state, setting [x0]1 to zero and ‖x0‖ to R of Eq. (12) of [3].

The graphs for success probability and progress on the
ridge function in Figure 2, right, look qualitatively similar
to those for the sphere function (middle and left). For large
step-size however the progress flattens out without becom-
ing negative. Consequently, the progress window appears to
be wider. On the downside seems the dependency of the op-
timal j-index on the population size more pronounced than
on the sphere function.

5.4 Comparison quantile for optimal step-size
We consider the behavior of j(λ, n) in finite dimension n

on both, sphere and ridge functions, the same way we did
for infinite dimension, when investigating the impact of w
and µ/λ. The data are obtained as for the experiments in
Sections 5.2 and 5.3.
Figure 3 depicts the optimal fitness comparison quantile
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Figure 3: Fitness comparison quantile (j(λ, n) −
1/2)/λ to achieve optimal progress versus dimension
on the sphere function (above) and the ridge (below)
for µ = ⌊λ/2⌋, optimal weights and different λ-values.
The dashed line represents the result for infinite di-
mension on the sphere function.

(j(λ, n) − 1/2)/λ versus dimension for different λ. The
optimal comparison percentile decreases with increasing n
and approaches the asymptotic value found previously for
n → ∞ (dashed lines). The behavior is similar for both
functions, while the influence of the dimension on the com-
parison percentile is slightly more pronounced on the ridge
function.

5.5 Single runs
Based on the results from the previous sections and on ad-

ditional experiments with the median success rule (MSR),
(10)–(12), applied to the (µ/µw, λ)-ES and the (µ/µw, λ)-
CMA-ES, we identify a feasible preliminary parameter set-
ting: j(λ, n) = 0.3λ, cσ = 0.3, and dσ = 2(n − 1)/n. Fig-
ure 4 shows single runs on the sphere function with initial
x0 = (1, . . . , 1) and σ0 = 10−4. The initial setting demands
to increase the step-size by about three orders of magnitudes
and tests the behavior in a virtually linear environment. Af-
terwards, convergence on the simplest quadratic function is
required. The MSR is compared to CSA-ES (respectively
upper left) and CMA-ES with its default step-size adapta-
tion CSA (respectively upper right).

For n = 20 and λ = 10 we observe the typical behavior
on the sphere function, with and without CMA. All four
strategies perform comparable. The median success rule,
MSR, increases the step-size, from 10−4 to 10−1, about two
time faster than CSA. The convergence speeds afterwards
are almost identical.

Rugged lines show the input signals used in CSA and MSR
taken to the power of ten. The value 100 marks the dis-
tinction between step-size decrease and increase (compare

n = 20, λ = 10
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Figure 4: Single runs of the (µ/µw, λ)-ES on
the sphere function, comparing the median success
rule, (10)–(12), with cumulative step-size adaptation
(CSA), where the x-axis shows iterations. Line with
dots: best f-value of the iteration, median and worst
displayed as thinner lines; lines starting from 10−4:
σ (green) and largest and smallest coordinate-wise
standard deviation of the sample distribution (with-
out CMA they all coincide); rugged line: 10z with

z from (10) and 10‖pσ‖2/n−1 from CSA respectively;
line with values ≥ 1 starting from one (red, only
CMA): square root of the condition number of the
covariance matrix.

(12)). The norm of the evolution path in CSA clearly distin-
guishes between both scenarios and consequently step-size
increment and decrement are smooth. For MSR, the dis-
played z-value from (10) appears to be comparatively noisy,
in particular during convergence. The smoothing in (11)
leads, however, to an acceptably smooth course of σ and an
almost indistinguishable course of f compared to CSA.

For λ = 1000 ≫ n = 5 (lower four subfigures) the MSR
is overall about 2.5 times faster than CSA (left subfigures),
because the latter does not allow for a fast step-size decre-
ment. In both cases, CMA improves the performance re-
markably, for CSA even by a factor of ten. Mainly because



CSA increases the step-size 50% faster than MSR, the lat-
ter is slower in combination with CMA: the covariance ma-
trix becomes ill-conditioned in the beginning and needs to
be readjusted afterwards (however it should be easily pos-
sible to correct this behavior). In combination with CMA,
both algorithms reveal comparable convergence speed. The
course of σ during the convergence phase is remarkable in ei-
ther case. For CSA, σ remains virtually constant; for MSR,
σ even continuously increases. In both cases, convergence
takes place only because the covariance matrix in CMA be-
comes small. It remains to be seen whether this behavior
shall be interpreted as a bug or as a feature.

In further experiments on a number of uni- and multi-
modal functions no malfunctioning of the median success
adaptation were found (see appendix).

6. DISCUSSION
We have introduced a success based step-size adaptation

rule, the median success rule (MSR). The median success
rule compares the offspring with median fitness to an in-
dividual from the previous iteration. A small success rate
indicates a too large step-size and vice versa. Instead of
comparing to the previous median and identifying the step-
size-optimal target success rate, we assume a target success
rate of 1/2 and identify the step-size-optimal comparison
percentile. We find two advantages in this approach: (i) a
success rate of 1/2 is optimal to generate a reliable mea-
surement in the least number of iterations, as for (much)
larger or smaller success rates the change of success neces-
sarily flattens out under changes of the step-size (compare
Figure 2). (ii) in contrast to the target success probability,
the target comparison quantile is not strongly affected by
the number of parents µ.

Given optimal step-size, the current median is typically
better than the previous median. Compared to the median
of the previously selected population, the current median is
typically worse, because additional variance is introduced,
unless on the linear function, where additional variance does
not affect the median and this success probability is close to
1/2. Consequently, the comparison quantile to achieve me-
dian success probability of 1/2 must lie between the median
of the selected and the median of the entire previous popula-
tion, that is, roughly between the (µeff/λ)× 50%- and 50%-
tiles. For typical values of µeff/λ ≈ 0.3, comparing to the
30%-tile best individual of the previous iteration therefore
turns out to be a reasonable choice. As the optimal quantile
depends on the selection ratio µeff/λ and the dimension n, a
more accurate choice might be the (1+µeff/λ+1/n)×20%-
tile.

Unlike cumulative step-size adaptation, as used by default
in the (µ/µw, λ)-CMA-ES, the median success rule does not
explicitly exploit specific properties of the sample distribu-
tion. Therefore it is more likely to be broader applicable and,
e.g., to be compatible with constraint handling. While the
rule does not reveal apparent weaknesses in simulations, it
yet relies, like any success-based rule, on an“internal model”:
the success rate of the median offspring, compared to the
30% best previous offspring, must decrease monotonically
with increasing step-size σ and assume p < 1/2 for σ → ∞
and p > 1/2 for σ → 0 on any function.

Our implementation counts the number of successful off-
spring, whereby quantifying the step-size misalignment. This
trick is conveniently available for the median while it re-

mains ineffective if, e.g., the best offspring is compared. The
method retains all invariance properties, namely to order-
preserving f -transformations and scale-invariance. The me-
dian success rule is, to the best of our knowledge, the first
success-based adaptation rule that can be reasonably applied
to the (µ/µw, λ)-ES even for large µ-values.
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APPENDIX

A. PROOFS

A.1 Proof of Proposition 5

Proof. We start from the expression of the probability of success given in (16):

Pr

(

‖e1 +
σ⋆

n
Nj:λ‖ ≥ ‖e1 +

σ⋆

n

µ
∑

i=1

wiN
i:λ +

σ⋆

n
Ñm(λ)‖

)

take the square of each term inside Pr() and develop

= Pr

(

1 + 2
σ⋆

n
[Nj:λ]1 +

(

σ⋆

n

)2

‖Nj:λ‖2 ≥ 1+ 2
σ⋆

n
[

µ
∑

i=1

wiN
i:λ + Ñm(λ)]1 +

(

σ⋆

n

)2

‖
µ
∑

i=1

wiN
i:λ + Ñm(λ)‖2

)

(25)

The latter equation simplifies into

= Pr

(

2[Nj:λ]1 +
σ⋆

n
‖Nj:λ‖2 ≥ 2[

µ
∑

i=1

wiN
i:λ + Ñm(λ)]1 +

σ⋆

n
‖

µ
∑

i=1

wiN
i:λ + Ñm(λ)‖2

)

(26)

The distribution of Nj:λ is determined by the ranking of ‖e1 +
σ⋆

n
Nj‖2 or equivalently by the ranking of 2[Nj ]1 +

σ⋆

n
‖Nj‖2.

When n goes to infinity, 2[Nj ]1 +
σ⋆

n
‖Nj‖2 goes to 2[Nj ]1 + σ⋆ almost surely where [Nj ]1 is a standard normal distribution.

Hence 2[Nj:λ]1 +
σ⋆

n
‖Nj:λ‖2 converges to 2N j:λ + σ⋆ almost surely where N j:λ is the jth order statistics of standard normal

distributions. By assumption we have in addition that 2[
∑µ

i=1 wiN
i:λ + Ñm(λ)]1 + σ⋆

n
‖∑µ

i=1 wiN
i:λ + Ñm(λ)‖2 converges

when n goes to infinity to 2[
∑

wiN i:λ + Ñm(λ)] + σ⋆[
∑

w2
i + 1] almost surely.

In addition, the family of random variables
(

1{2[Nj:λ]1+
σ⋆

n
‖Nj:λ‖2≥2[

∑µ
i=1 wiN

i:λ+Ñm(λ)]1+
σ⋆

n
‖
∑µ

i=1 wiN
i:λ+Ñm(λ)‖2}

)

n

is bounded in L2 such that the family is uniformly integrable. Hence

E
[

1{2[Nj:λ]1+
σ⋆

n
‖Nj:λ‖2≥2[

∑µ
i=1 wiN

i:λ+Ñm(λ)]1+
σ⋆

n
‖
∑µ

i=1 wiN
i:λ+Ñm(λ)‖2}

]

converges to

E
[

1{2N j:λ+σ⋆≥2[
∑

wiN i:λ+Ñm(λ)]+σ⋆[
∑

w2
i
+1]}

]

= Pr
(

2N j:λ ≥ 2[
∑

wiN i:λ + Ñm(λ)] + σ⋆
∑

w2
i

)

.

Rearraging the terms of the RHS of the previous equation, we find (18).

A.2 Proof of Lemma 1

Proof. To prove that Φt is a homogenous Markov chain, we show that Φt+1 is a function of Φt and some independent
sequence, i.e. Φt+1 = F(Φt,Wt) where Wt is an i.i.d. sequence. First, we note that the selection at iteration t + 1 via f is
a function of [Xt]2...n and the vector Wt = (Ni)1≤i≤λ only. Indeed, the offspring Xi

t = Xt + σNi
t are ranked according to

the fitness [Xt]1 + σ[Ni
t]1 + β‖[Xt + σNi

t]2...n‖α. However the term [Xt]1 that appears as offset in the fitness of all offspring
can be omitted and hence selection is determined based on ranking according to σ[Ni

t]1 + β‖[Xt]2...n + σ[Ni
t]2...n‖α. Since

[Xt+1]1 − [Xt]1 = σ
∑µ

i=1 wi[N
i:λ
t ]1, it is a function of the selected step, hence by the property previously shown of [Xt]2...n

and the vector Wt = ([Ni
t])1≤i≤λ. For i = 2, . . . , n, [Xt+1]i = [Xt]i + σ

∑µ
j=1 wj [N

j:λ
t ]i is expressed as a function of [Xt]i

and the selected steps that are functions of [Xt]2...n and the vector Wt = ([Ni
t])1≤i≤λ. Overall, Φt+1 is a function of Φt and

Wt.

A.3 Proof of Proposition 6

Proof. We write 1
t−t0

([Xt]1 − [Xt0 ]1) as 1
t−t0

∑t−1
k=t0

[Xk+1]1 − [Xk]1 = σ 1
t−t0

∑t−1
k=t0

[
∑µ

i=1 wi[N
i:λ
k ]1]. We then can ap-

ply the Law of Large Numbers for Harris recurrent Markov chains [9] and (22) follows. Note that Eπ

[
∑µ

i=1 wi[N
i:λ]1

]

≤
Emaxi N

i <∞.

B. ADDITIONAL SIMULATION RESULTS
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Figure 5: Fitness comparison quantile (j(λ, n)− 1/2)/λ to achieve optimal progress versus population size λ on
the sphere (left) and the ridge (right) functions. µ = ⌊λ/2⌋, optimal weights and different dimensions, n. The
dashed line represents the result for infinite dimension on the sphere function.
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Figure 6: Median success probabilities for all j = 1, . . . , λ and normalized progress rate versus step-size on the
sphere function; see Figure 2 for details.
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Figure 7: Median success probability for all j = 1, . . . , λ and normalized progress rate versus step-size on the
ridge function; see Figure 2 for details.
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Figure 8: Normalized convergence rate at σ̂1/2(j) versus fitness comparison quantile, (j − 1/2)/λ, for different
values of λ on the sphere function. σ̂1/2(j) being the step-size where the median success probability (LHS of
(8)), given j, is the closest to 1/2.
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Figure 9: Normalized progress rate at σ̂1/2(j) versus fitness comparison quantile, (j − 1/2)/λ, for different
values of λ on the ridge function. σ̂1/2 is the same as in Figure 8.
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Figure 10: Single runs of the (µ/µw, λ)-ES on the sphere function, comparing cumulative step-size adaptation
(CSA) with the median success rule (10)–(12), where the x-axis shows iterations. See Figure 4 for details.
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Figure 11: Single runs of the (µ/µw, λ)-ES on the ellipsoid and Rosenbrock function with σ0 = 0.1 and on the
Rosenbrock function x0 = (0.1, . . . , 0.1), comparing cumulative step-size adaptation (CSA) with the median
success rule (10)–(12), where the x-axis shows iterations. See Figure 4 for details.
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Figure 12: Single runs of the (µ/µw, λ)-ES on the Schaffer and Rastrigin function with σ0 = 5, comparing
cumulative step-size adaptation (CSA) with the median success rule (10)–(12), for n = 20; 200 (left; right) and
λ = 10; 1000 (above; below), where the x-axis shows iterations. See Figure 4 for details.
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