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Conditions nécessaires du second ordre sous forme

Pontryaguine pour des problèmes de commande optimale

Résumé : Dans ce rapport, nous énonçons et prouvons des conditions nécessaires du premier
et second ordre sous forme Pontryaguine pour des problèmes de commande optimale avec con-
traintes pures sur l'état et mixtes sur l'état et la commande. Nous appelons multiplicateur de
Pontryaguine tout multiplicateur de Lagrange pour lequel le principe de Pontryaguine est satis-
fait et parlons de conditions d'optimalité sous forme Pontryaguine si elles ne font intervenir que
des multiplicateurs de Pontryaguine. Nos conditions s'appuient sur une technique de relaxation
partielle et sont valables pour des minima de Pontryaguine.

Mots-clés : Commande optimale; contraintes pures sur l'état et contraintes mixtes sur l'état et
la commande; principe de Pontryaguine; multiplicateurs de Pontryaguine; conditions nécessaires
du second ordre; relaxation partielle.
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1 Introduction

The optimization theory in Banach spaces, in particular optimality conditions of order one [27, 30]
and two [11, 21, 23], applies to optimal control problems. With this approach, constraints of
various kind can be considered, and optimality conditions are derived for weak local minima of
optimal control problems. Second-order necessary and su�cient conditions are thereby obtained
by Stefani and Zezza [29] in the case of mixed control-state equality constraints, or by Bonnans
and Hermant [6] in the case of pure state and mixed control-state constraints. These optimality
conditions always involve Lagrange multipliers.

Another class of optimality conditions, necessary and of order one, for optimal control prob-
lems comes from Pontryagin's minimum principle. Formulated in the historical book [26] for basic
problems, including �rst-order pure state constraints, this principle has then been extended by
many authors. Mixed control-state constraints enter for example the framework developed by
Hestenes [19], whereas pure state, and later pure state and mixed control-state, constraints are
treated in early Russian references such as the works of Milyutin and Dubovitskii [15, 16], as
highlighted by Dmitruk [12]. Let us mention the survey by Hartl et al. [18] and its bibliography
for more references on Pontryagin's principles.

Second-order optimality conditions are said in this article to be in Pontryagin form if they only
involve Lagrange multipliers for which Pontryagin's minimum principle holds. This restriction
to a subset of multipliers is a challenge for necessary conditions, and enables su�cient conditions
to give strong local minima. To our knowledge, such conditions have been stated for the �rst
time, under the name of quadratic conditions, for problems with mixed control-state equality
constraints by Milyutin and Osmolovskii [24]. Proofs are given by Osmolovskii and Maurer
[25], under a restrictive full-rank condition for the mixed equality constraints, that could not for
instance be satis�ed by pure state constraints.

The main novelty of this paper is to provide second-order necessary conditions in Pontryagin
form for optimal control problems with pure state and mixed control-state constraints. We use
the same technique as Dmitruk in his derivation of Pontryagin's principle for a general optimal
control problem [12]: a partial relaxation of the problem, based on the sliding modes introduced
by Gamkrelidze [17]. These convexi�cations of the set of admissible velocities furnish a sequence
of auxiliary optimal control problems, and at the limit, necessary conditions appear to be in
Pontryagin form. We thereby get our own version of Pontryagin's minimum principle, as �rst-
order necessary conditions. Then, combining the partial relaxation with a reduction approach
[5, 20] and a density argument [3], we obtain second-order necessary conditions in Pontryagin form
for a Pontryagin local minimum of our problem. This technique requires to consider a variant of
the previous auxiliary problems, but not to compute any envelope-like e�ect of Kawasaki [21].
Another result that is worth being mentioned is the second-order necessary conditions for a local
solution of an abstract optimization problem, that we apply to the partially relaxed problems.
We derive them directly on a large set of directions in L2, which then simpli�es the density
argument, compared with [3], and avoid a �aw that we will mention in the proof of the density
result in [6].

Second-order su�cient conditions for strong local minima of similar optimal control problems
constitute another work by the same authors [4]. They rely on an extension of the decomposition
principle of Bonnans and Osmolovskii [7], and on the reduction approach. Quadratic growth for
a strong local minimum is then characterized.

The paper is organized as follows. In Section 2, we set our optimal control problem and de�ne
various notions of multipliers and of minima. Section 3 is devoted to the �rst-order necessary
conditions: they are stated, under the form of Pontryagin's minimum principle, in Section 3.1;
our partial relaxation approach is detailed in Section 3.2, and then used to prove the �rst-order
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4 Bonnans & Dupuis & Pfei�er

conditions in Section 3.3. Section 4 is devoted to the second-order necessary conditions: they are
stated in Section 4.1, and proved in Section 4.2 by partial relaxation combined with reduction
and density. We have postponed our abstract optimization results to Appendix A.1, the proof
of an approximation result needed for the partial relaxation to Appendix A.2, a quali�cation
condition to Appendix A.3, and an example about Pontryagin's principle to Appendix A.4.

Notations For a function h that depends only on time t, we denote by ht its value at time t,
by hi,t the value of its ith component if h is vector-valued, and by ḣ its derivative. For a function
h that depends on (t, x), we denote by Dth and Dxh its partial derivatives. We use the symbol
D without any subscript for the di�erentiation w.r.t. all variables except t, e.g. Dh = D(u,y)h for
a function h that depends on (t, u, y). We use the same convention for higher order derivatives.

We identify the dual space of Rn with the space Rn∗ of n-dimensional horizontal vectors.
Generally, we denote by X∗ the dual space of a topological vector space X. Given a convex
subset K of X and a point x of K, we denote by TK(x) and NK(x) the tangent and normal cone
to K at x, respectively; see [8, Section 2.2.4] for their de�nition.

We denote by |·| both the Euclidean norm on �nite-dimensional vector spaces and the cardinal
of �nite sets, and by ‖ · ‖s and ‖ · ‖q,s the standard norms on the Lesbesgue spaces Ls and the
Sobolev spaces W q,s, respectively.

We denote by BV ([0, T ]) the space of functions of bounded variation on the closed interval
[0, T ]. Any h ∈ BV ([0, T ]) has a derivative dh which is a �nite Radon measure on [0, T ] and
h0 (resp. hT ) is de�ned by h0 := h0+

− dh(0) (resp. hT := hT− + dh(T )). Thus BV ([0, T ]) is
endowed with the following norm: ‖h‖BV := ‖dh‖M + |hT |. See [2, Section 3.2] for a rigorous
presentation of BV .

All vector-valued inequalities have to be understood coordinate-wise.

2 Setting

2.1 The optimal control problem

Consider the state equation

ẏt = f(t, ut, yt) for a.a. t ∈ (0, T ). (2.1)

Here, u is a control which belongs to U , y is a state which belongs to Y, where

U := L∞(0, T ;Rm), Y := W 1,∞(0, T ;Rn), (2.2)

and f : [0, T ] × Rm × Rn → Rn is the dynamics. Consider constraints of various types on the
system: the mixed control-state constraints, or mixed constraints

c(t, ut, yt) ≤ 0 for a.a. t ∈ (0, T ), (2.3)

the pure state constraints, or state constraints

g(t, yt) ≤ 0 for a.a. t ∈ (0, T ), (2.4)

and the initial-�nal state constraints {
ΦE(y0, yT ) = 0,

ΦI(y0, yT ) ≤ 0.
(2.5)

Inria



Second-order necessary conditions in Pontryagin form for optimal control problems 5

Here c : [0, T ]×Rm ×Rn → Rnc , g : [0, T ]×Rn → Rng , ΦE : Rn ×Rn → RnΦE , ΦI : Rn ×Rn →
RnΦI . Consider �nally the cost function φ : Rn ×Rn → R. The optimal control problem is then

min
(u,y)∈U×Y

φ(y0, yT ) subject to (2.1)-(2.5). (P )

2.2 De�nitions and assumptions

Similarly to [29, De�nition 2.1], we introduce the following Carathéodory-type regularity notion:

De�nition 2.1. We say that ϕ : [0, T ]× Rm × Rn → Rs is uniformly quasi-Ck i�

(i) for a.a. t, (u, y) 7→ ϕ(t, u, y) is of class Ck, and the modulus of continuity of (u, y) 7→
Dkϕ(t, u, y) on any compact of Rm × Rn is uniform w.r.t. t.

(ii) for j = 0, . . . , k, for all (u, y), t 7→ Djϕ(t, u, y) is essentially bounded.

Remark 2.2. If ϕ is uniformly quasi-Ck, then Djϕ for j = 0, . . . , k are essentially bounded on
any compact, and (u, y) 7→ Djϕ(t, u, y) for j = 0, . . . , k − 1 are locally Lipschitz, uniformly
w.r.t. t. In particular, if f is uniformly quasi-C1, then by Cauchy-Lipschitz theorem, for any
(u, y0) ∈ U ×Rn, there exists a unique y ∈ Y such that (2.1) holds and y0 = y0; we denote it by
y[u, y0].

The minimal regularity assumption through all the paper is the following:

Assumption 1. The mappings f , c and g are uniformly quasi-C1, g is continuous, ΦE , ΦI and
φ are C1.

We call a trajectory any pair (u, y) ∈ U × Y such that (2.1) holds. We say that a trajectory
is feasible for problem (P ) if it satis�es constraints (2.3)-(2.5), and denote by F (P ) the set of
feasible trajectories. We de�ne the Hamiltonian and the augmented Hamiltonian respectively by

H[p](t, u, y) := pf(t, u, y), Ha[p, ν](t, u, y) := pf(t, u, y) + νc(t, u, y), (2.6)

for (p, ν, t, u, y) ∈ Rn∗ × Rnc∗ × [0, T ]× Rm × Rn. We de�ne the end points Lagrangian by

Φ[β,Ψ](y0, yT ) := βφ(y0, yT ) + ΨΦ(y0, yT ), (2.7)

for (β,Ψ, y0, yT ) ∈ R× RnΦ∗ × Rn × Rn, where nΦ = nΦE + nΦI and Φ =

(
ΦE

ΦI

)
.

We denote

Kc := L∞(0, T ;Rnc− ), Kg := C([0, T ];Rng− ), KΦ := {0}RnΦE × RnΦI

− , (2.8)

so that the constraints (2.3)-(2.5) can be rewritten as

c(·, u, y) ∈ Kc, g(·, y) ∈ Kg, Φ(y0, yT ) ∈ KΦ. (2.9)

Recall that the dual space of C([0, T ];Rng ) is the space M([0, T ];Rng∗) of �nite vector-valued
Radon measures. We denote by M([0, T ];Rng∗)+ the cone of positive measures in this dual
space. Let

E := R× RnΦ∗ × L∞(0, T ;Rnc∗)×M([0, T ];Rng∗) (2.10)

and let ‖ · ‖E be de�ned, for any λ = (β,Ψ, ν, µ) ∈ E, by

‖λ‖E := |β|+ |Ψ|+ ‖ν‖1 + ‖µ‖M. (2.11)
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6 Bonnans & Dupuis & Pfei�er

Let (ū, ȳ) ∈ F (P ). Let NKc be the set of elements in the normal cone to Kc at c(·, ū, ȳ) that
belong to L∞(0, T ;Rnc∗), i.e.

NKc(c(·, ū, ȳ)) :=
{
ν ∈ L∞(0, T ;Rnc∗+ ) : νtc(t, ūt, ȳt) = 0 for a.a. t

}
. (2.12)

Let NKg be the normal cone to Kg at g(·, ȳ), i.e.

NKg (g(·, ȳ)) :=

{
µ ∈M([0, T ];Rng∗)+ :

∫
[0,T ]

(dµtg(t, ȳt)) = 0

}
. (2.13)

Let NKΦ
be the normal cone to KΦ at Φ(ȳ0, ȳT ), i.e.

NKΦ(Φ(ȳ0, ȳT )) :=

{
Ψ ∈ RnΦ∗ :

Ψi ≥ 0
ΨiΦi(ȳ0, ȳT ) = 0

for nΦE < i ≤ nΦ

}
. (2.14)

Finally, let

N(ū, ȳ) := R+ ×NKΦ
(Φ(ȳ0, ȳT ))×NKc(c(·, ū, ȳ))×NKg (g(·, ȳ)) ⊂ E. (2.15)

We denote
P := BV ([0, T ];Rn∗). (2.16)

Given (ū, ȳ) ∈ F (P ) and λ = (β,Ψ, ν, µ) ∈ E, we consider the costate equation in P{
−dpt = DyH

a[pt, νt](t, ūt, ȳt)dt+ dµtDg(t, ȳt),

pT = DyT Φ[β,Ψ](ȳ0, ȳT ).
(2.17)

Lemma 2.3. Let (ū, ȳ) ∈ F (P ). For any λ ∈ E, there exists a unique solution of the costate
equation (2.17), that we denote by pλ. The mapping

λ ∈ E 7→ pλ ∈ P (2.18)

is linear continuous.

Proof. We �rst get the existence, uniqueness and the continuity of

λ 7→ pλ ∈ L1(0, T ;Rn∗) (2.19)

by a contraction argument. Then the continuity of

λ 7→ (dp, pT ) ∈M([0, T ];Rn∗)× Rn∗ (2.20)

follows by (2.17).

De�nition 2.4. Let (ū, ȳ) ∈ F (P ) and λ = (β,Ψ, ν, µ) ∈ E. We say that the solution of the
costate equation (2.17) pλ ∈ P is an associated costate i�

−pλ0 = Dy0
Φ[β,Ψ](ȳ0, ȳT ). (2.21)

Let Nπ(ū, ȳ) be the set of nonzero λ ∈ N(ū, ȳ) having an associated costate.

Let (ū, ȳ) ∈ F (P ). We de�ne the set-valued mapping U : [0, T ] ⇒ Rm by

U(t) := cl {u ∈ Rm : c(t, u, ȳt) < 0} for a.a. t, (2.22)

where cl denotes the closure in Rm.

Inria



Second-order necessary conditions in Pontryagin form for optimal control problems 7

De�nition 2.5. Let (ū, ȳ) ∈ F (P ). We say that the inward condition for the mixed constraints
holds i� there exist γ > 0 and v̄ ∈ U such that

c(t, ūt, ȳt) +Duc(t, ūt, ȳt)v̄t ≤ −γ, for a.a. t. (2.23)

Remark 2.6. If the inward condition holds, then there exists δ > 0 such that, for a.a. t,

Bδ(ūt) ∩ U(t) = Bδ(ūt) ∩ {u ∈ Rm : c(t, u, ȳt) ≤ 0} , (2.24)

where Bδ(ūt) is the open ball in Rm of center ūt and radius δ. In particular, ūt ∈ U(t) for a.a. t.

In the sequel, we will always make the following assumption:

Assumption 2. The inward condition for the mixed constraints holds.

We can now de�ne the notions of multipliers that we will consider. Recall that Nπ(ū, ȳ) has
been introduced in De�nition 2.4.

De�nition 2.7. Let (ū, ȳ) ∈ F (P ).

(i) We say that λ ∈ Nπ(ū, ȳ) is a generalized Lagrange multiplier i�

DuH
a[pλt , νt](t, ūt, ȳt) = 0 for a.a. t. (2.25)

We denote by ΛL(ū, ȳ) the set of generalized Lagrange multipliers.

(ii) We say that λ ∈ ΛL(ū, ȳ) is a generalized Pontryagin multiplier i�

H[pλt ](t, ūt, ȳt) ≤ H[pλt ](t, u, ȳt) for all u ∈ U(t), for a.a. t. (2.26)

We denote by ΛP (ū, ȳ) the set of generalized Pontryagin multipliers.

(iii) We say that λ ∈ ΛP (ū, ȳ) is a degenerate Pontryagin equality multiplier i� λ = (β,Ψ, ν, µ)
with Ψ = (ΨE ,ΨI) is such that (β,ΨI , ν, µ) = 0 and if equality holds in (2.26). We denote
by ΛDP (ū, ȳ) the set of such multipliers.

Remark 2.8. 1. The sets ΛL(ū, ȳ), ΛP (ū, ȳ) and ΛDP (ū, ȳ) are positive cones of nonzero ele-
ments, possibly empty, and ΛDP (ū, ȳ) is symmetric.

2. Assumption 2 will be needed to get that the component ν of a multiplier, associated to
the mixed constraints, belongs to L∞(0, T ;Rnc∗) and not only to L∞(0, T ;Rnc)∗. See [7,
Theorem 3.1] and Theorem A.4 in Appendix A.1.

3. Let λ ∈ ΛP (ū, ȳ). If Assumption 2 holds, then by Remark 2.6, ūt is a local solution of the
�nite dimensional optimization problem

min
u∈Rm

H[pλt ](t, u, ȳt) subject to c(t, u, ȳt) ≤ 0, (2.27)

and νt is an associated Lagrange multiplier, for a.a. t.

4. See Appendix A.4 for an example where there exists a multiplier such that (2.26) holds for
all u ∈ U(t), but not for all u ∈ {u ∈ Rm : c(t, u, ȳt) ≤ 0}.

We �nish this section with various notions of minima, following [24].
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8 Bonnans & Dupuis & Pfei�er

De�nition 2.9. We say that (ū, ȳ) ∈ F (P ) is a global minimum i�

φ(ȳ0, ȳT ) ≤ φ(y0, yT ) for all (u, y) ∈ F (P ), (2.28)

a Pontryagin minimum i� for any R > ‖ū‖∞, there exists ε > 0 such that

φ(ȳ0, ȳT ) ≤ φ(y0, yT ) for all (u, y) ∈ F (P ) such that (2.29)

‖u− ū‖1 + ‖y − ȳ‖∞ ≤ ε and ‖u‖∞ ≤ R,

a weak minimum i� there exists ε > 0 such that

φ(ȳ0, ȳT ) ≤ φ(y0, yT ) for all (u, y) ∈ F (P ) such that (2.30)

‖u− ū‖∞ + ‖y − ȳ‖∞ ≤ ε.

Remark 2.10. Obviously, (2.28)⇒ (2.29)⇒ (2.30). Conversely, if (ū, ȳ) is a weak minimum for
problem (P ), then it is a Pontryagin minimum for the problem obtained by adding the control
constraint |ut − ūt| ≤ ε, and a global minimum for the problem obtained by adding the same
control constraint and the state constraint |yt − ȳt| ≤ ε.

3 First-order conditions in Pontryagin form

3.1 Pontryagin's minimum principle

First-order necessary conditions in Pontryagin form consist in proving the existence of Pontryagin
multipliers. See De�nitions 2.7 and 2.9 for the notions of multipliers and of minima. Our version
of the well-known Pontryagin's principle follows, and is proved in Section 3.3. See [12] for a
variant with the same approach, and [18] for a survey of this principle.

Theorem 3.1. Let (ū, ȳ) be a Pontryagin minimum for problem (P ) and let Assumptions 1-2
hold. Then the set of generalized Pontryagin multipliers ΛP (ū, ȳ) is nonempty.

By Remark 2.10, we get the following:

Corollary 3.2. Let (ū, ȳ) be a weak minimum for problem (P ) and let Assumptions 1-2 hold.
Then there exist ε > 0 and λ ∈ ΛL(ū, ȳ) such that{

for a.a. t, for all u ∈ U(t) such that |u− ūt| ≤ ε,
H[pλt ](t, ūt, ȳt) ≤ H[pλt ](t, u, ȳt).

(3.1)

Proof. The extra control constraint |u − ūt| ≤ ε for a.a. t is never active, therefore the set of
Lagrange multipliers is unchanged. The set of Pontryagin multipliers is the set of Lagrange
multipliers for which (3.1) holds.

The proof of Theorem 3.1, given in Section 3.3, relies on �rst-order necessary conditions for
a family of weak minima for auxiliary optimal control problems, namely the partially relaxed
problems, presented in Section 3.2. These problems are de�ned using a Castaing representation
of the set-valued mapping U , introduced at the beginning of Section 3.2. Second order necessary
conditions in Pontryagin form in Section 4.1 will be derived from a variant of the partially
relaxed problems, the reduced partially relaxed problems. Thus Section 3.2 is central. First and
second order necessary conditions for a weak minimum are recalled, with some orginal results,
in Appendix A.1.

Inria



Second-order necessary conditions in Pontryagin form for optimal control problems 9

3.2 Partial relaxation

In this section, (ū, ȳ) is a given Pontryagin minimum for problem (P ), and Assumptions 1-2 hold.

3.2.1 Castaing representation

See [9, 10, 28] for a general presentation of set-valued mappings and measurable selection theo-
rems.

De�nition 3.3. Let V : [0, T ] ⇒ Rm be a set-valued mapping. We say that a sequence (vk)k∈N,
vk ∈ U , is a Castaing representation of V i� {vkt }k∈N is a dense subset of V (t) for a.a. t.

Lemma 3.4. There exists a Castaing representation (uk)k∈N of the set-valued mapping U de�ned
by (2.22), and for all k, there exists γk > 0 such that

c(t, ukt , ȳt) ≤ −γk for a.a. t. (3.2)

Proof. For l ∈ N, l ≥ 1, we consider the set-valued mapping Ul de�ned by

Ul(t) :=
{
u ∈ Rn : c(t, u, ȳt) ≤ − 1

l

}
for a.a. t, (3.3)

so that
U(t) = cl (∪l≥1Ul(t)) for a.a. t. (3.4)

Under Assumptions 1-2, by [9, Théorème 3.5] and for l large enough, Ul is a measurable with
nonempty closed set-valued mapping. Then by [9, Théorème 5.4], it has a Castaing represen-
tation. By (3.4), the union of such Castaing representations for l large enough is a Castaing
representation of U .

We de�ne the following sequence of sets of generalized Lagrange multipliers: for N ∈ N, let

ΛN (ū, ȳ) :=

{
λ ∈ ΛL(ū, ȳ) :

H[pλt ](t, ūt, ȳt) ≤ H[pλt ](t, ukt , ȳt)
for all k ≤ N, for a.a. t

}
. (3.5)

Observe that
ΛP (ū, ȳ) ⊂ ΛN+1(ū, ȳ) ⊂ ΛN (ū, ȳ) ⊂ ΛL(ū, ȳ), (3.6)

and by density of the Castaing representation,

ΛP (ū, ȳ) =
⋂
N∈N

ΛN (ū, ȳ). (3.7)

Recall that E and ‖ · ‖E have been de�ned by (2.10) and (2.11).

Lemma 3.5. Let (λN )N∈N be a sequence in ΛL(ū, ȳ) such that ‖λN‖E = 1 and λN ∈ ΛN (ū, ȳ)
for all N . Then the sequence has at least one nonzero weak ∗ limit point that belongs to ΛP (ū, ȳ).

Proof. By Assumption 2 and [7, Theorem 3.1], the sequence is bounded in E for the usual norm,
i.e. with ‖ν‖∞ instead of ‖ν‖1. Then there exists λ̄ such that, extracting a subsequence if
necessary, λN ⇀ λ̄ for the weak ∗ topology. Since N(ū, ȳ) is weakly ∗ closed, λ̄ ∈ N(ū, ȳ).
Observe now that if λ ∈ N(ū, ȳ), then

‖λ‖E = β + |Ψ|+ 〈ν, 1〉1 + 〈µ, 1〉C (3.8)

where 〈·, ·〉1 and 〈·, ·〉C are the dual products in L1(0, T ;Rnc) and C([0, T ];Rng ), respectively,

and the 1 are constant functions of appropriate size. Then ‖λ̄‖ = 1 and λ̄ 6= 0. Let pN := pλ
N

,
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10 Bonnans & Dupuis & Pfei�er

N ∈ N, and p̄ := pλ̄. By Lemma 2.3, dpN ⇀ dp̄ for the weak ∗ topology inM([0, T ];Rn∗) and
pNT → p̄T . Since

p0 = pT − 〈dp, 1〉C (3.9)

for any p ∈ P, we derive that p̄0 = Dy0Φ[β̄, Ψ̄](ȳ0, ȳT ). Then p̄ is an associated costate, i.e.
λ̄ ∈ Nπ(ū, ȳ). Next, as a consequence of Lemma 2.3, pN ⇀ p̄ for the weak ∗ topology in
L∞. Then DuH

a[pN , νN ](·, ū, ȳ) ⇀ DuH
a[p̄, ν̄](·, ū, ȳ) for the weak ∗ topology in L∞, and then

DuH
a[p̄t, ν̄t](t, ūt, ȳt) = 0 for a.a. t, i.e. λ̄ ∈ ΛL(ū, ȳ). Similarly, for all k ∈ N,

H[pN ](·, uk, ȳ)−H[pN ](·, ū, ȳ) ⇀ H[p̄](·, uk, ȳ)−H[p̄](·, ū, ȳ) (3.10)

for the weak ∗ topology in L∞, and then

H[p̄t](t, u
k
t , ȳt)−H[p̄t](t, ūt, ȳt) ≥ 0 for a.a. t, (3.11)

i.e. λ̄ ∈ Λk(ū, ȳ), for all k ∈ N. By (3.7), λ̄ ∈ ΛP (ū, ȳ).

Since ΛN (ū, ȳ), N ∈ N, are cones of nonzero elements (see Remark 2.8), it is enough to show
that they are nonempty for all N to prove Theorem 3.1, by Lemma 3.5. This is the purpose
of the partially relaxed problems, presented in the next section. Indeed, we will see that they
are such that their Lagrange multipliers, whose existence can easily be guaranteed, belong to
ΛN (ū, ȳ).

3.2.2 The partially relaxed problems

As motivated above, we introduce now a sequence of optimal control problems.

Formulation Recall that (ū, ȳ) is given as a Pontryagin minimum for problem (P ) has been
given.

Let N ∈ N. Consider the partially relaxed state equation

ẏt =

(
1−

N∑
i=1

αit

)
f(t, ut, yt) +

N∑
i=1

αitf(t, uit, yt) for a.a. t ∈ (0, T ). (3.12)

The ui are elements of the Castaing representation given by Lemma 3.4. The controls are u and
α, the state is y, with

u ∈ U , α ∈ AN := L∞(0, T ;RN ), y ∈ Y. (3.13)

The idea is to consider the problem of minimizing φ(y0, yT ) under the same constraints as before,
plus the control constraints α ≥ 0. To simplify the quali�cation issue, we actually introduce a
slack variable θ ∈ R, with the intention to minimize it, and the following constraint on the cost
function:

φ(y0, yT )− φ(ȳ0, ȳT ) ≤ θ. (3.14)

The slack variable θ also enters into every inequality constraint:

−αt ≤ θ for a.a. t ∈ (0, T ), (3.15)

c(t, ut, yt) ≤ θ for a.a. t ∈ (0, T ), (3.16)

g(t, yt) ≤ θ for a.a. t ∈ (0, T ), (3.17)

ΦI(y0, yT ) ≤ θ (3.18)

Inria
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and the equality constraints remain unchanged:

ΦE(y0, yT ) = 0. (3.19)

The partially relaxed problem is

min
(u,α,y,θ)∈U×AN×Y×R

θ subject to (3.12)-(3.19). (PN )

Let ᾱ := 0 ∈ AN and θ̄ := 0 ∈ R. As for problem (P ), we call a relaxed trajectory any (u, α, y, θ)
such that (3.12) holds. We say that a relaxed trajectory is feasible if it satisties constraints
(3.14)-(3.19), and denote by F (PN ) the set of feasible relaxed trajectories.

Under Assumption 1, for any (u, α, y0) ∈ U ×AN ×Rn, there exists a unique y ∈ Y such that
(3.12) holds and y0 = y0; we denote it by y[u, α, y0] and consider the mapping

ΓN : (u, α, y0) 7→ y[u, α, y0]. (3.20)

Remark 3.6. 1. We have (ū, ᾱ, ȳ, θ̄) ∈ F (PN ).

2. Robinson's constraint quali�cation holds at (ū, ᾱ, ȳ, θ̄) i� the equality constraints are qual-
i�ed, i.e. i� the derivative of

(u, α, y0) ∈ U ×AN × Rn 7→ ΦE(y0,ΓN (u, α, y0)T ) ∈ RnΦE (3.21)

at (ū, ᾱ, ȳ0) is onto. We say that problem (PN ) is quali�ed at (ū, ᾱ, ȳ, θ̄) if this is the
case. See [8, Section 2.3.4] for the de�nition and characterizations of Robinson's constraint
quali�cation.

Existence of a minimum A key result is the following:

Theorem 3.7. Let Assumptions 1-2 hold and let problem (PN ) be quali�ed at (ū, ᾱ, ȳ, θ̄). Then
(ū, ᾱ, ȳ, θ̄) is a weak minimum for this problem.

Theorem 3.7 is a corollary of the following proposition, proved in the Appendix A.2 for the
sake of self-containment of the paper. It can also be deduced from other classical relaxation
theorems, such as [13, Theorem 3].

Proposition 3.8. Under the assumptions of Theorem 3.7, there exists M > 0 such that, for any
(û, α̂, ŷ, θ̂) ∈ F (PN ) in a L∞ neighborhood of (ū, ᾱ, ȳ, θ̄) and with θ̂ < 0, for any ε > 0, there
exists (ũ, ỹ) ∈ F (P ) such that

‖ũ− û‖1 ≤M ‖α̂‖∞ and ‖ỹ − ŷ‖∞ ≤ ε. (3.22)

Proof of Theorem 3.7. Suppose that (ū, ᾱ, ȳ, θ̄) is not a weak minimum for problem (PN ).
Then there exists (û, α̂, ŷ, θ̂) ∈ F (PN ) as L∞ close to (ū, ᾱ, ȳ, θ̄) as needed and with θ̂ < 0. Let
ε > 0 be such that

‖y − ŷ‖∞ ≤ ε ⇒ φ(y0, yT ) < φ(ȳ0, ȳT ). (3.23)

By the proposition, we get (ũ, ỹ) ∈ F (P ) such that φ(ỹ0, ỹT ) < φ(ȳ0, ȳT ) and

‖ũ− ū‖1 + ‖ỹ − ȳ‖∞ ≤M ‖α̂‖∞ + T‖û− ū‖∞ + ε+ ‖ŷ − ȳ‖∞. (3.24)

Observe that the right-hand side of (3.24) can be chosen as small as needed. Thus we get a
contradiction with the Pontryagin optimality of (ū, ȳ). �
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12 Bonnans & Dupuis & Pfei�er

Optimality conditions Problem (PN ) can be seen as an optimization problem over (u, α, y0, θ) ∈
U ×AN ×Rn ×R, via the mapping ΓN de�ned by (3.20). Then we can de�ne the set Λ(PN ) of
Lagrange multipliers at (ū, ᾱ, ȳ0, θ̄) as in Appendix A.1:

Λ(PN ) :=
{

(λ, γ) ∈ N(ū, ȳ)× L∞(0, T ;RN∗+ ) : DLN [λ, γ](ū, ᾱ, ȳ0, θ̄) = 0
}

(3.25)

where LN is de�ned, for λ = (β,Ψ, ν, µ), Ψ = (ΨE ,ΨI), y = ΓN (u, α, y0), by

LN [λ, γ](u, α, y0, θ) := θ + β
(
φ(y0, yT )− φ(ȳ0, ȳT )− θ

)
+ ΨEΦE(y0, yT ) + ΨI

(
ΦI(y0, yT )− θ

)
+

∫
[0,T ]

[
νt
(
c(t, ut, yt)− θ

)
dt+ dµt

(
g(t, yt)− θ

)
− γt

(
αt + θ

)
dt
]
. (3.26)

In (3.26), θ has to be understood as a vector of appropriate size and with equal components. We
have the following �rst-order necessary conditions:

Lemma 3.9. Let problem (PN ) be quali�ed at (ū, ᾱ, ȳ, θ̄). Then Λ(PN ) is nonempty, convex,
and weakly ∗ compact.

Proof. We apply Theorem A.4 to (ū, ᾱ, ȳ0, θ̄), locally optimal solution of (PN ) by Theorem 3.7.
Let v̄ ∈ U be given by the inward condition for the mixed constraints in problem (P ) (Assumption
2) and let ω̄ := 1 ∈ AN . Then (v̄, ω̄) satis�es the inward condition for the mixed constraints in
problem (PN ). The other assumptions being also satis�ed by Assumption 1 and Remark 3.6.2,
the conclusion follows.

3.3 Proof of Theorem 3.1

As explained at the end of Section 3.2.1, it is enough by Lemma 3.5 to prove that ΛN (ū, ȳ) 6= ∅
for all N . To do so, we use the partially relaxed problems (PN ) as follows:

Lemma 3.10. Let (λ, γ) ∈ Λ(PN ). Then λ ∈ ΛN (ū, ȳ).

Proof. Let (u, α, y, θ) be a relaxed trajectory and (λ, γ) ∈ E×L∞(0, T ;RN∗), with λ = (β,Ψ, ν, µ)
and Ψ = (ΨE ,ΨI). Adding to LN

0 =

∫ T

0

pt

((
1−

∑
αit

)
f(t, ut, yt) +

∑
αitf(t, uit, yt)− ẏt

)
dt, (3.27)

and integrating by parts we have, for any p ∈ P,

LN [λ, γ](u, α, y0, θ) = θ
(
1− β −

〈
ΨI , 1

〉
− 〈ν, 1〉1 − 〈µ, 1〉C − 〈γ, 1〉1

)
+

∫ T

0

(
Ha[pt, νt](t, ut, yt) +

N∑
i=1

αit
(
H[pt](t, u

i
t, yt)−H[pt](t, ut, yt)− γit

))
dt

+

∫
[0,T ]

(dµtg(t, yt) + dptyt) + Φ[β,Ψ](y0, yT )− pT yT + p0y0 − βφ(ȳ0, ȳT ). (3.28)

Let (λ, γ) ∈ Λ(PN ). Using the expression (3.28) of LN , we get

Dy0
Φ[β,Ψ](ȳ0, ȳT ) + pλ0 = 0, (3.29)

DuH
a[pλt , νt](t, ūt, ȳt) = 0 for a.a. t, (3.30)

H[pλt ](t, uit, ȳt)−H[pλt ](t, ūt, ȳt) = γit for a.a. t, 1 ≤ i ≤ N, (3.31)

β +
〈
ΨI , 1

〉
+ 〈ν, 1〉1 + 〈µ, 1〉C + 〈γ, 1〉1 = 1. (3.32)
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Suppose that λ = 0. Then pλ = 0 and by (3.31), γ = 0; we get a contradiction with (3.32). Then
λ 6= 0 and λ ∈ Nπ(ū, ȳ) by (3.29). Finally, λ ∈ ΛL(ū, ȳ) by (3.30), and λ ∈ ΛN (ū, ȳ) by (3.31)
since γ ∈ L∞(0, T ;RN∗+ ).

We need one more lemma:

Lemma 3.11. Let problem (PN ) be not quali�ed at (ū, ᾱ, ȳ, θ̄). Then there exists λ ∈ ΛN (ū, ȳ)
such that −λ ∈ ΛN (ū, ȳ) too, and for all k ≤ N ,

H[pλt ](t, ūt, ȳt) = H[pλt ](t, uit, ȳt) for a.a. t. (3.33)

Proof. Recall that ΓN has been de�ned by (3.20). By Remark 3.6.2, there exists ΨE 6= 0 such
that

ΨEDΦE(ȳ0, ȳT )DΓN (ū, ᾱ, ȳ0) = 0. (3.34)

Let Ψ = (ΨE , 0) and λ :=
(
0,Ψ, 0, 0

)
, so that D(u,α,y0)LN [λ, 0](ū, ᾱ, ȳ0, θ̄) = 0 by (3.26). By

(3.28), we get

Dy0Φ[0, (ΨE , 0)](ȳ0, ȳT ) + pλ0 = 0, (3.35)

DuH
a[pλt , 0](t, ūt, ȳt) = 0 for a.a. t, (3.36)

H[pλt ](t, uit, ȳt)−H[pλt ](t, ūt, ȳt) = 0 for a.a. t, 1 ≤ i ≤ N. (3.37)

Then λ ∈ ΛN (ū, ȳ) and (3.33) holds.

We can now conclude:
Proof of Theorem 3.1. We need ΛN (ū, ȳ) 6= ∅ for all N . If problem (PN ) is quali�ed at

(ū, ᾱ, ȳ, θ̄), then ΛN (ū, ȳ) 6= ∅ by Lemmas 3.9 and 3.10. If problem (PN ) is not quali�ed at
(ū, ᾱ, ȳ, θ̄), then ΛN (ū, ȳ) 6= ∅ by Lemma 3.11. �

Actually, we have the following alternative:

Corollary 3.12. The partially relaxed problems (PN ) are either quali�ed for all N large enough,
if ΛDP (ū, ȳ) = ∅, or never quali�ed, and then ΛDP (ū, ȳ) 6= ∅.

Proof. If the problems (PN ) are never quali�ed, then we get a sequence a multipliers as in the
proof of Lemma 3.11. By the proof of Lemma 3.5, its limit points belong to ΛDP (ū, ȳ).

See Appendix A.3 for a quali�cation condition ensuring the non singularity of the generalized
Pontryagin multipliers.

4 Second-order conditions in Pontryagin form

4.1 Statement

The second-order necessary conditions presented in this section involve Pontryagin multipliers
only. They rely again on the partially relaxed problems, introduced in Section 3.2. These
problems are actually modi�ed into reduced partially relaxed problems, which satisfy an extended
polyhedricity condition, [8, Section 3.2.3]. The idea is to get our second-order necessary conditions
on a large cone by density of the so-called strict radial critical cone, so that we do not have to
compute the envelope-like e�ect, Kawasaki [21].

The main result of this section is Theorem 4.9. It is stated after some new de�nitions and
assumptions, and proved in Section 4.2.
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14 Bonnans & Dupuis & Pfei�er

4.1.1 De�nitions and assumptions

For second-order optimality conditions, we need a stronger regularity assumption than Assump-
tion 1. Namely, we make in the sequel the following:

Assumption 3. The mappings f and g are C∞, c is uniformly quasi-C2, Φ and φ are C2.

Remark 4.1. If there is no pure state constraint in problem (P ) (i.e. no mapping g), we will see
that it is enough to assume that f is uniformly quasi-C2.

For s ∈ [1,∞], let

Vs := Ls(0, T ;Rm), Zs := W 1,s(0, T ;Rn). (4.1)

Let (ū, ȳ) be a trajectory for problem (P ). Given v ∈ Vs, s ∈ [1,∞], we consider the linearized
state equation in Zs

żt = Df(t, ūt, ȳt)(vt, zt) for a.a. t ∈ (0, T ). (4.2)

We call a linearized trajectory any (v, z) ∈ Vs×Zs such that (4.2) holds. For any (v, z0) ∈ Vs×Rn,
there exists a unique z ∈ Zs such that (4.2) holds and z0 = z0; we denote it by z = z[v, z0].

For 1 ≤ i ≤ ng, we de�ne g(j)
i : [0, T ]× Rm × Rn → R, j ∈ N, recursively by

g
(j+1)
i (t, u, y) := Dtg

(j)
i (t, u, y) +Dyg

(j)
i (t, u, y)f(t, u, y), g

(0)
i := gi. (4.3)

De�nition 4.2. The order of a state constraint gi is qi ∈ N such that

Dug
(j)
i ≡ 0 for 0 ≤ j ≤ qi − 1, Dug

(qi)
i 6≡ 0. (4.4)

Remark 4.3. If gi is of order qi, then t 7→ gi(t, ȳt) ∈W qi,∞(0, T ) for any trajectory (ū, ȳ), and

dj

dtj
gi(t, ȳt) = g

(j)
i (t, ȳt) for 0 ≤ j ≤ qi − 1, (4.5)

dqi

dtqi
gi(t, ȳt) = g

(qi)
i (t, ūt, ȳt). (4.6)

We have the same regularity along linearized trajectories; the proof of the next lemma is
classical, see for instance [5, Lemma 9].

Lemma 4.4. Let (ū, ȳ) be a trajectory and (v, z) ∈ Vs×Zs be a linearized trajectory, s ∈ [1,∞].
Let the constraint gi be of order qi. Then

t 7→ Dgi(t, ȳt)zt ∈W qi,s(0, T ), (4.7)

and

dj

dtj
Dgi(t, ȳt)zt = Dg

(j)
i (t, ȳt)zt for 0 ≤ j ≤ qi − 1, (4.8)

dqi

dtqi
Dgi(t, ȳt)zt = Dg

(qi)
i (t, ūt, ȳt)(vt, zt). (4.9)

De�nition 4.5. Let (ū, ȳ) ∈ F (P ). We say that τ ∈ [0, T ] is a touch point for the constraint
gi i� it is a contact point for gi, i.e. gi(τ, ȳτ ) = 0, isolated in {t : gi(t, ȳt) = 0}. We say that a
touch point τ for gi is reducible i� τ ∈ (0, T ), d2

dt2 gi(t, ȳt) is de�ned for t close to τ , continuous
at τ , and

d2

dt2
gi(t, ȳt)|t=τ < 0. (4.10)
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Remark 4.6. If gi is of order at least 2, then by Remark 4.3 a touch point τ for gi is reducible
i� t 7→ g

(2)
i (t, ūt, ȳt) is continuous at τ and g

(2)
i (τ, ūτ , ȳτ ) < 0. The continuity holds if ū is

continuous at τ or if gi is of order at least 3.

Let (ū, ȳ) ∈ F (P ). For 1 ≤ i ≤ ng, let

Tg,i :=

{
∅ if gi is of order 1,

{touch points for gi} if gi is of order at least 2,
(4.11)

∆0
g,i := {t ∈ [0, T ] : gi(t, ȳt) = 0} \ Tg,i, (4.12)

∆ε
g,i := {t ∈ [0, T ] : dist(t,∆0

g,i) ≤ ε}, (4.13)

and for 1 ≤ i ≤ nc, let

∆δ
c,i := {t ∈ [0, T ] : ci(t, ūt, ȳt) ≥ −δ}. (4.14)

We will need the following two extra assumptions:

Assumption 4. For 1 ≤ i ≤ ng, the set Tg,i is �nite and contains only reducible touch points,
∆0
g,i has �nitely many connected components and gi is of �nite order qi.

Assumption 5. There exist δ′, ε′ > 0 such that the linear mapping from V2×Rn to
∏nc
i=1 L

2(∆δ′

c,i)×∏ng
i=1W

qi,2(∆ε′

g,i) de�ned by

(v, z0) 7→


(
Dci(·, ū, ȳ)(v, z[v, z0])|∆δ′

c,i

)
1≤i≤nc(

Dgi(·, ȳ)z[v, z0]|∆ε′
g,i

)
1≤i≤ng

 is onto. (4.15)

Remark 4.7. There exist su�cient conditions, of linear independance type, for Assumption 5 to
hold. See for instance [6, Lemma 2.3] or [3, Lemma 4.5].

4.1.2 Main result

Let (ū, ȳ) ∈ F (P ). We de�ne the critical cone in L2

C2(ū, ȳ) :=



(v, z) ∈ V2 ×Z2 : z = z[v, z0]

Dφ(ȳ0, ȳT )(z0, zT ) ≤ 0

DΦ(ȳ0, ȳT )(z0, zT ) ∈ TKΦ
(Φ(ȳ0, ȳT ))

Dc(·, ū, ȳ)(v, z) ∈ TKc(c(·, ū, ȳ))

Dg(·, ȳ)z ∈ TKg (g(·, ȳ))


(4.16)

and the strict critical cone in L2

CS2 (ū, ȳ) :=


(v, z) ∈ C2(ū, ȳ) :

Dci(t, ūt, ȳt)(vt, zt) = 0 t ∈ ∆0
c,i 1 ≤ i ≤ nc

Dgi(t, ȳt)zt = 0 t ∈ ∆0
g,i 1 ≤ i ≤ ng

 . (4.17)

Remark 4.8. 1. See [8, Examples 2.63 and 2.64] for the description of TKg and TKc , respec-
tively.

RR n° 8306
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2. Since by Assumption 4 there are �nitely many touch points for constraints of order at least
2, CS2 (ū, ȳ) is de�ned by equality constraints and a �nite number of inequality constraints,
i.e. the cone CS2 (ū, ȳ) is a polyhedron.

3. The strict critical cone CS2 (ū, ȳ) is a subset of the critical cone C2(ū, ȳ). But if there exists
λ = (β̄, Ψ̄, ν̄, µ̄) ∈ ΛL(ū, ȳ) such that

ν̄i(t) > 0 for a.a. t ∈ ∆0
c,i 1 ≤ i ≤ nc, (4.18)

∆0
g,i ⊂ supp(µ̄i) 1 ≤ i ≤ ng, (4.19)

then CS2 (ū, ȳ) = C2(ū, ȳ) (see [8, Proposition 3.10]).

For any λ = (β,Ψ, ν, µ) ∈ E, we de�ne a quadratic form, the Hessian of Lagrangian,
Ω[λ] : V2 ×Z2 → R by

Ω[λ](v, z) :=

∫ T

0

D2Ha[pλt , νt](t, ūt, ȳt)(vt, zt)
2dt+D2Φ[β,Ψ](ȳ0, ȳT )(z0, zT )2

+

∫
[0,T ]

dµtD
2g(t, ȳt)(zt)

2 −
∑
τ∈Tg,i

1≤i≤ng

µi(τ)

(
Dg

(1)
i (τ, ȳτ )zτ

)2

g
(2)
i (τ, ūτ , ȳτ )

. (4.20)

We can now state our main result, that will be proved in the next section.

Theorem 4.9. Let (ū, ȳ) be a Pontryagin minimum for problem (P ) and let Assumptions 2-5
hold. Then for any (v, z) ∈ CS2 (ū, ȳ), there exists λ ∈ ΛP (ū, ȳ) such that

Ω[λ](v, z) ≥ 0. (4.21)

Remark 4.10. If ΛDP (ū, ȳ) 6= ∅ and λ ∈ ΛDP (ū, ȳ), then −λ ∈ ΛDP (ū, ȳ) too. Since Ω[−λ](v, z) =
−Ω[λ](v, z) for any (v, z) ∈ V2×Z2, Theorem 4.9 is then pointless. See Corollary 3.12 about the
emptiness of ΛDP (ū, ȳ).

4.2 Proof of Theorem 4.9

In this section, (ū, ȳ) is a given Pontryagin minimum for problem (P ), and Assumptions 2-5 hold.

4.2.1 Reduction and partial relaxation

The reduction approach [5, section 5] consists in reformulating the state constraint in the neigh-
borhood of a touch point, using its reducibility (De�nition 4.5). We apply this approach to the
partially relaxed problems (PN ) in order to involve Pontryagin multipliers (see Lemmas 3.5 and
3.10).

Let N ∈ N. Recall that ΓN has been de�ned by (3.20).

Remark 4.11. The result of Remark 4.3 still holds for relaxed trajectories:

t 7→ gi(t, yt) ∈W qi,∞(0, T ) for any y = ΓN (u, α, y0). (4.22)

Let τ ∈ Tg,i. We de�ne Θε,N
i,τ : U ×AN × Rn → R by

Θε,N
i,τ (u, α, y0) := max

{
gi(t, yt) : y = ΓN (u, α, y0), t ∈ [τ − ε, τ + ε] ∩ [0, T ]

}
. (4.23)

Let Γ̄′N := DΓN (ū, ᾱ, ȳ0) and Γ̄′′N := D2ΓN (ū, ᾱ, ȳ0).

Inria
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Remark 4.12. Let ω̄ := 0 ∈ AN . For any (v, z0) ∈ Vs × Rn, s ∈ [1,∞], we have

Γ̄′N (v, ω̄, z0) = z[v, z0]. (4.24)

Lemma 4.13. There exists ε > 0 independent of N such that for any τ ∈ Tg,i, Θε,N
i,τ is C1 in

a neighborhood of (ū, ᾱ, ȳ0) and twice Fréchet di�erentiable at (ū, ᾱ, ȳ0), with �rst and second
derivatives given by

DΘε,N
i,τ (ū, ᾱ, ȳ0)(v, ω, z0) = Dgi(τ, ȳτ )Γ̄′N (v, ω, z0)τ (4.25)

for any (v, ω, z0) ∈ V1 × L1(0, T ;RN )× Rn, and

D2Θε,N
i,τ (ū, ᾱ, ȳ0)(v, ω, z0)2 = D2gi(τ, ȳτ )

(
Γ̄′N (v, ω, z0)τ

)2
+Dgi(τ, ȳτ )Γ̄′′N (v, ω, z0)2

τ −
(

d
dtDgi(·, ȳ)Γ̄′N (v, ω, z0)|τ

)2
d2

dt2 gi(·, ȳ)|τ
(4.26)

for any (v, ω, z0) ∈ V2 × L2(0, T ;RN )× Rn.

Proof. Combine [5, Lemma 23] with Remark 4.11 and Assumption 4.

The reduced partially relaxed problems The formulation is the same as for problems
(PN ), except that (i) we localize the mixed constraints c and the state constraints g on the
domains given by Assumption 5, (ii) we replace the state constraints of order at least 2 around
their touch points with the mappings Θε,N

i,τ . Without loss of generality we assume that ε′ given
by Assumption 5 is smaller than ε given by Lemma 4.13; δ′ is also given by Assumption 5.

Let N ∈ N. Recall that in Section 3.2 the partially relaxed problem was

min
(u,α,y,θ)∈U×AN×Y×R

θ subject to (3.12)-(3.19). (PN )

We consider the following new constraints:

ci(t, ut, yt) ≤ θ for a.a. t ∈ ∆δ′

c,i 1 ≤ i ≤ nc, (4.27)

gi(t, yt) ≤ θ for a.a. t ∈ ∆ε′

g,i 1 ≤ i ≤ ng, (4.28)

Θε′,N
i,τ (u, α, y0) ≤ θ for all τ ∈ Tg,i 1 ≤ i ≤ ng. (4.29)

The reduced partially relaxed problem is then

min
(u,α,y,θ)∈U×AN×Y×R

θ subject to (3.12)-(3.15), (3.18)-(3.19), (4.27)-(4.29). (PRN )

As before, we denote by F (PRN ) the set of feasible relaxed trajectories.

Remark 4.14. 1. We have (ū, ᾱ, ȳ, θ̄) ∈ F (PRN ) and, in a neighborhood of (ū, ᾱ, ȳ, θ̄), (u, α, y, θ) ∈
F (PRN ) i� (u, α, y, θ) ∈ F (PN ). In particular, (ū, ᾱ, ȳ, θ̄) is a weak minimum for problem
(PRN ) i� it is a weak minimum for problem (PN ).

2. Problem (PRN ) is quali�ed at (ū, ᾱ, ȳ, θ̄) i� problem (PN ) is quali�ed at (ū, ᾱ, ȳ, θ̄) (see
Remark 3.6.2).
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18 Bonnans & Dupuis & Pfei�er

Optimality conditions Again, problem (PRN ) can be seen as an optimization problem over
(u, α, y0, θ), via the mapping ΓN . We denote its Lagrangian by LRN , its set of Lagrange multipliers
at (ū, ᾱ, ȳ0, θ̄) by Λ(PRN ), and its set of quasi radial critical directions in L2 by CQR2 (PRN ), as
de�ned in Appendix A.1.

Remark 4.15. By Lemma 4.13, we can identify Λ(PRN ) and Λ(PN ) by identifying the scalar
components of a multiplier associated to the constraints (4.29) and Dirac measures. See also [5,
Lemma 26] or [3, Lemma 3.4].

We have the following second-order necessary conditions:

Lemma 4.16. Let problem (PRN ) be quali�ed at (ū, ᾱ, ȳ, θ̄). Then for any (v, ω, z0, ϑ) ∈ cl
(
CQR2 (PRN )

)
,

there exists (λ, γ) ∈ Λ(PRN ) such that

D2LRN [λ, γ](v, ω, z0, ϑ)2 ≥ 0. (4.30)

Here, cl denotes the L2 closure.

Proof. We apply Theorem A.5 to (ū, ᾱ, ȳ0, θ̄), locally optimal solution of (PRN ) by Theorem
3.7 and Remark 4.14. The various mappings have the required regularity by Assumption 3
and Lemma 4.13. Robinson's contraint quali�cation and the inward condition for the mixed
constraints hold as in the proof of Lemma 3.9. The conclusion follows.

4.2.2 Proof of the theorem

Let (v̄, z̄) ∈ CS2 (ū, ȳ). By Lemma 3.5 and since λ 7→ Ω[λ](v̄, z̄) is linear continuous, it is enough
to show that for all N , there exists λN ∈ ΛN (ū, ȳ) such that

Ω[λN ](v̄, z̄) ≥ 0. (4.31)

Let (ω̄, ϑ̄) := (0, 0) ∈ AN × R. The link with the reduced partially relaxed problems (PRN ) is as
follows:

Lemma 4.17. Let (λ, γ) ∈ Λ(PRN ). Then λ ∈ ΛN (ū, ȳ) and

D2LRN [λ, γ](v̄, ω̄, z̄0, ϑ̄)2 = Ω[λ](v̄, z̄). (4.32)

Proof. The �rst part of the result is known by Lemma 3.10 and Remark 4.15. For the second
part, we write LRN using Ha and H, as in the expression (3.28) of LN , and we compute its second
derivative. The result follows by Lemma 4.13 and Remark 4.12. See also [5, Lemma 26] or [3,
Lemma 3.5].

We also need the following density result, that will be proved in Section 4.2.3.

Lemma 4.18. The direction (v̄, ω̄, z̄0, ϑ̄) belongs to cl
(
CQR2 (PRN )

)
, the closure of the set of quasi

radial critical directions in L2.

We can now conclude:
Proof of Theorem 4.9 We need λN ∈ ΛN (ū, ȳ) such that (4.31) holds for all N . If problem

(PRN ) is quali�ed at (ū, ᾱ, ȳ, θ̄), then we get λN as needed by Lemmas 4.16, 4.17 and 4.18. If
problem (PRN ) is not quali�ed at (ū, ᾱ, ȳ, θ̄), then we get λ such that −λ, λ ∈ ΛN (ū, ȳ) by Remark
4.14.2 and Lemma 3.11. Since λ 7→ Ω[λ](v̄, z̄) is linear, (4.31) holds for λN = ±λ. �
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4.2.3 A density result

In this section we prove Lemma 4.18. Recall that δ′ is given by Assumption 5. We de�ne the
strict radial critical cone in L2

CR2 (ū, ȳ) :=


(v, z) ∈ C2(ū, ȳ) :

∃δ > 0 : Dci(t, ūt, ȳt)(vt, zt) = 0 t ∈ ∆δ
c,i 1 ≤ i ≤ nc

∃M > 0 : |Dci(t, ūt, ȳt)(vt, zt)| ≤M t ∈ ∆δ′

c,i 1 ≤ i ≤ nc
∃ε > 0 : Dgi(t, ȳt)zt = 0 t ∈ ∆ε

g,i 1 ≤ i ≤ ng

 . (4.33)

Proposition 4.19. The strict radial critical cone CR2 (ū, ȳ) is a dense subset of the strict critical
cone CS2 (ū, ȳ).

Proof. Touch points for gi are included in ∆ε
g,i, ε ≥ 0, i� gi is of order 1.

(a) Let W (q),2(0, T ) :=
∏ng
i=1W

qi,2(0, T ). We claim that the subspace
(φ, ψ) ∈ L∞(0, T ;Rnc)×W (q),2(0, T ) :
∃δ > 0 : φi,t = 0 t ∈ ∆δ

c,i 1 ≤ i ≤ nc
∃ε > 0 : ψi,t = 0 t ∈ ∆ε

g,i 1 ≤ i ≤ ng

 (4.34)

is a dense subset of 
(φ, ψ) ∈ L2(0, T ;Rnc)×W (q),2(0, T ) :

φi,t = 0 t ∈ ∆0
c,i 1 ≤ i ≤ nc

ψi,t = 0 t ∈ ∆0
g,i 1 ≤ i ≤ ng

 . (4.35)

Indeed, for φi ∈ L2(0, T ), we consider the sequence

φki,t :=

{
0 if t ∈ ∆

1/k
c,i ,

min{k, |φi,t|} φi,t|φi,t| otherwise.
(4.36)

For ψi ∈ W qi,2(0, T ), we use the fact that there is no isolated point in ∆0
g,i if qi ≥ 2, and

approximation results in W qi,2(0, T ), e.g. [3, Appendix A.3]. Our claim follows.
(b) By Assumption 5 and the open mapping theorem, there exists C > 0 such that for all

(φ, ψ) ∈ L2(0, T ;Rnc)×W (q),2(0, T ), there exists (v, z) ∈ V2 ×Z2 such that

z = z[v, z0], ‖v‖2 + |z0| ≤ C
(
‖φ‖2 + ‖ψ‖(q),2

)
, (4.37)

Dci(t, ūt, ȳt)(vt, zt) = φi,t t ∈ ∆δ′

c,i 1 ≤ i ≤ nc,

Dgi(t, ȳt)zt = ψi,t t ∈ ∆ε′

g,i 1 ≤ i ≤ ng.
(4.38)

It follows that the subspace
(v, z) ∈ V2 ×Z2 : z = z[v, z0]

∃δ > 0 : Dci(t, ūt, ȳt)(vt, zt) = 0 t ∈ ∆δ
c,i 1 ≤ i ≤ nc

∃M > 0 : |Dci(t, ūt, ȳt)(vt, zt)| ≤M t ∈ ∆δ′

c,i 1 ≤ i ≤ nc
∃ε > 0 : Dgi(t, ȳt)zt = 0 t ∈ ∆ε

g,i 1 ≤ i ≤ ng

 (4.39)

is a dense subset of 
(v, z) ∈ V2 ×Z2 : z = z[v, z0]

Dci(t, ūt, ȳt)(vt, zt) = 0 t ∈ ∆0
c,i 1 ≤ i ≤ nc

Dgi(t, ȳt)zt = 0 t ∈ ∆0
g,i 1 ≤ i ≤ ng

 . (4.40)
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20 Bonnans & Dupuis & Pfei�er

Observe now that CR2 (ū, v̄) and CS2 (ū, v̄) are de�ned by (4.33) and (4.17) respectively as the
same polyhedral cone in the previous two vector spaces. See also Remark 4.8.2. Then by [14,
Lemma 1], the conclusion of Proposition 4.19 follows.

The de�nition of the set CQR2 (PRN ) of quasi radial critical directions in L2 is given in Appendix
A.1. Recall that (ω̄, ϑ̄) := (0, 0) ∈ AN × R.

Lemma 4.20. Let (v, z) ∈ CR2 (ū, ȳ). Then (v, ω̄, z0, ϑ̄) ∈ CQR2 (PRN ).

Proof. The direction (v, ω̄, z0, ϑ̄) is radial [8, De�nition 3.52] for the �nite dimensional constraints,
which are polyhedral, as well as for the constraints on α. Let δ andM > 0 be given by de�nition
of CR2 (ū, ȳ). Then for any σ > 0

ci(t, ūt, ȳt) + σDci(t, ūt, ȳt)(vt, zt) ≤

{
0 for a.a. t ∈ ∆δ

c,i

−δ + σM for a.a. t ∈ ∆δ′

c,i \∆δ
c,i

(4.41)

i.e. (v, ω̄, z0, ϑ̄) is radial for the constraint (4.27). The same argument holds for constraint (4.28)
since there exists δ0 > 0 such that gi(t, ȳt) ≤ −δ0 for all t ∈ ∆ε′

g,i \ ∆ε
g,i. Then (v, ω̄, z0, ϑ̄) is

radial, and a fortiori quasi radial.

Remark 4.21. To �nish this section, let us mention a �aw in the proof of the density result [6,
Lemma 6.4 (ii)]. There is no reason that vn belongs to L∞, and not only to L2, since (vn− v) is
obtained as a preimage of (wn−w,ωn−ω). The lemma is actually true but its proof requires some
e�ort, see [3, Lemma 4.5] for the case without mixed constraints. The di�culty is avoided here
because we do not have to show the density of a L∞ cone, thanks to our abstract second-order
necessary conditions, Theorem A.5, that are derived directly in L2.

A Appendix

A.1 Abstract optimization results

In this section, we recall necessary conditions sati�ed by a weak minimum of a general optimal
control problem. These conditions have been used in this paper to prove our necessary conditions
in Pontryagin form, namely Theorems 3.1 and 4.9, via the partial relaxation, i.e. Lemmas 3.9
and 4.16.

We actually state and prove �rst- and second-order necessary conditions for a more abstract
optimization problem. It has to be noted that our second-order conditions, Theorem A.5, are
obtained directly on a large set of directions in L2, thanks to metric regularity result, Lemma
A.7, and a tricky truncation, Lemma A.8. To our knowledge, this is new.

A.1.1 Setting

Let K be a nonempty closed convex subset of a Banach space X and ∆1, . . . ,∆M be measurable
sets of [0, T ]. For s ∈ [1,∞], let

Us := Ls(0, T ;Rm̄), Ys := W 1,s(0, T ;Rn̄), (A.1)

Xs := X ×
M∏
i=1

Ls (∆i) , Ks := K ×
M∏
i=1

Ls (∆i;R−) . (A.2)
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We consider

Γ: U∞ × Rn̄ → Y∞, J : U∞ × Rn̄ → R, (A.3)

G1 : U∞ × Rn̄ → X, Gi2 : U∞ × Y∞ → L∞(∆i), (A.4)

the last mappings being de�ned for i = 1, . . . ,M by

Gi2(u, y)t := mi(t, ut, yt) (A.5)

for a.a. t ∈ ∆i, where mi : [0, T ]× Rm̄ × Rn̄ → R. Let

G : U∞ × Rn̄ → X∞, G(u, y0) :=
(
G1(u, y0), G2(u,Γ(u, y0)

)
. (A.6)

The optimization problem we consider is the following:

min
(u,y0)∈U∞×Rn̄

J(u, y0) ; G(u, y0) ∈ K∞. (AP )

Remark A.1. Optimal control problems �t into this framework as follows: given a uniformly
quasi-C1 mapping F : R× Rm̄ × Rn̄ → Rn̄ and the state equation

ẏt = F (t, ut, yt) for a.a. t ∈ (0, T ), (A.7)

we de�ne Γ(u, y0) as the unique y ∈ Y∞ such that (A.7) holds and y0 = y0, for any (u, y0) ∈
U∞ ×Rn̄; given a cost function J̃ : Y∞ → R, we de�ne J := J̃ ◦ Γ; given state constraints of any
kind (pure, initial-�nal, . . . ) G̃1 : Y∞ → X, with the appropriate space X and convex subset K,
we de�ne G1 := G̃1 ◦Γ; �nally, we de�ne G2 in order to take into account the mixed control-state
and control constraints. By de�nition, a weak minimum of such an optimal control problem is a
locally optimal solution of the corresponding optimization problem (AP ).

A.1.2 Assumptions

Let (ū, ȳ0) be feasible for (AP ) and let ȳ := Γ(ū, ȳ0). For various Banach spaces Y and mappings
F : U∞ × Rn̄ → Y , we will require one of the followings:

Property 1. The mapping F is C1 in a neighborhood of (ū, ȳ0), with continuous extensions
DF(u, y0) : U1 × Rn̄ → Y .

Property 2. Property 1 holds, and F is twice Fréchet di�erentiable at (ū, ȳ0), with a continuous
extension D2F(ū, ȳ0) : (U2 × Rn̄)

2 → Y and the following expansion in Y : for all (v, z0) ∈
U∞ × Rn̄,

F(ū+ v, ȳ0 + z0) = F(ū, ȳ0) +DF(ū, ȳ0)(v, z0) +
1

2
D2F(ū, ȳ0)(v, z0)2

+ o∞
(
‖v‖22 + |z0|2

)
. (A.8)

Assumption (i ). The mappings Γ, J and G1 satisfy Property 1, and the functions mi are uni-
formly quasi-C1.

Assumption (i'). The mappings Γ, J and G1 satisfy Property 2, and the functions mi are uni-
formly quasi-C2.

Assumption (ii). Robinson's constraint quali�cation holds:

0 ∈ intX∞
{
G(ū, ȳ0) +DG(ū, ȳ0)

(
U∞ × Rn̄

)
−K∞

}
. (A.9)
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Assumption (iii). The inward condition holds for G2: there exists γ > 0 and v̂ ∈ U∞ such that

Gi2(ū, ȳ) +DuG
i
2(ū, ȳ)v̂ ≤ −γ (A.10)

on ∆i, i = 1, . . . ,M .

Remark A.2. Let us consider the case of an optimal control problem, with Γ, J and G1 de�ned
as in Remark A.1. If F , mi are uniformly quasi-C1 and J̃ , G̃1 are C1, then Assumption (i) holds.
If F , mi are uniformly quasi-C2 and J̃ , G̃1 are C2, then Assumption (i') holds. See for example
[5, Lemmas 19-20] or [29, Theorems 3.3-3.5].

A.1.3 Necessary conditions

We consider the Lagrangian L[λ] : U∞ × Rn̄ → R, de�ned for λ ∈ X∗∞ by

L[λ](u, y0) := J(u, y0) +
〈
λ,G(u, y0)

〉
. (A.11)

We de�ne the set of Lagrange multipliers as

Λ(AP ) :=
{
λ ∈ X∗1 : λ ∈ NK1

(
G(ū, ȳ0)

)
, DL[λ](ū, ȳ0) = 0 on U1 × Rn̄

}
, (A.12)

and the set of quasi radial critical directions in L2 as

CQR2 (AP ) :=

{
(v, z0) ∈ U2 × Rn̄ : DJ(ū, ȳ0)(v, z0) ≤ 0 and ∀σ > 0,

distX1

(
G(ū, ȳ0) + σDG(ū, ȳ0)(v, z0),K1

)
= o(σ2)

}
. (A.13)

We denote by cl
(
CQR2 (AP )

)
its closure in U2 × Rn̄.

Remark A.3. If (v, z0) ∈ CQR2 (AP ), then DG(ū, ȳ0)(v, z0) ∈ TK1

(
G(ū, ȳ0)

)
. If in addition

Λ(AP ) 6= ∅, then DJ(ū, ȳ0)(v, z0) = 0.

We now state our �rst- and second-order necessary conditions, in two theorems that will be
proved in the next section.

Theorem A.4. Let (ū, ȳ0) be a locally optimal solution of (AP ), and let Assumptions (i)-(iii)
hold. Then Λ(AP ) is nonempty, convex, and weakly ∗ compact in X∗1 .

Theorem A.5. Let (ū, ȳ0) be a locally optimal solution of (AP ), and let Assumptions (i')-(iii)
hold. Then for any (v, z0) ∈ cl

(
CQR2 (AP )

)
, there exists λ ∈ Λ(AP ) such that

D2L[λ](ū, ȳ0)(v, z0)2 ≥ 0. (A.14)

A.1.4 Proofs

Proof of Theorem A.4. Robinson's constraint quali�cation (A.9) and [30, Theorem 4.1] or [8,
Theorem 3.9] give the result in X∗∞. We derive it in X∗1 with the inward condition (A.10), see
e.g. [7, Theorem 3.1]. �

Proof of Theorem A.5. (a) Assume �rst that (v, z0) ∈ CQR2 (AP ). We consider the following
conic linear problem, [8, Section 2.5.6]: min

(w,ξ0)∈U1×Rn̄
DJ(ū, ȳ0)(w, ξ0) +D2J(ū, ȳ0)(v, z0)2 ;

DG(ū, ȳ0)(w, ξ0) +D2G(ū, ȳ0)(v, z0)2 ∈ TK1

(
G(ū, ȳ0)

)
.

(Q(v,z0))

Inria



Second-order necessary conditions in Pontryagin form for optimal control problems 23

Robinson's constraint quali�cation (A.9) for problem (AP ) implies that the constraints of (Q(v,z0))
are regular in the sense of [8, Theorem 2.187]. Then by the same theorem, there is no duality
gap between (Q(v,z0)) and its dual, which is the following optimization problem:

max
λ∈Λ(AP )

D2L[λ](ū, ȳ0)(v, z0)2. (A.15)

Observe indeed that the Lagrangian of (Q(v,z0)) is

L[λ](w, ξ0) = DL[λ](ū, ȳ0)(w, ξ0) +D2L[λ](ū, ȳ0)(v, z0)2, λ ∈ X∗1 . (A.16)

The conclusion of the theorem follows when (v, z0) ∈ CQR2 (AP ) by the following key lemma,
that will be proved below.

Lemma A.6. The value of (Q(v,z0)) is nonnegative.

(b) Assume now that (v, z0) ∈ cl
(
CQR2 (AP )

)
. Let (vk, z0,k) ∈ CQR2 (AP ) converge to (v, z0)

in U2 × Rn̄. By step (b), there exists λk ∈ Λ be such that

D2J(ū, ȳ0)(vk, z0,k)2 +
〈
λk, D2G(ū, ȳ0)(vk, z0,k)2

〉
= D2L[λk](ū, ȳ0)(vk, z0,k)2 ≥ 0. (A.17)

By Theorem A.4, there exists λ ∈ Λ such that, up to a subsequence, λk ⇀ λ for the weak ∗
topology in X∗1 . By Assumption (i'), D2J(ū, ȳ0) : U2 ×Rn̄ → R and D2G(ū, ȳ0) : U2 ×Rn̄ → X1

are continuous. The conclusion follows. �
Proof of Lemma A.6. First we prove a metric regularity result, which relies on Assumption

(iii). For any (u, y) ∈ U∞ × Y∞, we de�ne G+
2 (u, y) ∈ L∞(0, T ) by

G+
2 (u, y)t := max

1≤i≤M

(
Gi2(u, y)t

)
+

(A.18)

for a.a. t ∈ (0, T ), where

(
Gi2(u, y)t

)
+

:=

{
max{0, Gi2(u, y)t} if t ∈ ∆i,

0 if t 6∈ ∆i.
(A.19)

Lemma A.7. There exists c > 0 such that, for any (u, y) ∈ U∞ × Y∞ with y = Γ(u, y0) in a
neighborhood of (ū, ȳ), there exists (û, ŷ) ∈ U∞ × Y∞ with ŷ = Γ(û, y0) such that

‖û− u‖∞ ≤ c‖G+
2 (u, y)‖∞, (A.20)

‖û− u‖1 ≤ c‖G+
2 (u, y)‖1, (A.21)

‖G+
2 (û, ŷ)‖∞ ≤ c‖G+

2 (u, y)‖1. (A.22)

Proof. Let β ∈ (0, 1) to be �xed later. Since (ū, ȳ0) is feasible, G+
2 (ū, ȳ) = 0, and there exists

α ∈ (0, β) such that

‖u− ū‖∞ + ‖y − ȳ‖∞ ≤ α ⇒ ‖G+
2 (u, y)‖∞ ≤ β. (A.23)

Let (u, y) be such that ‖u− ū‖∞ + ‖y − ȳ‖∞ ≤ α. We de�ne ε ∈ L∞(0, T ) by

εt :=
1

β
G+

2 (u, y)t, (A.24)
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so that εt ∈ [0, 1] for a.a. t ∈ (0, T ), and

û := u+ εv̂ (A.25)

where v̂ is given by the inward condition (A.10). Once β is �xed, it is clear that (A.20) and
(A.21) hold. Let ŷ = Γ(û, y0).

Gi2(û, ŷ) = Gi2(u, y) +DGi2(ū, ȳ)(û− u, ŷ − y)

+

∫ 1

0

(
DGi2

(
u+ θ(û− u), y + θ(ŷ − y)

)
−DGi2

(
ū, ȳ
)) (

û− u, ŷ − y
)
dθ (A.26)

a.e. on ∆i. Since Γ satis�es Property 1, ‖ŷ − y‖∞ = O (‖û− u‖1), and then

|ût − ut| = O(εt), |ut − ūt| = O(α) = O(β), (A.27)

|ŷt − yt| = O(‖ε‖1), |yt − ȳt| = O(α) = O(β). (A.28)

Since mi is uniformly quasi-C2, Gi2 and DGi2 are Lipschitz in a neighborhood of (ū, ȳ). Then

Gi2(û, ŷ) = Gi2(u, y) + εDuG
i
2(ū, ȳ)v̂ +O

(
‖ε‖1 + ε(ε+ ‖ε‖1 + β)

)
(A.29)

= (1− ε)Gi2(u, y) + ε
(
Gi2(u, y)−Gi2(ū, ȳ)

)
(A.30)

+ ε
(
Gi2(ū, ȳ) +DuG

i
2(ū, ȳ)v̂

)
+O

(
‖ε‖1 + ε(ε+ ‖ε‖1 + β)

)
.

Observe now that

(1− ε)Gi2(u, y) ≤ G+
2 (u, y0) = εβ, (A.31)

ε
(
Gi2(u, y)−Gi2(ū, ȳ)

)
= O(αε) = O(εβ), (A.32)

ε
(
Gi2(ū, ȳ) +DuG

i
2(ū, ȳ)v̂

)
≤ −εγ. (A.33)

Then there exists C > 0, independent of u and u′, such that

Gi2(û, ŷ) ≤ C‖ε‖1 + ε
[
C(ε+ ‖ε‖1 + β)− γ

]
(A.34)

on ∆i, i = 1, . . . ,M . We �x β ∈ (0, 1) such that Cβ ≤ γ/2 and α ∈ (0, β) such that C(ε+‖ε‖1) ≤
γ/2. The result follows. �

To prove Lemma A.6, we also need the following:

Lemma A.8. Let v ∈ U2 and w ∈ U1. Let vk := 1{|v|≤k}v, wk := 1{|w|≤k}w, and σk := ‖vk−v‖2
k .

Then vk, wk ∈ U∞, σk → 0, and

‖σkvk‖∞ = o(1), ‖σ2
kw

k‖∞ = o(1), (A.35)

‖vk − v‖2 = o(1), ‖wk − w‖1 = o(1), (A.36)

‖vk − v‖1 = o(σk). (A.37)

Proof. We �rst get (A.36) by Lebesgue's dominated convergence theorem. Then σk = o( 1
k ), and

(A.35) follows. Observe that |vk − v|2 ≥ k|vk − v|, which implies ‖vk − v‖1 = O( 1
k‖v

k − v‖22).
(A.37) follows by de�nition of σk and by (A.36).
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Let us now go back to the proof of Lemma A.6: let (w, ξ0) be feasible for problem (Q(v,z0)).
We apply Lemma A.8 to v ∈ U2, w ∈ U1, and we consider

uk := ū+ σkv
k +

1

2
σ2
kw

k ∈ U∞, (A.38)

y0,k := ȳ0 + σkz
0 +

1

2
σ2
kξ

0 ∈ Rn̄, (A.39)

yk := Γ(uk, y0,k) ∈ Y∞. (A.40)

We have in particular
‖uk − ū‖∞ = o(1), ‖uk − ū‖2 = O(σk). (A.41)

By analogy with linearized trajectories, we denote

z[ṽ, z̃0] := DΓ(ū, ȳ0)(ṽ, z̃0), z2[ṽ, z̃0] := D2Γ(ū, ȳ0)(ṽ, z̃0)2 (A.42)

for any (ṽ, z̃0) ∈ U∞ × Rn̄. Since Γ satis�es Property 2, we have in Y∞

yk = ȳ + σkz[v
k, z0] +

1

2
σ2
k

(
z[wk, ξ0] + z2[vk, z0]

)
+ o(σ2

k), (A.43)

and in particular, ‖yk − ȳ‖∞ = O(σk). Then (uk, yk)→ (ū, ȳ) in U∞ × Y∞ and

‖G+
2 (uk, yk)‖∞ = o(1). (A.44)

More precisely, since mi is uniformly quasi-C2, we have

Gi2(uk, yk) = Gi2(ū, ȳ) +DGi2(ū, ȳ)(uk − ū, yk − ȳ)

+
1

2
D2Gi2(ū, ȳ)(uk − ū, yk − ȳ)2 + o

(
|uk − ū|2 + |yk − ȳ|2

)
(A.45)

a.e. on ∆i, where o(·) is uniform w.r.t. t. We write

Gi2(uk, yk)t =
1

2
T i,kt +

1

2
Qi,kt +Ri,kt (A.46)

where, omitting the time argument t,

T i,k := Gi2(ū, ȳ) + 2σkDG
i
2(ū, ȳ)(vk, z[vk, z0]), (A.47)

Qi,k := Gi2(ū, ȳ) + σ2
k

(
DGi2(ū, ȳ)(wk, z[wk, ξ0])

+D2Gi2(ū, ȳ)(vk, z[vk, z0])2 +DyG
i
2(ū, ȳ)z2[vk, z0]

)
, (A.48)

Ri,k =
1

2
σ3
kD

2Gi2(ū, ȳ)
[(
vk, z[vk, z0]

)
,
(
wk, z[wk, ξ0] + z2[vk, z0] + o(1)

)]
+

1

4
σ4
kD

2Gi2(ū, ȳ)
(
wk, z[wk, ξ0] + z2[vk, z0] + o(1)

)2
+ o
(
|uk − ū|2 + |yk − ȳ|2

)
(A.49)

We claim that ‖Ri,k‖1 = o(σ2
k). Indeed, z[vk, z0], z[wk, ξ0] and z2[vk, z0] are bounded in Y∞;

the crucial terms are then the following:

‖σ3
kD

2
uuG

i
2(ū, ȳ)(vk, wk)‖1 = O

(
‖σkvk‖∞ · ‖σ2

kw
k‖1
)

= o(σ2
k) (A.50)

‖σ4
kD

2
uuG

i
2(ū, ȳ)(wk, wk)‖1 = O

(
‖σ2

kw
k‖∞ · ‖σ2

kw
k‖1
)

= o(σ2
k) (A.51)

‖o
(
|uk − ū|2 + |yk − ȳ|2

)
‖1 = o

(
‖uk − ū‖22 + ‖yk − ȳ‖22

)
= o(σ2

k) (A.52)
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by (A.35),(A.36) and (A.41),(A.43). Recall that (v, z0) ∈ CQR2 (AP ). Then by (A.37) and
Property 1, satis�ed by Γ, we have

distL1

(
T i,k, L1(∆i;R−)

)
= o(σ2

k). (A.53)

Similarly, since (w, ξ0) is feasible for (Q(v,z0)) and Γ satis�es Property 2,

distL1

(
Qi,k, L1(∆i;R−)

)
= o(σ2

k). (A.54)

Then, in addition to (A.44), we have proved that

‖G+
2 (uk, yk)‖1 = o(σ2

k). (A.55)

We apply now Lemma A.7 to the sequence (uk, yk); we get a sequence (ûk, ŷk) ∈ U∞ × Y∞
with ŷk = Γ(ûk, y0,k) and such that

‖ûk − uk‖∞ = o(1), (A.56)

‖ûk − uk‖1 = o(σ2
k), (A.57)

‖G+
2 (ûk, ŷk)‖∞ = o(σ2

k). (A.58)

Since G1 satis�es Property 2, (v, z0) ∈ CQR2 (AP ) and (w, ξ0) is feasible for (Q(v,z0)), we get

distX
(
G1(ûk, y0,k),K

)
= o(σ2

k), (A.59)

and then, together with (A.58),

distX∞
(
G(ûk, y0,k),K∞

)
= o(σ2

k). (A.60)

By Robinson's constraint quali�cation (A.9), G is metric regular at (ū, ȳ0) w.r.t. K∞, [8,
Theorem 2.87]. Then there exists (ũk, ỹ0,k) ∈ U∞ × Rn̄ such that{

‖ũk − ûk‖∞ + |ỹ0,k − y0,k| = o(σ2
k),

G(ũk, ỹ0,k) ∈ K∞.
(A.61)

Since (ū, ȳ0) is a locally optimal solution, J(ũk, ỹ0,k) ≥ J(ū, ȳ0) for k big enough. By Property
2, satis�ed by J , we have

σkDJ(ū, ȳ0)(v, z0) +
1

2
σ2
k

(
DJ(ū, ȳ0)(w, ξ0) +D2J(ū, ȳ0)(v, z0)2

)
+ o(σ2

k) ≥ 0. (A.62)

The conclusion of Lemma A.6 follows by Theorem A.4 and Remark A.3.

A.2 Proof of Proposition 3.8

The proof of Proposition 3.8 relies on the following two lemmas, proved at the end of the section.
The �rst one is a consequence of Lyapunov theorem [22] and links relaxed dynamics to classical
dynamics.

Lemma A.9. Let F : [0, T ]× Rm × Rn → Rn and G : [0, T ]× Rn → Rn be uniformly quasi-C1.
Let (û, α̂, ŷ) ∈ U ×AN × Y such that, for a.a. t, 0 ≤ α̂i ≤ 1/N and

˙̂yt =

(
1−

N∑
i=1

α̂it

)
F (t, ût, ŷt) +

N∑
i=1

α̂itF (t, uit, ŷt) +G(t, ŷt). (A.63)
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Then, for any ε > 0, there exists (u, y) ∈ U × Y such that

ẏt = F (t, ut, yt) +G(t, yt) for a.a. t, y0 = ŷ0, (A.64)

ut ∈ {ût, u1
t , . . . , u

N
t } for a.a. t, (A.65)

‖u− û‖1 ≤
N∑
i=1

‖α̂i‖1‖ui − û‖∞, (A.66)

‖y − ŷ‖∞ ≤ ε. (A.67)

The second one is a metric regularity result, consequence of the quali�cation of problem (PN )
at (ū, ᾱ, ȳ, θ̄).

Lemma A.10. There exists c > 0 such that for any relaxed trajectory (u, α, y, θ) with u in a
L1 neighborhood of ū and (α, y) in a L∞ neighborhood of (ᾱ, ȳ), there exists a relaxed trajectory
(u′, α′, y′, θ) such that{

‖u′ − u‖∞ + ‖α′ − α‖∞ + ‖y′ − y‖∞ ≤ c|ΦE(y0, yT )|,
ΦE(y′0, y

′
T ) = 0.

(A.68)

We can now prove the proposition. The idea is to use alternatively Lemma A.9 to diminish
progressively α̂, and Lemma A.10 to restore the equality constraints at each step.

Proof of Proposition 3.8. Let (û, ŷ, α̂, θ̂) ∈ F (PN ), close to (ū, ȳ, ᾱ, θ̄) and with θ̂ < 0.
Without loss of generality, we assume that α̂ 6= 0 and, see Lemma 3.4, that

c(t, uit, ŷt) ≤ θ̂ for a.a. t, 1 ≤ i ≤ N. (A.69)

Let R := diamL∞
{
û, u1, . . . , uN

}
and let ε > 0. We claim that there exists a sequence

(ûk, ŷk, α̂k, θ̂k) ∈ F (PN ) such that (û0, ŷ0, α̂0, θ̂0) = (û, ŷ, α̂, θ̂), and for all k,

diamL∞
{
ûk, u1, . . . , uN

}
< 2R, (A.70)

c(t, uit, ŷ
k
t ) ≤ θ̂k for a.a. t, 1 ≤ i ≤ N, (A.71)∥∥ûk+1 − ûk

∥∥
1
≤
(

3

4

)k+1

2RNT‖α̂‖∞, (A.72)

∥∥ŷk+1 − ŷk
∥∥
∞ ≤

(
3

4

)k+1
ε

4
, (A.73)

∥∥α̂k+1
∥∥
∞ ≤

(
3

4

)k+1

‖α̂‖∞ , (A.74)

θ̂k+1 =
1

4
θ̂k. (A.75)

Suppose for a while that we have such a sequence. By (A.72)-(A.74), there exist ũ ∈ L1(0, T ;Rm)
and ỹ ∈ C([0, T ];Rn), and ûk → ũ in L1, ŷk → ỹ in C, and α̂k → 0 in L∞. By (A.70), ũ ∈ U ,
and since (ûk, ŷk, α̂k, θ̂k) ∈ F (PN ) and θ̂k < 0 for all k, we get that (ũ, ỹ) ∈ F (P ) by doing
k →∞ in the relaxed dynamics and in the constraints. Finally,

‖ũ− û‖1 ≤ 8RNT ‖α̂− ᾱ‖∞ and ‖ỹ − ŷ‖∞ ≤ ε. (A.76)

It remains to prove the existence the sequence. Suppose we have it up to index k and let us
get the next term. Let F k and Gk be de�ned by

F k(t, u, y) :=

(
1−

N∑
i=1

α̂i,kt
2

)
f(t, u, y), Gk(t, y) :=

N∑
i=1

α̂i,kt
2
f(t, uit, y). (A.77)
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Since (ûk, ŷk, α̂k, θ̂k) is a relaxed trajectory, we can write

˙̂ykt =

(
1−

N∑
i=1

α̂i,kt /2

1−
∑N
j=1 α̂

j,k
t /2

)
F k(t, ûkt , ŷ

k
t )

+

N∑
i=1

α̂i,kt /2

1−
∑N
j=1 α̂

j,k
t /2

F k(t, uit, ŷ
k
t ) +Gk(t, ŷkt ). (A.78)

Let ε′ > 0. We apply Lemma A.9 and we get (u, y) ∈ U ×Y such that (u, y, α̂k/2, θ̂k) is a relaxed
trajectory, and

ut ∈ {ûkt , u1
t , . . . , u

N
t } for a.a. t, (A.79)∥∥u− ûk∥∥

1
≤

N∑
i=1

∥∥∥∥∥ α̂k,it /2

1−
∑
α̂k,jt /2

∥∥∥∥∥
1

∥∥ui − ûk∥∥∞ , (A.80)∥∥y − ŷk∥∥∞ ≤ ε′. (A.81)

By (A.79), we have

diamL∞
{
u, u1, . . . , uN

}
≤ diamL∞

{
ûk, u1, . . . , uN

}
< 2R, (A.82)

c(t, ut, ŷ
k
t ) ≤ θ̂k for a.a. t. (A.83)

By (A.81), and since θ̂k < 0, we have for ε′ small enough,

c(t, ut, yt) ≤
1

2
θ̂k for a.a. t, (A.84)

g(t, yt) ≤
1

2
θ̂k for a.a. t, (A.85)

ΦI(y0, yT ) ≤ 1

2
θ̂k, (A.86)

φ(y0, yT )− φ(ȳ0, ȳT ) ≤ 1

2
θ̂k, (A.87)

ΦE(y0, yT ) = O(ε′). (A.88)

Observe that ∣∣∣1−∑ α̂k,jt /2
∣∣∣ ≥ 1−N‖α̂‖∞ ≥

3

4
(A.89)

for ‖α̂‖∞ small enough. Then by (A.74),(A.80) and (A.82),

∥∥u− ûk∥∥
1
≤ 3

8

(
3

4

)k
2RNT‖α̂‖∞. (A.90)

We now apply Lemma A.10 to (u, y, α̂k/2) and we get (ûk+1, ŷk+1, α̂k+1) such that ΦE(ŷk+1
0 , ŷk+1

T ) =
0 and, by (A.88),

∥∥ûk+1 − u
∥∥
∞ +

∥∥ŷk+1 − y
∥∥
∞ +

∥∥∥∥α̂k+1 − α̂k

2

∥∥∥∥
∞

= O(ε′). (A.91)
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Then for θ̂k+1 := θ̂k/4 and ε′ small enough, (ûk+1, ŷk+1, α̂k+1, θ̂k+1) ∈ F (PN ). Moreover,

diamL∞
{
ûk+1, u1, . . . , uN

}
< 2R+

∥∥ûk+1 − u
∥∥
∞ , (A.92)∥∥ûk+1 − ûk

∥∥
1
≤ 3

8

(
3

4

)k
2RNT‖α̂‖∞ + T

∥∥ûk+1 − u
∥∥
∞ , (A.93)∥∥ŷk+1 − ŷk

∥∥
∞ ≤ ε

′ +
∥∥ŷk+1 − y

∥∥
∞ , (A.94)∥∥α̂k+1

∥∥
∞ ≤

1

2

(
3

4

)k
‖α̂‖∞ +

∥∥∥∥α̂k+1 − α̂k

2

∥∥∥∥
∞

(A.95)

By (A.91), and since ‖α̂‖∞ 6= 0, we get the sequence up to index k + 1 for ε′ small enough. �
Proof of Lemma A.9. We need the following consequence of Gronwall's lemma:

Lemma A.11. Let B : [0, T ] × Rn → Rn be uniformly quasi-C1. Then there exists C > 0 such
that, for any b ∈ L∞(0, T ;Rn) and e1, e2 ∈ Y such that{

ė2
t − ė1

t = B(t, e2
t )−B(t, e1

t ) + bt for a.a. t,

e2
0 − e1

0 = 0,
(A.96)

we have
‖e2 − e1‖∞ ≤ C‖b̂‖1, (A.97)

where b̂ is de�ned by b̂t :=
∫ t

0
bsds.

Proof. Let w := e2 − e1 − b̂. Then ẇt = B(t, e2
t )−B(t, e1

t ), and

|ẇt| ≤ C ′|e2
t − e1

t | ≤ C ′(|wt|+ |b̂t|). (A.98)

The result follows by Gronwall's lemma.

Let ε > 0, M ∈ N∗, and tj := jT/M for 0 ≤ j ≤ M . Let us denote by (ei)i, 1 ≤ i ≤ N the
canonical basis of RN , and let us de�ne F̃ i : [0, T ]→ Rn × RN by

F̃ 0
t :=

(
F (t, ût, ŷt), 0

)
, F̃ it :=

(
F (t, uit, ŷt), ei

)
1 ≤ i ≤ N. (A.99)

For 0 ≤ j < M , we apply Lyapunov theorem [22] to the family (F̃ i)i with coe�cients (α̂i)i on
[tj , tj+1]. We get the existence of α ∈ AN , with values in {0, 1}N , and such that for 0 ≤ j < M ,

∫ tj+1

tj

[(
1−

N∑
i=1

αit

)
F̃ 0
t +

N∑
i=1

αitF̃
i
t

]
dt =

∫ tj+1

tj

[(
1−

N∑
i=1

α̂it

)
F̃ 0
t +

N∑
i=1

α̂itF̃
i
t

]
dt. (A.100)

Projecting (A.100) on the �rst n coordinates, we get that

∫ tj+1

tj

[(
1−

N∑
i=1

αit

)
F (t, ût, ŷt) +

N∑
i=1

αitF (t, uit, ŷt)
]
dt

=

∫ tj+1

tj

[(
1−

N∑
i=1

α̂it

)
F (t, ût, ŷt) +

N∑
i=1

α̂itF (t, uit, ŷt)
]
dt. (A.101)
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Let ut := ût +
∑N
i=1 α

i
t(u

i
t− ût). Note that for a.a. t, ut ∈ {ût, . . . , uNt }. We get by (A.101) that∫ tj+1

tj

F (t, ut, ŷt)dt =

∫ tj+1

tj

[(
1−

N∑
i=1

α̂it

)
F (t, ût, ŷt) +

N∑
i=1

α̂itF (t, uit, ŷt)
]
dt. (A.102)

Projecting (A.100) on the last N coordinates, we get that for 1 ≤ i ≤ N ,∫ tj+1

tj

αitdt =

∫ tj+1

tj

α̂itdt. (A.103)

Summing (A.103) for 0 ≤ j ≤M , we get that ‖αi‖1 = ‖α̂i‖1 for 1 ≤ i ≤ N . Since

‖u− û‖1 ≤
N∑
i=1

‖α‖1‖ui − û‖∞, (A.104)

we get (A.66). Let y be the unique solution of (A.64); we estimate ‖y− ŷ‖∞ with Lemma A.11.
Let b be de�ned by

bt := F (t, ut, ŷt)−
(

1−
N∑
i=1

α̂it

)
F (t, ût, ŷt)−

N∑
i=1

α̂itF (t, uit, ŷt), (A.105)

and let b̂ be de�ned by b̂t :=
∫ t

0
bsds. By (A.102), b̂tj = 0 for 0 ≤ j ≤ M . Therefore, ‖b̂‖∞ =

O(1/M). Observe now that for a.a. t,

ẏt − ˙̂yt = F (t, ut, yt) +G(t, yt)− F (t, ut, ŷt)−G(t, ŷt) + bt. (A.106)

By Lemma A.11, ‖y − ŷ‖∞ = O(1/M). For M large enough, we get (A.67), and the proof is
completed. �

Proof of Lemma A.10. Note that the L1-distance is involved for the control. The lemma
is obtained with an extension of the nonlinear open mapping theorem [1, Theorem 5]. This
result can be applied since the derivative of the mapping de�ned in (3.21) can be described
explicitely with a linearized state equation and therefore, by Gronwall's lemma, is continuous for
the L1-distance on the control u. �

A.3 A quali�cation condition

A.3.1 Statement

We give here a quali�cation condition equivalent to the non singularity of generalized Pontrya-
gin multipliers. This quali�cation condition is expressed with the Pontryagin linearization [24,
Proposition 8.1]. In this section, (ū, ȳ) ∈ F (P ) is given. We will always assume that Assumption
2 holds.

De�nition A.12. We say that λ = (β,Ψ, ν, µ) ∈ ΛL(ū, ȳ) is singular i� β = 0 and that λ is
normal i� β = 1.

Given u ∈ U , we de�ne the Pontryagin linearization ξ[u] ∈ Y as the unique solution of{
ξ̇t[u] = Dyf(t, ūt, ȳt)ξt[u] + f(t, ut, ȳt)− f(t, ūt, ȳt),

ξ0[u] = 0.
(A.107)

Note that ξ[ū] = 0. Recall that U is the set-valued mapping de�ned by (2.22). We de�ne

Uc := {u ∈ U : ut ∈ U(t) for a.a. t} . (A.108)
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De�nition A.13. We say that the problem is quali�ed in the Pontryagin sense (in short P-
quali�ed) at (ū, ȳ) i�

(i) the following surjectivity condition holds:

0 ∈ int
{
DΦE(ȳ0, ȳT )(z0, ξT [u] + zT [v, z0]) : u ∈ Uc, v ∈ U , z0 ∈ Rn

}
, (A.109)

(ii) there exist ε > 0, û ∈ Uc, v̂ ∈ U , and ẑ0 ∈ Rn such that

DΦE(ȳ0, ȳT )(ẑ0, ξT [û] + zT [v̂, ẑ0]) = 0, (A.110)

and for a.a. t,
ΦI(ȳ0, ȳT ) +DΦI(ȳ0, ȳT )(ẑ0, ξT [û] + zT [v̂, ẑ0]) ≤ −ε,
g(t, ȳt) +Dg(t, ȳt)(ξt[û] + zt[v̂, ẑ0]) ≤ −ε,
c(t, ūt, ȳt) +Dyc(t, ūt, ȳt)ξt[û] +Dc(t, ūt, ȳt)(v̂t, zt[v̂t, ẑ0]) ≤ −ε.

(A.111)

Note that if we impose u = ū in the de�nition of the P-quali�cation, we obtain the usual
quali�cation conditions, which are equivalent to the normality of Lagrange multipliers. The P-
quali�cation is then weaker, and as proved in the next theorem, it is necessary and su�cient to
ensure the non singularity of Pontryagin multipliers.

Theorem A.14. Let Assumption 2 hold. Then, the set of singular Pontryagin multipliers is
empty if and only if the problem is P-quali�ed.

We prove this result in the following two paragraphs.

Proposition A.15. Let Assumption 2 hold. If the set of singular Pontryagin multipliers is
empty, then the set of normal Pontryagin multipliers is bounded in E.

Proof. Remember that the norm of E is de�ned by (2.11). We prove the result by contraposition
and consider a sequence (λk)k of normal Pontryagin multipliers which is such that ‖λk‖E → +∞.
Then, by Lemma 3.5, the sequence λk/‖λk‖E possesses a weak limit point in ΛP (ū, ȳ), say
λ = (β,Ψ, ν, µ), which is such that

β = lim
k

1

‖λk‖E
= 0. (A.112)

Therefore, λ is singular. The proposition is proved.

A.3.2 Su�ciency of the quali�cation condition

In this paragraph, we prove by contradiction that the P-quali�cation implies the non singularity
of Pontryagin multipliers. Let us assume that the problem is P-quali�ed and that there exists λ =
(β,Ψ, ν, µ) ∈ ΛP (ū, ȳ) with β = 0 and Ψ = (ΨE ,ΨI). Let û, ŵ, ẑ0 be such that (A.110)-(A.111)
hold. With an integration by parts and using the stationarity of the augmented Hamiltonian,
we get that for all u ∈ Uc, v ∈ U , and z0 ∈ Rn,∫ T

0

νt
(
Dc(t, ūt, ȳt)(vt, zt[v, z0]) +Dyc(t, ūt, ȳt)ξt[u]

)
dt

+

∫ T

0

Dg(t, ȳt)(ξt[u] + zt[v, z0])dµt

+DΦ[0, (ΨE ,ΨI)](ȳ0, ȳT )(z0, ξT [u] + zT [v, z0])

=

∫ T

0

H[pλt ](t, ut, ȳt)−H[pλt ](t, ūt, ȳt) dt ≥ 0. (A.113)
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By (A.110)-(A.111) and the nonnegativity of ΨI , ν, and µ, we obtain that for u = û, v = v̂,
z0 = ẑ0, the r.h.s. of (A.113) is nonpositive and thus equal to 0. Therefore, ΨI , ν, and µ are
null and for all u ∈ Uc, v ∈ U , and z0 ∈ Rn,

ΨEDΦE(ȳ0, ȳT )(z0, ξT [u] + zT [v, z0]) ≥ 0. (A.114)

By (A.109), we can choose u, v, and z0 so that for β > 0 su�ciently small,

DΦE(ȳ0, ȳT )(z0, ξT [u] + zT [v, z0]) = −β(ΨE)T . (A.115)

Combined with (A.114), we obtain that −β|ΨE |2 ≥ 0. Then, ΨE = 0 and �nally λ = 0, in
contradiction with λ ∈ ΛP (ū, ȳ).

A.3.3 Necessity of the quali�cation condition

We now prove that the P-quali�cation is necessary to ensure the non singularity of Pontryagin
multipliers. In some sense, the approach consists in describing this quali�cation condition as the
limit of the quali�cation conditions associated with a sequence of partially relaxed problems.

Let us �x a Castaing representation (uk)k of U . For all N ∈ N, we consider a partially relaxed
problem (P̃N ) de�ned by

min
u∈U, α∈AN , y∈Y

φ(y0, yT ) s.t. constraints (2.3)-(2.5), y = y[u, α, y0], and α ≥ 0, (P̃N )

where y[u, α, y0] is the solution to the partially relaxed state equation (3.12). This problem is
the same as problem (PN ), except that there is no variable θ.

For given v ∈ U , z0 ∈ Rn and α ∈ AN , we denote by z[v, z0] the linearized state variable
in the direction (v, z0), which is the solution to (4.2) and we denote by ξ[α] the linearized state
variable in the direction α, which is the solution to{

ξ̇t[α] = Dyf(t, ūt, ȳt)ξt[α] +
∑N
i=1 α

i
t

(
f(t, uit, ȳt)− f(t, ūt, ȳt)

)
,

ξ0[α] = 0.
(A.116)

The distinction between the Pontryagin linearization ξ[u] and ξ[α] will be clear in the sequel,
and we will motivate this choice of notations in Lemma A.18.

Problem (P̃N ) is quali�ed (in the usual sense) i�

(i) the following surjectivity condition holds:

0 ∈ int{DΦE(ȳ0, ȳT )(z0, ξT [α] + zT [v, z0]) : α ∈ AN , v ∈ U , z0 ∈ Rn} (A.117)

(ii) there exist ε > 0, α̂ ∈ AN , v̂ ∈ U , ẑ0 ∈ Rn such that

DΦE(ȳ0, ȳT )(ẑ0, ξT [α̂] + zT [v̂, ẑ0]) = 0 (A.118)

and 
ΦI(ȳ0, ȳT ) +DΦI(ȳ0, ȳT )(ẑ0, ξT [α̂] + zT [v̂, ẑ0]) ≤ −ε,
g(t, ȳt) +Dg(t, ȳt)(ξt[α̂] + zt[v̂, ẑ0]) ≤ −ε, for all t,

c(t, ūt, ȳt) +Dc(t, ūt, ȳt)(v̂t, ξt[α̂] + zt[v̂, ẑ0]) ≤ −ε, for a.a. t,

α̂t ≥ ε, for a.a. t.

(A.119)
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We denote now by Λ(P̃N ) the set of generalized Lagrange multipliers of problem (P̃N ) at
(ū, α = 0, ȳ). Following the proof of Lemma 3.10, we easily obtain that

Λ(P̃N ) = {(λ, γ) ∈ ΛN (ū, ȳ)× L∞([0, T ];Rk+) :

γit = H[pλt ](t, uit, ȳt)−H[pλt ](t, ūt, ȳt), for i = 1, ..., N , for a.a. t}, (A.120)

where ΛN (ū, ȳ) is de�ned by (3.5) and γ is associated with the constraint α ≥ 0.

Lemma A.16. Let N ∈ N; all multipliers of ΛN (ū, ȳ) are non singular if and only if problem
(P̃N ) is quali�ed.

Proof. It is known that all multipliers of Λ(P̃N ) are non singular if and only if problem (P̃N ) is
quali�ed, see e.g. [8, Proposition 3.16]. It follows from (A.120) that all multipliers of ΛN (ū, ȳ) are
non singular if and only if the multipliers of Λ(P̃N ) are non singular. This proves the lemma.

As a corollary, we obtain that if problem (P̃N ) is quali�ed at stage N , it is also quali�ed at
stage N + 1. Indeed, if none of the multipliers in ΛN (ū, ȳ) is singular, a fortiori, none of the
multipliers in ΛN+1(ū, ȳ) is singular, since ΛN+1(ū, ȳ) ⊂ ΛN (ū, ȳ).

Proposition A.17. The set of singular Pontryagin multipliers is empty if and only if there
exists N ∈ N such that problem (P̃N ) is quali�ed.

Proof. Let N ∈ N be such that problem (P̃N ) is quali�ed. Then, all multipliers of ΛN (ū, ȳ) are
non singular, by Lemma A.16. Since ΛP (ū, ȳ) ⊂ ΛN (ū, ȳ), the Pontryagin multipliers are non
singular.

Conversely, assume that for all N ∈ N, problem (P̃N ) is not quali�ed. By Lemma A.16, we
obtain a sequence of singular multipliers (λN )N which is such that for all N , λN ∈ ΛN (ū, ȳ).
Normalizing this sequence, we obtain with Lemma 3.5 the existence of a weak limit point in
ΛP (ū, ȳ), which is necessarily singular.

To conclude the proof, we still need a relaxation result, which makes a link between the
Pontryagin linearization ξ[u] and the linearization ξ[α].

Lemma A.18. Let N ∈ N; assume that problem (P̃N ) is quali�ed. Then, there exists A > 0
such that for all (α, v, z0) ∈ AN × U ,Rn with ‖α‖∞ ≤ A, ‖v‖∞ ≤ A, |z0| ≤ A, for all ε > 0, if
α is uniformly positive, then there exists (u, v′, z′0) ∈ Uc × U × Rn such that

DΦE(ȳ0, ȳT )(z0, ξT [u] + zT [v, z0]) = DΦE(ȳ0, ȳT )(z0, ξT [α] + zT [v, z0]), (A.121)

‖ξ[u]− ξ[α] + z[v′ − v, z0 − z′0]‖∞ ≤ ε. (A.122)

Proof. We only give some elements of proof. Note that this result is a variant of Proposition 3.8
and can be obtained with Dmitruk's result [13, Theorem 3]. Let us de�ne

g(t, u, y) := Dyf(t, ūt, ȳt)y + f(t, u, ȳt)− f(t, ūt, ȳt). (A.123)

Then, for all u ∈ Uc, ξ[u] is the solution to

ξ̇t[u] = g(t, ξt[u], ut), ξ0[u] = 0. (A.124)

and ξ[α], where α ∈ AN and α ≥ 0 is the solution to the relaxed system associated with the
dynamics g and the Castaing representation. Indeed,

ξ̇t[α] = Dyf(t, ūt, ȳt)ξt[α] +

N∑
i=1

αit
(
f(t, uit, ȳt)− f(t, ūt, ȳt)

)
=
(

1−
N∑
i=1

αit

)
g(t, ūt, ȳt) +

N∑
i=1

αit
(
g(t, uit, ȳt)− g(t, ūt, ȳt)

)
. (A.125)
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Finally, we prove the result by building a sequence (uk, αk, vk, zk0 ) which is such that

(u0, α0, v0, z0
0) = (ū, α, v, z0), (A.126)

DΦE(ȳ0, ȳT )(z0, ξT [α] + zT [v, z0])

= DΦE(ȳ0, ȳT )(zk0 , ξT [αk] + ξT [uk] + zT [v, z0]), (A.127)

such that αk is uniformly positive and �nally which is such that (uk)k converges to some u ∈ Uc
in L1 norm, (αk)k converges to 0 in L∞ norm, and (vk, zk0 )k equally converges to some (v′, z′0)
in L∞ norm. This sequence is built by using Lemma A.9 and by using the surjectivity condition
(A.118). Note that Lemma A.9 enables to ensure (A.122).

Let us conclude the proof of Theorem A.14. Let us assume that the set of singular Pon-
tryagin multipliers is empty; we already know by Proposition A.17 that there exists N ∈ N
such that the MFN conditions hold. It remains to prove that the problem is P-quali�ed. Let
(αk, vk, zk0 )k=1,...,nΦE+1 be such that

0 ∈ int
{
conv

[
DΦE(ȳ0, ȳT )(zk0 , zT [vk, zk0 ] + ξT [αk]), k = 1, ..., nφE + 1

]}
. (A.128)

Let (α̂, v̂, ẑ0) be such that (A.119) holds. By (A.118), if we replace (αk, vk, zk0 ) by (αk + δα̂, vk +
δv̂, zk0 + δẑ0), for any δ > 0, then (A.128) still holds. Moreover, (A.128) remains true if we
multiply this family by a given positive constant. Therefore, since α̂ is uniformly positive,
we may assume that the family (αk, vk, zk0 )k=1,...,nφE+1 is bounded by A and such that for all

k = 1, ..., nΦE + 1, αk is uniformly positive. Finally, we can apply Lemma A.18 to any convex
combination of elements of the family. This proves the part of the P-quali�cation associated
with equality constraints. Multiplying (α̂, v̂, ẑ0) by a positive constant, we can assume that it
is bounded by A and we can equally approximate it so that (A.110) holds and so that (A.111)
holds (if the variable ε of Lemma A.18 is chosen su�ciently small). We have proved that the
problem was P-quali�ed.

A.4 An example about Pontryagin's principle

We give here an example where there exists a multiplier such that the Hamiltonian inequality
(2.26) holds for all u ∈ U(t), but not for all u in

Ũ(t) := {u ∈ Rm : c(t, u, ȳt) ≤ 0} . (A.129)

Indeed, U(t) ⊂ Ũ(t) but it may happen that U(t) 6= Ũ(t).
Consider the optimal control problem

min yT (A.130)

subject to the following state equation with �xed initial state, in R:

ẏt = ut, y0 = y0, (A.131)

and to the following mixed constraint:

ut ≥ −yt, for a.a. t. (A.132)

The optimal control (ū, ȳ) is such that ūt = −ȳt and given an initial state y0, the optimal solution
is given by:

ūt = −y0e−t, ȳt = y0e−t. (A.133)
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The problem being quali�ed, there exists a normal Lagrange multiplier which is determined by ν.
Since the augmented Hamiltonian is stationary, we obtain that for a.a. t, pνt = νt, and therefore
the costate equation writes

−ṗνt = −pνt , pνT = 1, (A.134)

i.e. pt = νt = e−(T−t) > 0. Let us �x y0 = 0, the optimal solution is (0, 0) and Ũ(t) = U(t) = R+.
The Hamiltonian pu is minimized for a.a. t by ūt = 0 since pt > 0.

Now let us consider a variant of this problem. We replace the previous mixed constraint by
the following one:

ψ(ut) ≥ −yt, (A.135)

where ψ is a smooth function such that:{
∀u ≥ 0, ψ(u) = u,

∀u < 0, ψ(u) ≤ 0 and ψ(u) = 0⇐⇒ u = −1.
(A.136)

For y0 = 0, (0, 0) remains a feasible trajectory, since Ũ(t) = R+∪{−1}. In this case, U(t) = R+.
Let us check that (0, 0) is still an optimal solution. Let us suppose that there exist a feasible
trajectory (u, y) which is such that yT < 0. Then, let t ∈ (0, T ) be such that

yt ∈ (yT , 0) and ∀s ∈ [t, T ], ys ≤ yt. (A.137)

It follows that for a.a. s ∈ (t, T ),
ψ(us) ≥ −ys > 0. (A.138)

Therefore, us > 0 and y is nondecreasing on [t, T ], in contradiction with yt > yT . We have proved
that (0, 0) is an optimal solution, and the multiplier and costate remain unchanged. However,
the minimum of the Hamiltonian over Ũ(t) is reached for

u = −1 6= ūt. (A.139)
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