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ABSTRACT

The concept of autonomous mobile agents gets a lot of at-
tention in the domain of wireless sensor networks (WSN)
or wireless sensor and actuator networks (WSAN). Multi-
ple robots that coordinate or cooperate with other sensors,
robots or human operator, allow the WSN/WSAN to per-
form tasks that are far beyond the scope of single robot unit.
In this work, we describe the robot middleware architecture
that allows networked multi-robot control and data acquisi-
tion in the context of wireless sensor networks. Furthermore,
we present three examples of robot network deployment and
illustrate the proposed architecture usability: the robotic
network deployment with the goal of covering the Point of
Interest, adaptable multi-hop video transmission scenario,
and the case of obtaining the energy consumption during
the deployment.

Categories and Subject Descriptors

C.2.1 [Network Architecture and Design]: Wireless com-
munication;
I.2.9 [Robotics]: Sensors

Keywords

communication; implementation; multi-robot; WSN

1. INTRODUCTION
The advances in mobile robotics allow us today to add

the mobility concept into many different classes of wire-
less sensor networks (WSN) or wireless sensor and actuator
networks (WSAN) applications. The deployment of mobile
sensors is possible and useful in many application scenarios,
ranging from the environmental monitoring, e.g., volcano ac-
tivity, dispersion of fire, pollutants or gas plumes, and pub-
lic safety applications (event or object surveillance), to the
industry (structure and machinery health) and military ap-
plications (automated warfare, land mine detection). Man-
ual sensor deployment represents a rather difficult task to

Permission to make digital or hard copies of all or part of this work for personal or

classroom use is granted without fee provided that copies are not made or distributed

for profit or commercial advantage and that copies bear this notice and the full cita-

tion on the first page. Copyrights for components of this work owned by others than

ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or re-

publish, to post on servers or to redistribute to lists, requires prior specific permission

and/or a fee. Request permissions from permissions@acm.org.

PE-WASUN’13, November 3–8, 2013, Barcelona, Spain.

Copyright is held by the owner/author(s). Publication rights licensed to ACM.

ACM 978-1-4503-2360-4/13/11...$15.00

http://dx.doi.org/10.1145/2507248.2507260.

achieve in such type of applications due to various reasons.
The use of mobile agents, i.e., robotic platforms equipped
with sensory and motion capabilities, allows us to over-
come these difficulties by deploying the sensor network in a
random manner and applying the self-repositioning of self-
deploying techniques.

Multiple robots that coordinate or cooperate with other
sensors, robots or human operator, allow the WSAN to per-
form tasks that are far beyond the scope of single robot
unit. Indeed, the performance of networks composed of co-
ordinated robots that cooperate in achieving their goal, by
far exceeds the performance of one specialized robot that
needs to achieve all the tasks given. The improved perfor-
mance is due to the parallelism introduces in the network.
Improved performance induces the improved efficiency, that
reflects in the quality of fulfilled goal and the speed of its ex-
ecution. One of the challenged in networked robotics is the
robot intelligence, i.e., the ability recognizing the environ-
ment and specific situation, solve the unexpected problems
and dynamically reconfigure the network in the case of sud-
den errors and robot failures.

In this paper, we present robot middleware architecture
dedicated to the multi-robot deployment applications. Due
to the unpredictability of the deployment environment, fol-
lowed by the uncertainties regarding the robot robustness,
the deployment algorithm should fulfill some basic require-
ments. It should be localized (each robot relies only on
the locally available information), distributed (each robot
performs its calculations concerning neighborhood discov-
ery and path planning), efficient (minimal number of robots
should be used to achieve the maximum goals as possible by
using the minimal amount of resources), self-reconfigurable
(the network infrastructure should be automatically recov-
erable in the case of robot failures).

The middleware that we describe in this paper allows the
user to easily implement different types of deployment algo-
rithms. We provide the central base-station application that
allows a user to gather all the information sensed by the fleet
of robots, as well as to send commands to a group or an in-
dividual robots, thus introducing the manual control in the
robotic network if necessary. The middleware presented in
this work is dedicated to be used with Wifibot mobile robots
[20]. However, it can be easily adjusted in order to be used
with other robotic platforms. We present three examples of
robot network deployment and illustrate the proposed archi-
tecture usability: the robotic network deployment with the
goal of covering the Point of Interest, adaptable multi-hop



video transmission scenario, and the case of obtaining the
energy consumption during the deployment.

The remainder of the paper is organized as follows: the
motivation for this work and the problems of networked
robots in the context of WSN are discussed in Section 2.
Some related works are analyzed in Section 3. Robot mid-
dleware architecture and multi-robot network control details
are provided in Section 4. Three WSN applications where
our proposed control architecture is used are presented in
Section 5. Future works are announced and conclusions are
drawn in Section 6.

2. MOTIVATIONS
The motivation for this work is the increased use of the

mobile robots in the WSN applications. In order to increase
the effectiveness and efficiency of data collection, mobile
robots should cooperate in the terms of group movement
and the data acquisition. Coordinated mobility plays an im-
portant role in every aspect of the WSN applications, such
as structural health inspection, environmental monitoring,
area surveillance or broken network infrastructure restora-
tion. Mobile robots can be used in order to extend the over-
all network lifetime by interacting with sensor devices, as
well as providing the mobility to the sensors thus increasing
the quality of service.

Generally speaking, there are two classes of applications
in which the use of autonomous mobile robots is needed:

• inaccessible or unknown deployment environment in-
spection (warfare field, structural health monitoring,
and machinery inspection [13]),

• and the hazardous environment where the presence of
humans can be endangered (minefields, toxic gas leaks,
and pollutions source detection [9]).

Regarding the first class of applications, the mobile multi-
robotic networks play an important role in the field of elec-
tronic and visual reconnaissance, deployment field surveil-
lance, target detection, and identification. Most of these
applications have a military connotation up to a certain de-
gree, which is understandable since the huge amount of re-
sources are allocated in order to improve the quality and
usability of mobile robotic networks. Military applications
focusing on security are present in the second class of ap-
plications as well, with the applications such as minefield
exploration and mine detection, together with chemical, bi-
ological, radiological, nuclear, and explosive reconnaissance
problems that need to be solved with the help of mobile
robotic networks.

One typical example of the robot deployment for such
means is presented in [8]. A set of autonomous mobile
robotic vehicles is deployed in the building that suffered an
attack and therefore represented an unknown environment
with unknown number and placement of people inside. The
goal given to the set of robots was to explore the ruined
building, locate the people inside and to provide the res-
cuers with the exact information regarding the situation in
the building. Needless to say that the speed of the deploy-
ment was of the essence and that all the robots had to col-
laborate in order to save human lives. This example shows
that it is possible to achieve fast and reliable autonomous
robot deployments in order to tackle the problem that could
not be solved in a different way.

The middleware embedded in networked robots should
achieve the following tasks:

• interact with the robot firmware in order to drive the
wheel motors and collect the information regarding the
sensor output and the battery state,

• manage the communication with other robots and the
base-station in the network,

• process both sensed information about the environ-
ment and the messages received from the neighbors
in the network,

• react in a fast and reliable way to the events in the
environment.

Although many robotic networks assume the existence
and reliability of the global network infrastructure that can
be used for the communication and information collection
among the robots, this scenario cannot hold in the WSN
applications. Therefore, the robotic network should rely on
ad-hoc network infrastructure that allows any-to-any com-
munication paradigm among robots.

The communication part of the robotic network still repre-
sents a challenge in practical implementations, the details of
message exchange, information transmission and movement
coordination still represents and actual problem although a
significant amount of research has been conducted from the
point of view of optimization theory. Furthermore, the dy-
namic nature to the robotic network imposes new problems
regarding the perceived network neighborhood, energy con-
sumption, environment exploration and collaborative path-
planning. Finally, human aspect of the network control
should be considered. Although automated, a robotic net-
work should comprise a convenient manner of information
capture and individual robot control, that can be controlled
by human on demand. We try to give an answer to these
challenges by proposing our networked robots system archi-
tecture.

3. RELATED WORK
In this section, we provide the state of the art works in the

field of networked robotics and the robot middleware for de-
ployment purposes. A robot middleware is defined as a class
of software technologies designed to help manage the com-
plexity and heterogeneity inherent in distributed systems [1].
It is a software layer that is positioned above the operating
system and below the application layer. Parker proposes
one of the first works that focuses on an architecture for mo-
bile multi-robot management in [15]. In her thesis, Parker
describes a software architecture that facilitates the cooper-
ation between heterogeneous mobile robots. The proposed
middleware allows the team of robots to perform a specific
task and to respond to unexpected environmental changes.
This paper is the basis of our work. However, the architec-
ture in this paper includes more features. The most impor-
tant are the communication aspects between the robots and
the ease of implementing basic algorithm for wireless mobile
sensor applications.

Further development of robotic middleware continued with
Miro framework [19]. It comprises 3 layers: the device layer
that provides interface abstractions for the hardware com-
ponents and that is platform dependent, service layer that



provides services by using CORBA interface definition lan-
guage, and the framework layer that provides the user with
modules for robot control, localization, path planning, etc.
In the same year, in [7] a hierarchical framework is proposed
by the authors. This work mainly focuses on programming
aspects and the formal definition related to the proposed
high level language. Compared to our work, the proposed
work only describes some basic functionality which does not
include communication paradigms.

In [4], authors propose a control software to structure the
multiple robots architectures. This work mainly focuses on
high level primitive to create and provide a software inter-
face to ease the programming. The proposed framework
uses a Java virtual machine. The approach in our work does
not rely on any specific software and use the robot low level
primitives to build the robot cooperation and facilitating the
programming methods by giving an access interface to each
block. [3] describes a context-based design of robotics sys-
tem. The goal of authors’ approach is to improve the system
performance, by using the features of the situation at hand.
The work of Calisi et al. only focuses on the acquisition of
context and its use. The same features are developed in this
paper, but it also includes the communication part. In [11],
the authors describe a multi-agent based solution to control
and coordinate team-working mobile robots. The proposed
work is very interesting and divided the architecture into
three different blocks: physical, control and coordination.
However, they do not describe in detail the communication
modules which is one of the goals of our work.

One of the mostly used robotic middleware is Robotic
Operating System [16]. It is a component-based platform
supporting a client-server scheme for control flow and a
publisher-subscriber scheme for data flow. ROS is actually
not an operating system but rather a middleware that con-
sists of nodes, messages, topics and services. Nodes commu-
nicate among each other by publishing messages and sub-
scribing to published messages. However, its size and com-
plexity makes it infeasible for mobile devices with constrained
memory and computational power.

Other approaches to robotic middleware design and robotic
frameworks such as Pyro [2], Claraty [12], Open RTM [14]
and Orocos [18], can be found in survey papers of Mohamed
et al. [10] and Sanfeliu et al. [17]. The interested reader can
refer to [5] for a more detailed and recent survey on robotic
middleware.

The middleware implementation proposed in this paper
covers the basic aspects needed by the mobile robot deploy-
ment applications. Although there are some missing features
that are present in other existing solutions, the middleware
presented here is simple and portable, which makes it a good
choice for small, energy and memory constrained robotic
platforms used in swarm robotics.

4. ACRHITECTURE FOR MULTI-ROBOT

COOPERATION

4.1 Middleware architecture
Middleware presented in this work is dedicated for the

implementation on Wifibot mobile robots [20]. Wifibots are
differentially driven, battery powered, mobile development
platforms with integrated on-board computer (Figure 1).
The base system comprises four wheel drive motor board

controllable via RS232 link, 2 infrared range sensors, cam-
era, mini-pci WIFI card, Intel Atom D510 Duo Core proces-
sor, operating system installed on 4G compact flash memory
and a WIFI access point used for the tele-operation. Further
details about the robot construction can be found on man-
ufacturer’s website1. Figure 2 presents the detailed schema
of the proposed and implemented middleware architecture.

(a) (b)

Figure 1: Wifibot mobile robot (a) and a set of
robots in an experimental scenario (b).

Figure 2: Robot middleware architecture.

The motor control block is the crucial block in the com-
plete robot middleware architecture, since it is in charge of
controlling the built-in sensors and motor drivers. When
the movement decision has been brought in the deployment
algorithm implementation block, or by the user command,
it is processed by the motor driver and the motors are acti-
vated. Each motor is equipped with an encoder that gives
the information regarding the quantity of the movement.
This information is processed in the localization block. Two
infrared range sensors are mounted on the front part of the
chassis. In any case, the output from these two sensors is
used to prevent the collision with obstacles during the de-
ployment (including other robots as well). The output of
these sensors overrides the movement commands given to
the motor driver block, thus preventing any kind of colli-
sion. The battery block reports the electrical current and
voltage to the user, and therefore can be used to evaluate
the energy consumption of the robot during the deployment.

In this middleware implementation, two localization tech-
niques are used. The first one is the absolute localization

1http://www.wifibot.com/



technique that relies on the global positioning system (GPS)
receiver connected to the on-board computer. Without pro-
viding the details about the GPS localization technique, a
general comment about the localization accuracy is that it
is sufficient for the general use in automotive industry and
that it can be sufficient for a variety of robot deployment ap-
plications. However, it is worth noting that all the GPS lo-
calization techniques need a signal from the satellites, which
rules out this approach in confined and indoor environments.
The second localization technique is the dead-reckoning lo-
calization based on the output from motor encoders. This
kind of simple localization method is widely used since the
position derived from the motor movements can be easily
calculated in real-time. On the other hand, the biggest flaw
of this kind of approach is the localization error that accu-
mulates over time and the estimated location needs to be
corrected in order to be usable. In the case of Wifibots,
after the odometry parameter calibration, this method can
be used for the indoor localization in the case where move-
ment distances stay short. Another problem that arises with
the use of dead-reckoning methods is the need for a relative
coordinate system that needs to be shared among the set
networked robots.

The communication block is in charge of information ex-
change with neighboring entities in the network – robots and
base station. It is essentially composed of two parts: receiv-
ing and sending blocks. All the messages destined to a robot
are processed by the receiving block, Hello messages are
transfered towards the deployment algorithm block. Con-
trol messages destined to the robot that received the mes-
sage processes the message and act accordingly to its con-
tents by setting the parameters sent by the user. Robots in
the network are used as relays, therefore Data and Control
messages not destined to the current robot are transfered
forward towards the sending block. The role of the sending
block is twofold. First, it periodically checks the port where
the localization block outputs robot’s current position, then
it creates the Hello message with the updated location in-
formation and broadcasts it. Second role is the Data and
Control retransmission towards their destination. In case
if there is a need for message transmission towards a desti-
nation other that actual robot, sending block consults the
neighborhood table constructed by the neighborhood dis-
covery block and sends the message towards its destination.
This allows the multi-hop Control message transfer from the
base station towards all the robots in the network, as well as
information acquisition by relaying the Data messages from
the robots towards the base station.It is worth noting here
that all the messages that are passed between the blocks are
also sent to a separate port on each robot, thus leaving space
for other future upgrades and other block integrated in the
system.

The first part of the deployment algorithm is the neigh-
borhood discovery. Based on the information gathered upon
the reception of Hello messages from neighboring robots,
the neighborhood table is updated in the neighborhood dis-
covery block. In a majority of geometry-based deployment
techniques, a robot needs the exact position of the neigh-
boring robots from the neighbor table, as well as its own
precise position. All these calculations are covered by the
direction calculation block. After the direction calculations,
a robot has the defined direction and is ready to move. Al-
though the movement has direction has been calculated and

the robot is ready to move, if the obstacle is detected, all
the movements (even the deliberate movement commands
sent by the user) will be stopped. The second case is related
to the network connectivity preservation and is processed in
the connectivity block. After the movement direction has
been calculated, the maximal allowed movement distance is
calculated as well in order to prevent the network discon-
nections. After the maximal movement distance that keeps
the network connected has been calculated, this information
is sent towards the motor control block and transferred to-
wards the motor driver. Depending on the set of commands
and the deployment goal set by the user, the deployment al-
gorithm block can serve different types of algorithms, from
simple point-to-point linear movement to more complex de-
ployment algorithm presented in Section 5.

4.2 Multi-robot network control
An integral part of the sensor deployment in most ap-

plications is the establishment of the data acquisition in-
frastructure. The dynamic nature of the robot deployment
changes this paradigm in a sense that the network infras-
tructure must be auto-adaptable to environment conditions.
Examples for this are the disaster areas where it is not pos-
sible to elect a set of sensors that will play the role of the
communication backbone due to the possibility of sensor fail-
ures. The complete network should rather be equipped with
the mechanisms of overcoming these types of unexpected
environment behavior.

Setting up the network infrastructure may seem to be not
a so complex task, however, the problems of cost and time
to set it up can arise. The cost of the auto-adaptable net-
work infrastructure becomes an obstacle in remote and large
construction sites where the robotic network is used for a
structure and machinery health monitoring. In most mili-
tary applications that require fast and reliable response to
environmental changes, the network infrastructure reaction
time represents one of the major issues.

Our approach relies on the use of connectionless UDP
(User Datagram Protocol), that allows us to boost the ro-
bustness of the network. Prior to actual information routing
in the network it is necessary to construct a routing scheme.
The base station broadcasts the gradient control message
and the message is flooded in the network in the multi-
hop manner. During this process, on each message recep-
tion, a robot increments the gradient value in the message
or discards the message if it is already received. After all
the robots have received the message from the base station,
the process of establishing the robot gradient is completed.
When a robot has some information to transmit towards the
base station, it sends it to its neighboring robot with lowest
gradient. Due to the network dynamics, robots can lower
or increase their gradient numbers in case of changes in the
neighborhood.

In order to allow human interaction and the control of
individual robots, we introduced the Control messages in
the network. In this way, a user can use the base station
control application to control a set or an individual robot in
the network (Figure 3). Control messages are transmitted in
a multi-hop fashion towards the increasing gradient robots.



Figure 3: Multi-robot control application.

5. APPLICATIONS IN WSN
Robotic networks in the context of WSN suffer from the

same problem that strikes any product in development – the
compromise between thorough testing and the necessity to
move a designed system to the market quickly. Full system
testing is impossible to achieve, above all in the design of
mobile robots dedicated for the aforementioned applications,
since it is impossible to envisage all the possible situations
and hazards that could appear in the real world. In this
section, we use 3 examples of applications, in order to show
that our networked architecture can be used both for real
deployment and for network testing.

5.1 PoI coverage
Covering Points of Interest (PoI) in the deployment field is

one of the standard applications of WSN. More information
about the PoI coverage with mobile sensors can be found
in [6].

In order to ease the understanding of the deployment pro-
cedure, we use the following definitions and notations for the
network model. Let G(V,E) be the graph representing the
sensor network composed of mobile robots. V is the set of
vertices each one representing a robot and E ⊆ V 2 is the set
of edges, so that E = {(u, v) ∈ V 2 | u 6= v ∧ d(u, v) ≤ R},
where d(u, v) is the euclidean distance between robots u and
v and R is the communication range. The value of the R
can be set manually by using the base station application
(Figure 3). N(u) is the set of 1-hop neighbors of robot u,
so that N(u) = {v ∈ E | d(u, v) ≤ R}. We assume that
the positions of robot u and PoI p are denoted by u(x, y)
and p(x, y), respectively. We assume that at the beginning
of the deployment network is connected and the robots are
randomly spread out around the base station.

In order to cover the PoI, robots move toward one pre-
defined point that could be the PoI itself or the barycenter
of PoIs. While robots are moving, they must maintain con-
nectivity with their Relative Neighborhood Graph (RNG)
neighbors. Following the rules of connectivity preservation,
even if a robot does not cover the PoI, it must stop mov-
ing in order to maintain the connection. The direction of a

robot is given by the following unit vector :
−→
∆ =

−→
dp/||

−→
dp||,

where
−→
dp is the vector connecting the current position of

the robot with the PoI (Figure 4). When robot has com-

puted
−→
∆, it will move towards this direction. In the case

of the RNG neighbor constraints, the movement vector of

a robot is −→m = d ·
−→
∆, where d is the maximum distance

that the robot can travel while maintaining connectivity.
We set the following condition for the maximum distance d:
d ≤ (R − d+(u))/2, where R is the communication range,
d+(u) is the distance from robot u to its farthest RNG neigh-

bor. This condition ensures that robot u and RNG+(u) re-
main connected to each other, even in the case of movements
in opposite directions.

v

w u

PoI

d+(u)
−→
∆

−→
dpR

Figure 4: PoI coverage algorithm illustration.

In the direction block, the robot u computes its direc-

tion
−→
∆ based on its own position and the coordinates of

the PoI. In the connectivity block, the robot u calculates
the distance to travel and performs the actual movement.
Connectivity constraint ensures that if v = RNG+(u), then
d(u, v) ≤ d+(v). This inequality ensures that the connec-
tivity is still preserved between sensors u and v. If a robot
detects an obstacle during the deployment, it tries to cover
the auxiliary PoI (pA(xA, yA)) based on the gathered local
information about the obstacle. After the auxiliary PoI is
reached, it continues with initial PoI coverage steps. After
the movement is done, the steps are repeated until the PoI
is covered (WiDep, Algorithm 1).

Algorithm 1: Wifibot deployment algorithm (WiDep).

Require: The PoI location p(x, y).
Ensure: The coverage of the PoI p(x, y).
1: repeat

2:
−→
∆ =

−→
dp

||
−→
dp||

; d = (R − d+(u))/2

3: Movement using the direction
−→
∆ and distance d.

4: if obstacle detected then

5: Run WiDep for pA(xA, yA)
6: end if

7: until the PoI is reached

In this example application, the Wifibot’s on-board com-
puter serves us as the platform for the deployment algo-
rithm implementation, while the motor driver provides us
with the real-time information on power drawn from the
battery. Figure 5 shows the example of deployment with
obstacles, where 3 Wifibots are used. In order to cover the
PoI p(0, 11), the communication range is set to 4.5m. This
example illustrates the behavior of the implemented middle-
ware architecture dedicated for multi-robot deployment.

5.2 Multi-hop video transmission
Next example describe the use of middleware for the multi-

hop video transmission. We considers the behaviour of two
robots (R1 and R2) that are used as mobile transmission
relays between the video transmission source S and destina-
tionD nodes (Figure 6) and its impact on video transmission
quality. The robots can move on the straight line between
source and destination in order to ensure good quality to the
transmitted video, by measuring the transport layer prop-
erties of the link – ping delay and data loss.

Our goal in these experiments is to examine if it is possible
to use a simple movement algorithm to achieve better video
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Figure 5: Wifibot deployment with an obstacle

transmission quality and does it affect the parameters of
the transmitted video. Our assumption is that the mobile
robots are going to be placed at the distance d = 2(nnode−1)
from the source node (where nnode represents the robot’s
position in the network and the distance is given in meters).
In the context of this paper, the further details about the
positioning algorithm are not necessary.

It is worth noting that all the experiments are done in-
doors and therefore the maximal distance between the source
and the destination node is limited by the free space withing
the testing area (30 meters in our case). Furthermore, the
localization technique in this case relies only on the wheel
odometry.

Figure 6: Two video transmission scenarios with mo-
bile robots.

After the video transmission being evaluated, we present
the output of the positioning algorithm gathered by the in-
ner sensors. Two cases are presented, with one and two
robots autonomously positioning themselves in between source
and destination nodes. In the Figures 7 and 8, the time
units are represented by the movement decision steps from
the positioning algorithm, where each phase lasts for 16s.

The evolution of the position of the single mobile robots
between static source and destination nodes is depicted in
Figure 7. We can see that the robot positions itself in the low
data loss region after approximately 10 movement decisions,
and it slightly oscillates around the middle point until the
end of our test. This is an expected behavior since we saw
that the lowest loss region of the video transmission link is
exactly the middle region regarding the distance. Two mo-

bile robot scenario shows satisfactory results regarding the
robot placement during the algorithm run (Figure 8). As it
could be expected, robots choose approximately equidistant
positions to preserve low data loss.
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Figure 7: Trajectory of the robot running the posi-
tioning algorithm while transmitting the video.
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Figure 8: Trajectories of two robots running the po-
sitioning algorithm.

This example shows that our middleware architecture is
usable in the context of WSN where there is a need for video
signal acquisition, while performing the movements in order
to improve the transmitted video quality.

5.3 Energy consumption evaluation
In this final example, we use the proposed middleware

in order to analyze the Wifibot power consumption. In all



the deployment scenarios, when the movement is being per-
formed, the robot varies its movement velocity from the zero
value v0 (robot does not move, standby mode) to the desired
speed v < vmax (movement mode, where vmax represents the
maximal allowed robot velocity, configurable in base station
application). Figure 9 shows the evolution of desired and
actual speed of Wifibot during the movement of 5m. These
measures are obtained from the output of the inner sensors.

The speed in Figure 9 is represented in motor encoder ticks
per 50ms, where the value of 140 corresponds to the velocity
of 0.5m/s. Furthermore, the same figure shows the real-time
consumed power during the same movement. We use the
mean power value to overcome the noisy measurements. It
is worth noticing the impact of motor speed controller on
the actual obtained movement velocity and power, that is
captured by the sensory block.
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Figure 9: Speed and power data during the 5m
movement. The speed of 140 ticks per 50 ms corre-
sponds to the speed of 0.5m/s.

In order to quantify the robot energy consumption while
not moving (standby mode), we measure the average power
during the period of T = 600s. Obtained results from the
inner sensors show that the power in standby mode is P0 =
8.568 W.

Likewise, in order to quantify the power drawn from the
battery during the movement, we vary the desired speed
from 0.1m/s to 0.9m/s with the step of 0.1 and measure
the power during the period of T = 120s. The obtained
results are presented in Figure 10 and the power depending
on the movement velocity, can be expressed as: Pmov(v, t) =
11.55v(t) + 14.838W The robot varies its velocity during
the deployment, thus both the velocity v(t) and the power
Pmov(v, t) are the functions of time.

The energy consumption E during the period T is calcu-
lated as the time integral of movement power. Therefore,
by combining P0 and Pmov(v, t) into the expression for the
consumed energy E, we get the desired energy model:

E =















T
∫

0

P0 dt = 8.568T [J ] if v = 0

T
∫

0

Pmov(v, t) dt = 11.55
T
∫

0

v(t) dt+ 14.838T [J ] if v > 0.

The energy consumption simulated for each sensor and
the energy consumed during the implementation is presented
in Figure 11. Measured results show that the energy con-
sumption values are highly correlated, with a small differ-
ence in the energy of the robots closer to the base station
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Figure 10: Average power during the movement
with different speeds (from 0.1 to 0.9m/s) obtained
as the output of the inner sensors.
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Figure 11: Simulation and implementation results
for total consumption with relation to the robot po-
sition.

and high accuracy of predicted energy consumption for the
robots that are closer to the PoI.

Obtained results show that the proposed middleware ar-
chitecture allows the user to monitor the energy consump-
tion on demand by the use of the control application.

6. CONCLUSIONS AND FUTURE WORK
In this work, we described the robot middleware archi-

tecture that allows networked multi-robot control and data
acquisition in the context of wireless sensor networks. We
presented three specific examples of robot network deploy-
ment and illustrated the proposed architecture usability: the
robotic network deployment with the goal of covering the
Point of Interest, adaptable multi-hop video transmission
scenario, and the case of obtaining the energy consumption
during the deployment. Obtained experimental results show
that our middleware and networked robot communication
architecture is feasible in the context of WSN with mobile
robots.

Many different challenges arise in the field of networked
robots for the applications of wireless sensor networks. One
of the problems is the problem of scalability in the network,
notably regarding the control and information acquisition
among a large number of robots. New data routing protocols
should be designed in order to cope with the unpredictabil-
ity and dynamic nature of the robotic networks. Another
fundamental problem is the problem of security. It is re-
lated both to the transmitted information security as well
as the robot and sensory devices. Networked robots security



issues are closely related to the self-reconfiguration abilities,
followed by the detection of the errors in the communication
processes. Our future work will focus on these issues.
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