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Abstract. We study the linear convergence of a simple pattern search
method on non quasi-convex functions on continuous domains. Assump-
tions include an assumption on the sampling performed by the evolu-
tionary algorithm (supposed to cover efficiently the neighborhood of the
current search point), the conditioning of the objective function (so that
the probability of improvement is not too low at each time step, given a
correct step size), and the unicity of the optimum.

1 Introduction

Continuous evolutionary algorithms are well known for robust convergence. How-
ever, most proven results are for simple objective functions, e.g. sphere functions
[1]. Results also include compositions with monotone functions (so that not
only convex functions are covered), but the considered objective functions are
nonetheless still almost always quasi-convex (i.e. sublevel sets are convex), as well
as most derivative free optimization algorithms [4], whereas nearly all testbeds
are based on more difficult functions [7, 11]. Extensions to non quasi-convex func-
tions are still rare [12] and limited to convergence (i.e.: asymptotically we will
find the optimum). We here extend such results to linear convergence (i.e. the
precision after n iterations is O(exp(−Ω(n))).There are works devoted to uni-
modal objective functions, without convexity assumptions [6], but such works
are in the discrete domain and do not say anything for the linear convergence on
continuous domains. All in all, only one of the six objective functions of Fig. 1
is covered by existing results, in terms of linear convergence.

In this paper, we prove linear convergence of a simple pattern search method
with derandomized sampling on non quasi-convex families of functions. Section 2
presents the framework, and the assumptions under which our results hold. Sec-
tion 3 is the mathematical analysis, under this set of assumptions. Section 4
presents the application to positive definite quadratic forms: it shows that the
family of quadratic forms with conditioning bounded by some constant verifies
our set of assumptions, and therefore that our evolution strategy with deran-
domized sampling has linear convergence rate on such objective functions. Inci-
dentally, this section emphasizes the critical underlying assumptions for proving
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Fig. 1. Six graphical representations of easy objective functions; only the first one
(sphere) is covered by existing linear convergence results. Even the sixth one (ellipsoids)
is not included in published linear convergence results. We extend to all functions
verifying Eqs. 1-6 (see these equations in text), including all functions presented here.
We present assumptions under which our results hold in Section 2, the main result in
Section 3, and we will show in details that the sixth case above (quadratic functions)
is covered by the result in Section 4 (but case 1 is a special case of case 6, and cases 2,
3, 4, 5 can be tackled similarly). [12] provides other examples, with different but very
related assumptions; their examples are also covered by our theorem.

the result, suggesting extensions to other families of fitness functions. Section 5
concludes and discusses limitations and further work.

2 A Simple Pattern Search Method

We consider an evolutionary algorithm as in Alg. 1. As the sampling is de-
randomized, we might indeed call this algorithm a pattern search method. We
assume the followings.

The Objective Function

We assume that the function f has a unique minimum. Without loss of generality,
we assume that the objective function verifies f(0) = 0 and that this is the
minimum. The considered algorithms are invariant by transition or composition
with monotone functions, so this does not reduce the generality of the analysis.

Conditioning

We assume that
K ′||x|| ≤ f(x) ≤ K ′′||x|| (1)

for all x in R
d and for some constants K ′ > 0 and K ′′ > 0. We point out

that, as we consider algorithms which are invariant under transformations of the
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Algorithm 1 The Simple Evolution Strategy. In case there is no unicity for
choosing x′, any breaking tie solution is ok. (c) refers to the counting operation,
which will be important in the proof. [[1, k]] stands for the integer set {1, . . . , k}.

Initialize x ∈ R
d

Parameters k ∈ N
∗, δ1, . . . , δk ∈ R

d, σ ∈ R
∗
+, k1 ∈ N

∗, k2 ∈ N
∗

for t = 1, 2, 3, . . . do

// just for archiving

Xt ← x

// mutations

For i ∈ [[1, k]], xi ← x+ σδi

// useful auxiliary variables

n← number of xi such that f(xi) < f(x) (c)
x

′ ← xi with i ∈ [[1, k]] such that f(xi) is minimum

// step-size adaptation

if n ≤ k1 then

σ ← σ/2
end if

if n ≥ k2 then

σ ← 2σ
end if

// win: accepted mutation

if k1 < n < k2 then

x← x
′

end if

end for
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objective function by composition with monotonic functions, this assumption is
not so strong as a constraint and quadratic positive definite forms with bounded
condition number are in fact covered (their square root verifies Eq. 1).

Good Sampling

Here we use the derandomized sampling assumptions (Eqs. 2-6), which are cru-
cial in our work. This sampling is deterministic, as in pattern search methods
[4]. We assume that for some 0 < b < b′ ≤ 2b′ ≤ c′ ≤ c, 0 < η < 1 and ∀x ∈ R

d,

σ too large: σ ≥ b−1||x||

⇒ #{i ∈ [[1, k]]; f(x+ σδi) < f(x)} ≤ k1 (2)

σ small enough: σ ≤ b′−1||x||

⇒ #{i ∈ [[1, k]]; f(x+ σδi) < f(x)} > k1 (3)

σ large enough: σ ≥ c′−1||x||

⇒ #{i ∈ [[1, k]]; f(x+ σδi) < f(x)} < k2 (4)

σ too small: σ ≤ c−1||x||

⇒ #{i ∈ [[1, k]]; f(x+ σδi) < f(x)} ≥ k2 (5)

Perfect σ: b′
−1
||x|| ≤ σ ≤ c′

−1
||x||

⇒ ∃i ∈ [[1, k]]; f(x+ σδi) ≤ ηf(x) (6)

Discussion on Assumptions

Assumptions 2, 3, 4, 5, 6 basically assume that the sampling is regular enough
for the shape of the level sets. For example, the finite VC-dimension of ellipsoids
ensure that, when the conditioning is bounded, quadratic functions verify the
assumptions above (and therefore the theorem below) with arbitrarily high prob-
ability if δ1,. . . ,δk are randomly drawn and if k is large enough. Importantly, the
critical assumption in the derandomization is that all iterations have the same
δ1, . . . , δk. This will be developed in Section 4.

Assumptions 6 and 1 use the fitness values; but they just have to hold for
one of the fitness values obtained by replacing f with g ◦ f with g a monotone
function.

3 Mathematical Analysis

Main Theorem: Assume Eqs. 1-6. There exists a constant K, depending on
η,K ′,K ′′,maxi ||δi|| only such that for index t sufficiently large

ln(||Xt||)/t ≤ K < 0 (7)
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(with ln(0) = −∞) where the sequence of Xt is defined as in Alg. 1.

B

B

A

C

C

Fig. 2. The linear convergence proof in a nutshell. X-axis: − ln(||x||). Y-axis: l =

ln( ||x||
σ

). At each iteration, either case A holds: then the iteration is for sure an im-
provement by a factor at least η, or case B holds: the iteration can be an improvement
or not; if not, the point is moved towards case A by ln(2) upwards or downwards, or
case C holds: then x is moved upwards (if it is at the bottom) or downwards (if it
is at the top). This ensures that after finitely many time steps we go back to case A
unless there is a “win” by case B in the mean time. The crucial point for the proof is
that each “win” is an improvement by least a controlled factor η, so that the slope of
“win” arrows is bounded, so that there is linear convergence and not only an infinite
sequence of “small” improvements.

Proof: First, we briefly explain and illustrate the proof, before the formal proof
below. The proof is sketched in Fig. 2. At each iteration t, we are at some point in
the figure; the x-axis is − ln(||x||) (equivalent to − ln(f(x)), by Eq. 1), the y-axis

is l = ln
(

||x||
σ

)

. The step-size adaptation ensures that if we are at the bottom

(l ≤ ln(b)), we go upwards; if we are at the top (l ≥ ln(c)), we go downwards.
Between l = ln(b) and l = ln(c), everything can happen; but if there’s no “win”
case in the mean time, we will arrive between l = ln(b′) and l = ln(c′), where
a win is ensured. As steps are fast, this can not take too much time (if there is
no “win”, l increases by ln(2) or decreases by ln(2) in direction of the “forced
win” range [ln(b′), ln(c′)]). This will be formalized below. c′ ≥ 2b′ ensures that
the algorithm can not jump from l < ln(b′) to l > ln(c′) or from l > ln(c′) to
l < ln(b′). Therefore there is necessarily a “win” in the mean time. Eq. 6 ensures
that wins provide a significant improvement.

We now write the proof formally. Consider an iteration of the algorithm,
with n the number of mutations i with f(x+ σδi) < f(x) (as defined in Alg. 1,
Eq. (c)).
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Define l = ln
(

||x||
σ

)

. Eqs. 2-6 can be rephrased as follows:

l ≤ ln(b)⇒ #{i ∈ [[1, k]]; f(x+ σδi) < f(x)} ≤ k1 (8)

l ≥ ln(b′)⇒ #{i ∈ [[1, k]]; f(x+ σδi) < f(x)} > k1 (9)

l ≤ ln(c′)⇒ #{i ∈ [[1, k]]; f(x+ σδi) < f(x)} < k2 (10)

l ≥ ln(c)⇒ #{i ∈ [[1, k]]; f(x+ σδi) < f(x)} ≥ k2 (11)

ln(b′) ≤ l ≤ ln(c′)⇒ ∃i ∈ [[1, k]]; f(x+ σδi) ≤ ηf(x) (12)

Define x′ as in Alg. 1. We get the following behavior:

– Forced increase: if l ≤ ln(b), then n ≤ k1; σ is divided by 2, and l is increased
by ln(2) (Eq. 8). This is a case C in Fig. 2.

– Forced decrease: if l ≥ ln(c), then n ≥ k2; σ is multiplied by 2, and l is
decreased by ln(2) (Eq. 11). This is a case C in Fig. 2.

– Forced win: if ln(b′) ≤ l ≤ ln(c′), then x ← x′; this is the “sure win”
case (Eq. 12); l can be increased (at most by maxi ||δi||) or decreased (by
∆ = ln(||x||/||x′||)). This is a case A in Fig. 2.

Importantly, these 3 cases do not cover all possible cases; ln(c′) < l < ln(c) and
ln(b) < l < ln(b′) are not covered in items above. These two remaining cases are
termed case B in Fig. 2.

Step 1: Showing that there are infinitely many wins.

The two first lines above (case l ≤ ln(b) and case l ≥ ln(c)) ensure that if l is
too low or too high, it eventually comes back to the range [ln(b′), ln(c′)] (where
a win necessarily occurs), unless there is a win in the mean time (in the range
[ln(b), ln(c)] where wins are not sure but are possible). Importantly, l can increase
or decrease by ln(2) at most; so the algorithm can not jump from less than ln(b′)
to more than ln(c′). This ensures that infinitely often we have a win x ← x′.
But we want linear convergence. Therefore we must consider how many steps
there are before we come back to a “win”, and how large are improvements in
case of “win”.

Step 2: showing that “wins” are big enough.

In all cases of “win”, i.e. k1 < n < k2, with ∆ = ln(||x||/||x′||), we know that

f(x′) ≤ ηf(x) and f(x′) ≤ K ′′||x′|| ≤ K′′

K′

||x′||
||x|| f(x) so that ln(f(x)) is decreased

by at least
max(ln(1/η), ln(K ′/K ′′) +∆). (13)

After a “win”, with l′ = ln
(

||x′||
σ

)

,

– if l′ ≤ ln(b′), then the number of iterations before the next win is at most
z = 1 + ln( c

b
)∆/ ln(2), because l′ ≥ ln(b) − ∆ ≥ ln(b′) − ln(b′/b) − ∆ ≥

ln(b′)− ln(c/b)−∆ and forced increase are by steps of at least ln(2).
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– if l′ ≥ ln(c′), then the number of iterations before the next win is at most
z = 1+ln( c

b
)maxi ln(||δi||)/ ln(2), because l

′ ≤ ln(c)−maxi ln(δi) ≤ ln(c′)−
ln(c′/c) − maxi ln(δi) ≤ ln(c′) − ln(c/b) − maxi ln(δi) and forced decreases
are by steps of at least ln(2).

– less than in both cases above, otherwise.

In both cases, Eq. 13 divided by z is lower bounded by some positive constant

ProgressRate

= Eq. 13 divided by z

=
max(ln(1/η), ln(K ′/K ′′) +∆i)

min(1 + ln(c/b)∆i/ ln(2), 1 + ln(c/b)maxj ln(||δj ||)/ ln(2))
. (14)

Step 3: summing iterations.

Eq. 14 is the progress rate between two wins, after normalization by the number
of steps between these two wins. Hence if t > n0,

ln(f(Xt)) ≤ ln(f(X1))− (t− n0)×
∑

i

max(ln(1/η), ln(K ′/K ′′) +∆i)

min(1 +∆i/ ln(2), 1 + maxj ln(||δj ||)/ ln(2))
(15)

where the summation is for i index of an iteration t with a “win”, and n0 is
the number of initial iterations before a “win” (i.e. n0 depends on the initial
conditions but it is finite).

Eq. 15 yields the expected result.
This result would be void if there was no algorithm and no space of functions

for which assumptions 1-6 hold. Therefore, next Section is devoted to showing
that for the important case of families of quadratic functions with bounded
conditioning, assumptions 1-6 hold, and therefore the theorem above holds.

4 Application to Quadratic Functions

This section shows an example of application of the theorem above. The main
strength of our results is that it covers many families of functions; yet, Eqs. 1-
6 are not so readable. We show in this section that a simple family of fitness
functions verify all the assumptions.

We consider the application to positive definite quadratic forms with bounded
conditioning, i.e. we consider f ∈ F with F the set of quadratic positive definite
objective functions f such that

maxEigenV alue(Hessian(f))

minEigenV alue(Hessian(f))
< cmax <∞. (16)

Notably, thanks to the use of VC-dimension, the approach is indeed quite generic
and can be applied to all families of functions obtained by rotation/translation
from fitness functions in Fig. 1.
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Instead of working on Q directly, with x 7→ Q(x−x∗) a quadratic form with
Q positive definite with optimum in 0, we work on x 7→

√

Q(x− x∗), so that
Eq. 1 is verified; as considered algorithms are invariants by composition with
monotone functions, this does not change the result.

We assume that δ1, δ2, . . . , δk are independently uniformly randomly drawn
in the unit ball B(0, 1). From now on, we note p = px,σ,f the probabil-
ity that f(x + σδi) is in E = f−1([0, f(x)[), and p̂ = p̂x,σ,f the frequency
1

k

∑k

i=1
1x+σδi∈E . We will often drop the indices for short.

The assumptions in Section 2 essentially mean that frequencies are close
to expectations for x + σδi ∈ f−1([0, f(x)[) and x + σδi ∈ f−1([0, ηf(x)[),
independently of x, σ, f . This is typically a case in which VC-dimension [14]
can help.

The purpose of this section is to show Eqs. 1-6, for a given family of functions,
namely the family F defined above; by proving Eqs. 1-6, we show the following.

Corollary: Assume that the δi are uniformly randomly drawn in the unit ball
B(0, 1). Assume that F is the set of quadratic functions with minimum in 0
(f(0) = 0) which verify Eq. 16 for some cmax <∞. Then, almost surely on the
sequence δ1, δ2, . . . , δk , for k large enough and some parameters k1 and k2 of
Alg. 1, then Eqs. 1-6 hold, and therefore for some K < 0, for all t > 0,

ln(||Xt||)/t ≤ K (17)

with ln(0) = −∞ and where the sequence of Xt is defined as in Alg. 1.

Proof: We use the main theorem above for proving Eq. 17, so we just have to
prove that Eqs. 1-6 hold.

Step 1: using VC-dimension for approximating expectations by fre-

quencies. Thanks to the finiteness of the VC-dimension of quadratic forms
(see e.g. [5]), we know that for all ǫ > 0, almost surely in δ1, δ2, . . . , δk, for all
δ > 0 and k sufficiently large, with probability at least 1− δ,

sup
x,f,σ>0

|p̂x,σ,f − px,σ,f | ≤ ǫ/2 (18)

where x ranges over the domain, f ranges over F .
For short, we will often drop the indices, so that Eq. 18 becomes Eq. 19:

sup
x,f,σ>0

|p̂− p| ≤ ǫ/2 (19)

The important point here is that this result is a uniform result (uniform on
f ∈ F ); this is not just a simple law of large numbers, it is a uniform law of large
numbers, so that it is not a mistake if there is a supremum on x, σ, f . Almost
surely, the supremum is bounded; it is not only bounded almost surely for each
x, σ, f separately, and this is the key concept in this proof.
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Step 2: showing that σ small leads to high acceptance rate and σ

high leads to small acceptance rate. Thanks to the bounded conditioning
(Eq. 16), there exists ǫ > 0 s.t.

s <
1

2
s′ (20)

with s = sup

{

σ

||x||
;σ,x, f s.t. p ≥

ǫ

2

}

and s′ = inf

{

σ

||x||
;σ,x, f s.t. p <

1

2
−

ǫ

2

}

because s→ 0 as ǫ→ 0 and s′ →∞ as ǫ→ 0.
Eq. 20 implies

sup

{

σ

||x||
;σ,x, f s.t. p̂ ≥ ǫ

}

≤ sup

{

σ

||x||
;σ,x, f s.t. p̂ ≥

ǫ

2

}

(21)

and
1

2
s′ ≤

1

2
inf

{

σ

||x||
;σ,x, f s.t. p̂ <

1

2
− ǫ

}

. (22)

So, Eqs. 21, 22 and 19, with k large enough, imply

sup

{

σ

||x||
;σ,x, f s.t. p̂ ≥ ǫ

}

<
1

2
inf

{

σ

||x||
;σ,x, f s.t. p̂ <

1

2
− ǫ

}

. (23)

Eq. 23 provide k1, k2, c
′ and b′ as follows for Eqs. 4 and 3:

1

b′
= 2 sup

{

σ

||x||
;σ,x, f s.t. p̂ ≥ ǫ

}

1

c′
=

1

2
inf

{

σ

||x||
;σ,x, f s.t. p̂ <

1

2
− ǫ

}

k1 = ⌊ǫk⌋

k2 =

⌈

(
1

2
− ǫ)k

⌉

ǫ < 1

10
(due to step 1), and Eqs. above imply c′ ≥ 2b′.

Step 3: showing that k large enough and σ well chosen leads to at least

one mutation with significant improvement. Similarly, k large enough
yield

b−1 = sup

{

σ

||x||
;σ,x, f s.t. p̂ > k1/k

}

,

c−1 = inf

{

σ

||x||
;σ,x, f s.t. p̂ < k2/k

}

,
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which provide Eqs. 5 and 2 with b < c thanks to ǫ < 1

10
(ǫ was chosen with

ǫ < 1

10
in step 1). Eqs. 2-5 then imply b < b′ and c′ < c.

We now have to ensure Eq. 6. Equations Eq. 1-5 are proven above for k
sufficiently large; from now on, we note q = qx,σ,f the probability that f(x+σδ1)

is in E′ = f−1([0, ηf(x)[), and q̂ = q̂x,σ,f the frequency 1

k

∑k

i=1
1x+σδi∈E′ . For

showing Eq. 6, let us assume

b−1 ≤
σ

||x||
≤ c−1;

this implies q > ǫ0 for some ǫ0 > 0; so for k sufficiently large for ensuring
supσ,x,f |qx,σ,f − q̂x,σ,f | ≤ ǫ0/2, by VC-dimension, we get q′ ≥ ǫ0/2 > 0, which
implies that at least one δi verifies x+ δi ∈ E′. This is exactly Eq. 6.

Step 4: concluding. We have shown Eqs. 1-6 for square roots of positive
definite quadratic normal forms with bounded conditioning. Therefore, the main
theorem can be applied and leads to Eq. 17.

5 Discussion and Conclusion

This work provides, to the best of our knowledge, the first proof of linear conver-
gence of evolutionary algorithms (here, the Simple Evolution Strategy in Alg. 1)
in continuous domains on non quasi-convex functions. Indeed, even the applica-
tion to quadratic positive definite forms is new. This proof is for derandomized
samplings only, which means that the mutations δi, before multiplication by
the step-size which obviously varies, are constant. A main missing point for an
application is the evaluation of the convergence rate as a function of condition
numbers (see extensions below) and the extension to randomized algorithms
preferred by many practitioners.

In Section 5.1 we discuss extensions of this paper that we plane to develop
in the near future, and in Section 5.2 deeper (harder to get rid of) limitations.

5.1 Extensions

Two properties are used for applying our main theorem to quadratic functions
with a bound on condition numbers:

– VC-dimension of level sets. VC-dimension is a classical easy tool for showing
that a family of functions verify a property such as Eq. 19 for arbitrarily
small ǫ > 0, provided that k is large enough.

– Eq. 20, also crucial in the proof, is directly a consequence of bounded con-
ditioning (assumption formalized in Eq. 16).

With these two assumptions, we can show Eqs. 1-6, and then the theorem can
be applied. This is enough for objective functions with level sets having simple
graphical representations with rotations/translations.
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However, we do not need assumptions so strong as finite VC-dimension for
showing Eqs. 1-6. Glivenko-Cantelli results are enough; and for this, finiteness
of the bracketing covering numbers, for example, is enough [13]; this is the most
natural extension of this work. In particular, there are results showing the finite-
ness of bracketing covering numbers for families of Hölderian spaces of functions;
this is a nice path for applying results from this paper to wide families of func-
tions.

Assumptions in [2] are slightly different from assumptions in this paper; their
main assumption are

– the frontier of any level set f−1(r) has a bounded curvature.
– for some Cmin ∈ R and Cmax ∈ R, with x∗ the (assumed unique) optimum

of the objective function f and f(x∗) = 0, for any r ∈ R, we have

B(x∗, Cminr) ⊂ f−1(r) ⊂ B(x∗, Cmaxr).

The second assumption is equivalent to our conditioning assumption, but the
first one is not directly equivalent to our derandomized sampling assumptions.
Refining the assumptions might be possible by combining their assumptions and
our assumptions.

Condition numbers are classical for estimating the difficulty of local conver-
gence; a nice condition number for difficult optimization should generalize some
classical condition number from the literature, and include non-differentiable
functions as well. [12] did a first step for that; in particular, isotropic algorithms
do not solve functions with infinite condition number (for the definition of [12]),
whereas covariance-based algorithms [10, 8] do.

5.2 Limitations

In this paper, we work on an evolutionary algorithm for which mutations δi’s are
randomly drawn once and for all (the same mutation vectors δ1, . . . , δk for all
iterations of the algorithms). This makes the proof much easier. We believe that
the proof can be extended to the case in which the mutations are randomly drawn
at each iteration, as in most usual cases; yet, the adaptation is not straightfor-
ward; we must study the frequency (over iterations) at which assumptions 2-6
hold, and the consequences of bad cases on Eq. 15. For this paper, we just as-
sume that the δi’s are randomly drawn once and for all iterations; equivalently,
they could be quasi-randomized.

Cumulative adaptation [9] is not considered in our analysis; this is a consider-
ably harder step for generalizing our results, because then the simple separation
between 5 cases (see Fig. 2) is the idea that clearly divides the proof between
step-size adaptation and progress rate.

This work covers quadratic functions, but the rates are not independent of
the conditioning, so complementary results are necessary for algorithms evolving
a covariance matrix, such as [10, 3, 8]. Maybe ergodic Markov chains are a better
tool for showing such results [1].
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We work under assumptions which imply a very large k. More precisely, using
VC-dimension or bracketing numbers, it is possible to get explicit bounds on k,
but these numbers will be far above the usual values for k. Obtaining results for
limited values of k is a classical challenge in machine learning, and for the mo-
ment only huge values of k are applicable when using VC-dimension assumptions.
Seemingly, weaker assumptions are enough, such as Glivenko-Cantelli properties
[13]. For this paper, VC-dimension is easier to use and sufficient for our purpose.

Acknowledgements We are grateful to Rémi Bergasse [2] for interesting dis-
cussions.
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