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Abstract

We propose and study a new set of enhancement features to improve the performance of reliable transport in Delay Tolerant Networks (DTNs) consisting of both unicast and multicast flows. The improvement in reliability is brought in by a novel Global Selective ACKnowledgment (G-SACK) scheme and random linear network coding. The motivation for using network coding and G-SACKs comes from the observation that one should take the maximum advantage of the contact opportunities which occur quite infrequently in DTNs. Network coding and G-SACKs perform “mixing” of packet and acknowledgment information, respectively, at the contact opportunities and essentially solve the randomness and finite capacity limitations of DTNs. In contrast to earlier work on network coding in DTNs, we observe and explain the gains due to network coding even under an inter-session setting. Our results from extensive simulations of appropriately chosen “minimal” topologies quantify the gains due to each enhancement feature. We show that substantial gains can be achieved by our proposed enhancements that are very simple to implement.
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1. Introduction

Mobile Ad hoc NETworks (MANETs) aim at making communication between mobile nodes feasible without any infrastructure support. If the spatial density of mobile nodes in a MANET is too low, then an end-to-end path between a source and a destination almost never exists, and two mobile nodes can communicate only when they come within the radio range of each other. Such sparse and/or highly mobile MANETs fall into the class of Delay Tolerant Networks (DTNs) that are characterized by frequent link disruptions and highly intermittent connectivity. There can be several reasons for intermittent connectivity such as limited wireless radio range, sparsity of mobile nodes, limited energy resources, attack, and noise [2].

Apart from sparse MANETs, other examples of DTNs include Inter-Planetary Networks (IPNs) [3] which pertain to deep-space communication. Examples of terrestrial applications of DTNs include sparse Vehicular Ad hoc NETworks (VANETs) [4], Pocket Switched Networks (PSNs) [5], Airborne Networks (ANs) [6], Mobile Social Networks (MSNs) [7], Under Water Networks (UWNs) [8] and “Data Mules” [9].

In DTNs, due to highly intermittent connectivity, no contemporaneous end-to-end path may ever exist [10], and hence, the nodes must adopt a Store-Carry-and-Forward paradigm of routing. A source has to depend on the mobility of other nodes, which act as “relays”, and data packets and ACKnowledgments (ACKs) get transferred between a source and a destination through one or more relays. This in-
hence entails a large delay. Since the nodes take advantage of the transmission opportunities during contacts with other nodes in order to exchange packets, such forwarding mechanism is sometimes also referred to as opportunistic routing.

In reliable transport, a source wishes to ensure that the information it sends arrive correctly and “in order” at the destination. The Transmission Control Protocol (TCP) is by far the most deployed protocol for reliable transport. However, TCP turns out to be very inefficient for reliable transport in MANETs, because it misinterprets losses due to interference and link failures as losses due to congestion [11]. This is even worse in the case of DTNs due to intermittent connectivity [12]. Transport solutions for MANETs, that are based on cross-layer signaling [13], [14], [15], are not suitable for DTNs, because only opportunistic routing can be performed.

Clearly, the performance of routing and transport in DTNs is very much dependent both on the mobility of the nodes and the packet replication method [16], and there is a need for transport solutions that could leverage this special characteristics of DTNs. In this paper, we propose and study several “smart” techniques for replicating packets and acknowledgments in order to improve the performance of reliable transport in DTNs, and show their efficacy under a realistic heterogeneous mobility model as well as a homogeneous mobility model.

1.1. Literature Survey

Several methods for spreading packets in DTNs have been investigated under opportunistic routing, for example, spray-and-wait routing [17], probabilistic routing [18], direct delivery and two-hop routing [19], and epidemic routing [20]. Much of the existing literature on DTNs focuses on the routing aspect and relatively fewer pieces of work deal with reliable transport. The literature on transport in DTNs is primarily concerned with deep-space communication [21], [22], [23], [24], [25], [26], [27].

The Bundle Protocol [21] specifies a framework rather than a concrete protocol implementation. The “Saratoga” protocol [22] provides an IP-based convergence layer in DTNs supporting store-and-forward of bundles. It performs UDP-based transfer of IP packets with Selective Negative ACKnowledgements (SNACKs). The Licklider Transmission Protocol (LTP) [23] is designed to serve as a DTN convergence layer protocol. It provides retransmission-based reliable transfers over single-hop connections and supports both reliable and unreliable data transmission. The CFDP protocol [24] provides file copy services over a single link and requires all parts of a file to follow the same path to the destination. The Deep-Space Transport Protocol (DS-TP) [25] is based on Double Automatic Retransmission to provide proactive protection against link errors. The TP-Planet [26] protocol employs Additive Increase Multiplicative Decrease control mechanism and uses time-delayed Selective ACKnowledgments (SACKs) to deal with asymmetric bandwidth. SCPS-TP [27] adopts major TCP functionalities and extends them in order to deal with some of the unique characteristics of deep-space links. Harras and Almeroth [28] probed into issues related to the use of transport in a DTN environment. Fall and MaCanne [29] discussed important issues related to transport performance not specific to DTNs.

Ahlswede et al [30] initiated the study of network coding. Ho et al [31] proposed the random linear coding technique. Network coding research originally studied throughput performance without delay considerations for channels with no erasures and no feedback [30, 32, 33]. The network coding based routing approaches for challenging environments such as DTNs have been widely studied and simulated, and have been shown to provide promising results [34, 35, 36, 37, 38]. Widmer and Le Boudec [37] show that the performance of their network coding based routing algorithm is better than that of probabilistic routing. Katti et al [34] showed that network coding can improve the throughput in unicast wireless communication. Zhang et al [38] investigated the benefits of using random linear coding with epidemic routing for unicast communications in mobile DTNs, especially under constrained buffer sizes and intra-session coding. Network coding has been used not only to minimize the delivery delay [39], [38] but also to improve the probability of successful delivery within a given time [40].

In contrast to the large body of work on transport in deep-space DTNs, in [41] the authors proposed a new reliable transport protocol for “terrestrial” DTNs. The reliable transport scheme in [41] is based on random linear coding of data packets and uses a special type of ACKs that indicate the missing degrees-of-freedom (DoF) at the destination. The scheme in [41] operates in (re)transmission cycles. If the source does not receive an ACK indicating zero missing DoF within an optimally chosen
cycle timeout, then a new (re)transmission cycle, with updated optimal parameter settings based on the latest information of missing DoF, is triggered. This process continues until the source receives an ACK indicating zero missing DoF, and thus, reliability is achieved.

1.2. Our Contributions

This work is an extension of our earlier work [1] in which we proposed several enhancement features to improve the performance of reliable transport in terrestrial DTNs. In this work, we extend the conclusions of [1] by quantifying the benefits due to each enhancement feature under appropriately chosen “minimal” topologies. We study the performance benefits using a wider range of performance metrics and provide more insightful observations through critical analysis of the simulation results.

Since designing appropriate ACK mechanisms in DTNs is still an open issue [42], we propose and study several enhanced ACK schemes. We propose a novel Global Selective ACKnowledgement (G-SACK) scheme. A G-SACK can potentially contain global information about the receipt of packets at each destination in the network. We also study the impact of our enhanced ACK schemes together with random linear network coding.

Our overall proposed scheme, which combines random linear network coding of packets and G-SACKs, provides an improvement, with homogeneous (resp. heterogeneous) mobility, up to 26.1%, 82.1% and 75.4% (resp. 150.6%, 78.4% and 56.2%) in the network-wide round trip success probability, and the mean and standard deviation of the network-wide maximum round trip delay, respectively, as compared to a baseline scheme. Our main insight is that this substantial improvement comes from the mixing of information inside the network which essentially solves the two primary limitations of DTNs, namely, randomness and finite capacity.

To the best of our knowledge, this is the first work which explores the benefits of random linear combinations of packets from different sources (inter-session network coding) in a DTN with epidemic-type routing. These benefits include improvement in reliability (enhancing the probability of successful delivery of packets) and minimization of transfer delay for unicast as well as for multicast flows. We show that random linear network coding makes the forward path smoother, i.e., it decreases delay variance, and improves the fairness among flows.

The enhancement schemes in this paper should be viewed as improving the performance within each (re)transmission cycle of a reliable transport scheme, such as in [41]. The enhancement features in this paper increase the probability of receiving the final ACK (i.e., the ACK indicating zero missing DoF) within a given timeout. Equivalently, they decrease the waiting times (i.e., timeouts) required to achieve a given probability of receiving the final ACK. A sequence of (re)transmission cycles is still needed to achieve reliability, i.e., the enhancement schemes in this paper do not eliminate the need for (re)transmission cycles, but they reduce the mean number of cycles as well as the mean cycle timeouts.

1.3. Organization of the Paper

In Section 2, we describe our network setting and the mobility model. Section 3 discusses the issues that motivate our enhancements. In Section 4, we propose our enhancements. In Section 5, we provide the simulation settings and define the performance metrics. Section 6 and Section 7 exhibit the gains brought by each enhancement feature. In Section 8, we show benefits of our overall proposed scheme. Section 9 concludes the paper.

2. Network Setting

We consider a DTN consisting of $S + D + N$ mobile nodes. There are $S$ source nodes, $D$ destination nodes and $N$ relay nodes (see Figure 1). We allow for both unicast (one source to one destination) and multicast (one source to multiple destinations) data transfer. Also, a node can be a destination for multiple sources. The sources send packets to their destinations through the relays. The destinations send back acknowledgments, for every received packet, to their corresponding sources through the relays. We study packet transfer with and without network coding of the payload parts, and with three different acknowledgment schemes – a simple baseline scheme and two enhancements to it (see Section 4). Packets and acknowledgments are transferred through the relays as in epidemic routing [20] with slight modifications (the details of which will be provided later).

Each source-destination pair $(i, j)$, $i = 1, \ldots, S$, $j = 1, \ldots, D$, defines a flow. A multicast flow $(i, J)$ consists of multiple flows with the same source and multiple (different) destinations, i.e., for all $J \subset \mathbb{N}$.
\[ \{1, \ldots, D\} \text{ such that } |J| \geq 2, \text{ we define } \\
(i, J) := \{(i, j') : j' \in J\}. \]

The flow matrix \( A = [a_{ij}] \) is an \( S \times D \) matrix, where, for all \( i \) and \( j \), \( i = 1, \ldots, S, j = 1, \ldots, D \), the entry \( a_{ij} = 1 \), if source \( i \) has a packet to send to destination \( j \); otherwise, \( a_{ij} = 0 \). For example, the flow matrix corresponding to the network in Figure 2, which consists of three unicast flows, is given by

\[
A_U = \begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{bmatrix}.
\]

We denote the number of (pairwise) flows by \( N_{pw} \).

Clearly, \( N_{pw} = \sum_{i=1}^{S} \sum_{j=1}^{D} a_{ij} \).

**Mobility Model:** Two nodes are said to “meet” when they come within the communication range of each other. The key quantities that characterize the mobility pattern and significantly impact the performance in opportunistic networks are the inter-meeting times of node pairs [43], [44].

In [43], the authors thoroughly examine real-world mobility traces collected in several different network scenarios such as WiFi, vehicular GPS, GSM and Bluetooth, and conclude that the Complementary Cumulative Distribution Function (CCDF) of the aggregated inter-meeting time (over all pairs of nodes in the network) follows a power law with exponential cutoff which is exhibited by real-world mobility traces [43]. Following [45, 46, 47], we also consider a heterogeneous mobility model where the inter-meeting time of each “individual pair” is exponentially distributed, but different node pairs have different rate parameters sampled from a Pareto distribution given by the Cumulative Distribution Function (CDF)

\[
F(x) = 1 - \left( \frac{x_{\text{min}}}{x} \right)^\alpha,
\]

where \( \alpha \) is called the shape parameter and \( x_{\text{min}} \) is called the scale parameter. As shown in [44], the CCDF of the resulting aggregate inter-meeting time follows a power law with exponential cutoff which is exhibited by real-world mobility traces [43].

To be able to compare the results obtained with homogeneous and heterogeneous mobility models, we chose the parameters of the heterogeneous mobility model in such a way that the network-wide expected meeting rate in the case of heterogeneous mobility is equal to the rate \( \beta \) in the homogeneous mobility model. In particular, we first set \( \alpha = 1.5, 5 \).

1Most real-world occurrences of Pareto distribution satisfy \( 1 < \alpha < 2 \), which implies a finite first moment and infinite second and higher moments [48]. In our case, \( \alpha = 1.5 \) which implies that the mean rate is finite, but the sample variance of the rate parameter (over all node pairs) would increase with the increase in the number of nodes. In particular, the sample variance of the rate parameter would be infinite if there were infinite number of nodes.
and then equate the mean rate \( \dot{x} = \frac{\alpha}{\alpha + 1} x_{\text{min}} \) with \( \beta \), and finally solve to obtain \( x_{\text{min}} = \beta / 3 \).

**Link Quality During Contacts:** The time duration for which two nodes remain within each other’s communication range is called the contact duration. As a consequence of the varying distance between the mobile nodes and fading effects, the link quality between two nodes changes over time during a contact. The amount of data that can be exchanged in a meeting is determined by the contact duration as well as the link quality during a contact. To form a network coded packet, each of the two participating nodes should be able to successfully receive a packet from the other node. In general, the number of packets that can be exchanged between two nodes during a contact is random. We assume that whenever two nodes meet the contact duration is long enough for each node to successfully receive a packet from the other node and form a network coded packet.

3. Fundamental Limitations of DTNs

Let flow \((i, j), i = 1, \ldots, S, j = 1, \ldots, D, \) consists of \( N_{ij} \) packets. The unicast flow \((i, j)\) is said to be complete when the acknowledgments for all the \( N_{ij} \) packets reach source \( i \). A multicast flow \((i, J)\) is said to be complete when all the constituent flows \((i, j'), j' \in J\), are complete.

From the performance perspective, it is desirable that (i) each flow is complete with as small a delay as possible, and (ii) there is fairness across the (pairwise) flows with respect to throughput (i.e., number of packets transferred per unit time). If the packet buffering and scheduling policy at the relays treat all flows equally, then one can expect to achieve long-term fairness (i.e., over a sufficiently large number of packet transfers for each flow). However, it is desirable to achieve short-term fairness as well (i.e., over a few packet transfers).

There are fundamental limitations that need to be addressed before one could achieve the desirable properties. The two primary limitations are randomness and finite capacity. Randomness refers to the randomness in the meeting/contact process pertaining to the mobility of the nodes. The inter-meeting times (i.e., the time duration between successive meetings of two nodes) and the contact durations (i.e., the time duration for which two nodes remain within each other’s communication range) are random. Finite capacity refers to a finite number of relays with finite buffer space and the finiteness of the contact durations. Note that the amount of data that can be exchanged in a meeting is determined by the contact duration.

The round-trip delay associated with the transfer of a packet consists of a forward component (the delay after which the destination(s) receive the packet) and a return component (the delay after which the source receives the corresponding acknowledgment(s)). As the capacity (i.e., the number of relays and/or the buffer space at the relays and/or the contact duration) decreases and/or the mean inter-meeting time increases, the expected values of the forward, the return, and hence, the round-trip delay, increases. The randomness in the meeting/contact process, combined with finite capacity, determines the second and higher-order moments of the delays. Randomness makes the network inefficient as follows:

**Inefficiency:** With little or no information about the contact patterns among the nodes, a significant fraction (or percentage) of transmissions gets wasted in forwarding copies of packets (resp. acknowledgments) to those relays that do not contribute toward delivering the packets (resp. the acknowledgments) to the intended destinations (resp. sources). Similarly, of the meetings a destination (resp. source) has with a relay, a significant fraction gets wasted because the packets (resp. the acknowledgments) carried by the relay are not intended for the destination (resp. source).

More importantly, randomness, combined with finite capacity, degrade the performance as follows:

**Non-reachability:** In reality, a source can wait for an acknowledgment only for a finite time \( T \), and, with positive probability, does not receive the acknowledgment within \( T \). We call this Type-I non-reachability. Due to randomness and finite capacity, with multiple competing flows, a source may not be able to transfer any of its packets even if it waits for infinite time. With positive probability, a source may never meet with a relay having

---

2The order in which relays get copies of a packet from a source can be modeled as a “tree”. Starting with the source as the root, the tree can be “grown” over time as follows. Whenever a relay having the packet meets with a relay that does not have the packet but has the required buffer space to get a copy of the packet, a new leaf node is added by a link to the existing node which gives the packet. The first copy of the packet follows a unique path from the source to the destination on this tree, and the links on this path are “contributing”. All links in the tree that do not belong to the path taken by the first copy of the packet from the source to the destination are “non-contributing”.
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the required amount of buffer space; indeed, due to the randomness of node meetings, the buffer space of every relay that meets with a source might already be completely occupied with packet(s) and acknowledgment(s) of other sources and destinations. We call this Type-II non-reachability, which can be solved by expunging the packet(s) and acknowledgment(s) from the relay buffers using (random or deterministic) expiry timeouts so that packets from all sources get access to relay buffers sooner or later. However, if the mean time to expiry is smaller than the mean time between relay meetings, then, with positive probability, the packet(s) will not reach the destination(s).

**Inter-Dependence:** A less severe but more likely problem is that of inter-dependence among the packet transfers, which occurs because they share the same resources (relay buffers and transmission times during contacts). Due to randomness and finite capacity, in a particular realization of competing packet transfer processes, one particular packet might get replicated at a much faster rate than others, leaving less resources for others. Due to the epidemic-type replication, small differences during the initial phase (which is unavoidable due to the randomness of node meetings) can become significant over time, since a packet with a larger number of copies replicates at a faster rate. Also, acknowledgments for a fast-spreading packet are generated before the other packets could reach their destinations. This implies that acknowledgments for a fast-spreading packet compete with slow-spreading packets for getting replicated. Similarly, the acknowledgments of different packets also compete for getting access to the finite relay buffers and for getting forwarded within the finite contact durations.

Thus, one packet transfer being faster automatically implies that other packet transfers being slower. This inequity results in large delay variance and short-term unfairness.

In Section 4, we propose enhancement schemes to address the issues identified in this section.

### 4. Our Proposed Enhancements

In Section 3 we identified that, with little or no information about the contact patterns among the nodes, randomness makes the network inefficient. Furthermore, there is competition (a) between packets, (b) between acknowledgments, and (c) between packets and acknowledgments, of the same or different flows for getting access to the finite relay buffers and getting replicated within the finite contact durations. This results in longer expected delays, larger delay variances and short-term unfairness.

The obvious solutions to the above problems are to: (1) increase the buffer capacity of the relays, (2) increase the transmit powers and/or apply sophisticated physical layer techniques (modulation/coding schemes) to increase the communication range, thereby, make the contact durations longer, (3) learn the contact patterns of the node meetings (which requires more processing and involves a “learning delay”), and (4) devise appropriate buffer management and scheduling policies for (i) admitting new packets and acknowledgments from other nodes, (ii) transmitting buffered packets and acknowledgments to other nodes, and (iii) expunging buffered packets and acknowledgments using expiry timeouts.

Our goal in this work, however, is to improve the performance with the limited available resource, with existing physical layer implementation, without using any information about the contact pattern, and over time-scales finer than the expiry timeouts. We propose and study our enhancements without referring to any buffer management and scheduling policy, since the study of buffer management and scheduling policies is out of the scope of this work. Interested readers may refer to [49, 50].

We avoid addressing the issue of buffer management and scheduling by restricting our study to one packet per source (i.e., \( N_{ij} = 1 \) for all \( i, j \)), and relay buffers with capacity \( B \) to store at the most one packet of length \( L \), \( L \leq B < 2L \), or a few acknowledgments that can fit into the buffer capacity \( B \). We also assume that the contact durations are long enough so that the relays can exchange all the information stored in their respective buffers with one another in a single meeting.

Our enhancements are detailed as follows:

(a) **Generation of Selective ACKnowledgments (SACKs) at the destination:** Upon receipt of a packet, a destination generates a Selective ACKnowledgment (SACK) indicating the set of sources from which it has already received the packet(s). This is in contrast with the baseline acknowledgment scheme, henceforth called “the (plain) ACK Scheme”, in which only the currently received packet is acknowledged. A SACK can acknowledge *multiple sources* about the receipt of
Enhancements are the following: Of course, if a node is a destination for a single source, then it can only generate an ACK.

(b) Update of ACKs/SACKs inside the network to form Global-ACKs/SACKs: When a node carrying an ACK (or a SACK) generated by a destination, on its way back to the source(s), meets with other nodes carrying ACKs/SACKs generated by other destinations (or more recent SACKs generated by the same destination), the information contained in the ACKs/SACKs are combined to form Global SACKs (G-SACKs). In the special case where all destinations generate only ACKs, we call the combined packet receipt information as Global ACKs (G-ACKs).

A G-SACK (resp. G-ACK) scheme is in contrast with the SACK (resp. the ACK) scheme in which the SACKs (resp. ACKs) generated by the destination(s) reach the sources without being updated inside the network. A G-ACK/G-SACK can acknowledge multiple sources about the receipt of packets at multiple destinations.

(c) Random linear network coding: Packets are combined at the relays to form random linear combinations. This allows packets from different sources to share the “packet payload space”.

The key ideas that motivate our proposed enhancements are the following:

(I) The competition between packets of different flows can be mitigated by random linear coding of packets at the relays. A coded packet is more likely to contain useful information for each destination.

(II) The competition between acknowledgments of different flows can also be mitigated by coding of acknowledgments at the relays. However, since acknowledgments are much smaller than packets, we can combine the acknowledgment information, in uncoded form, efficiently as a matrix (discussed in detail below). This allows us to store the packet receipt information generated by a larger number of destinations within the same available relay buffer. Thus, a G-SACK is more likely to contain useful information for each source.

In the following, we elaborate on the implementation and other aspects. First, we define the source-degree and destination-degree as follows:

- **Source-degree**: The source-degree of a destination is the number of sources for which it is a destination. For example, the source-degree $d_j^S$ of destination $j$ is given by $d_j^S = \sum_{i=1}^{S} a_{ij}$. The average source-degree $d^S$ in the network is defined by

$$d^S = \frac{\sum_{i=1}^{D} d_j^S}{D} = \frac{\sum_{i=1}^{D} \sum_{j=1}^{S} a_{ij}}{D} = \frac{N_{pw}}{D}.$$  

- **Destination-degree**: The destination-degree of a source is defined as the number of destinations for which it is a source. For example, the destination-degree $d_i^D$ of source $i$ is given by $d_i^D = \sum_{j=1}^{D} a_{ij}$. The average destination-degree $d^D$ in the network is defined by

$$d^D = \frac{\sum_{i=1}^{S} d_i^D}{S} = \frac{\sum_{i=1}^{S} \sum_{j=1}^{D} a_{ij}}{S} = \frac{N_{pw}}{S}.$$  

It turns out that the benefits of our enhancements increase with increase in the source degree and/or the destination degree (see Section 8). Higher values of source and destination degrees also enable us to implement the G-SACKs in an efficient manner as matrices.

**The G-SACK as a matrix**: An ACK consists of the 3-tuple \{sourceID, destinationID, receiptFlag\}. To specify the packet receipt information for all source-destination pairs, one requires $\sum_{i=1}^{S} \sum_{j=1}^{D} a_{ij}$ bits, which increases with $d^S$ and/or $d^D$. To specify the G-SACK information as an $S \times D$ matrix, the matrix representation would avoid the need for repeating the sourceID and the destinationID, which consume more bits than the receiptFlag. For the matrix implementation, one requires a mapping from the source IDs to the row indices, another mapping from the destination IDs to the column indices, and one bit for each entry of the $S \times D$ matrix. A total of $(S + D)L_I + SD$ bits are required. The savings with the matrix implementation is given by

$$N_{pw} \left( 2 - \frac{1}{d^D} - \frac{1}{d^S} \right) L_I + \left( N_{pw} - \frac{N_{pw}^2}{d^S d^D} \right),$$  

which increases with $d^S$ and/or $d^D$. 

---

Note that our notion of SACK is slightly different from the traditional one. In our case, SACK(s) from a destination provide information about receipt of packets from “different” sources and not different packets from the same source.
Update of G-SACKs: The G-SACK matrix of each relay could be different. Ideally, each relay should contain complete “global” information. However, only “local” information is available initially. The “ideal” G-SACK matrix $G = [g_{ij}]$ is an $S \times D$ matrix, where, $\forall i = 1, \ldots, S$, and $\forall j = 1, \ldots, D$, the entry $g_{ij} = 1$ if destination $j$ has already received the packet from source $i$; otherwise, $g_{ij} = 0$. However, the G-SACK information at a particular relay node might differ from the ideal G-SACK matrix. For example, even after the packet from source $i$ has already been received at destination $j$ (and a corresponding acknowledgment has already been generated), the entry $g_{ij}$ of the (local) G-SACK matrix $G_R$ at some relay node ‘R’ may still be equal to 0 if ‘R’ has not yet come in contact with a node having this information.

When all the packets have been received at their intended destinations, and sufficient mixing has been occurred inside the network, the packet receipt information at all the destinations is contained in the G-SACKs. Then, the G-SACK matrix $G_R$ at a relay node ‘R’ becomes equal to the flow matrix $A$. For example, for the network in Figure 2 and flow matrix $A_U$, a G-SACK matrix $G_R = A_U$ at a relay node ‘R’ indicates that all the packets have been received at their destinations. But, a G-SACK matrix $G_R = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}$ at relay ‘R’ indicates that all the packets, except that the packet from source 1 to destination 1, have been received by their destinations. This may happen due to two reasons: (i) either destination 1 has not yet received the packet from source 1, (ii) or the acknowledgment for the said packet has not yet been mixed with the above G-SACK inside the network. Clearly, different relays may contain different G-SACKs.

5. Performance Evaluation Methodology

In this section, we describe the simulation settings and performance metrics that we have used to quantify the gains due to our enhancement features.

5.1. Simulation Setting

We demonstrate the performance benefits due to each enhancement feature of our proposal by constructing appropriate replication/spreading schemes (Sections 6-8), progressively incorporating one enhancement feature at a time, and comparing with the Basic Scheme described in the following.

The Basic Scheme: When relay $i$, which is empty (i.e., relay $i$ has neither a packet nor an acknowledgment), meets with a source, relay $i$ gets a copy of the packet from the source. When relay $j$, which is empty, meets with relay $i$, which has a packet, relay $j$ gets the packet. When relay $j$, which has a packet, meets with a destination (of the packet), the destination gets the packet and the packet in relay $j$ is replaced with an acknowledgment for the currently received packet, henceforth, called an ACK. When relay $k$, which is empty, meets with relay $j$, which has an ACK, relay $k$ gets the ACK. When relay $k$, which has an ACK, meets with a source (which is the intended recipient of that ACK), the source gets the ACK.

We developed a customized simulator in MATLAB for DTNs of the type discussed in Section 2. Given any flow matrix, our simulator can simulate the considered schemes. In particular, we compare the schemes by using the topologies shown in Figures 2-6 under a homogeneous as well as a heterogeneous mobility model.

The simulation setting is as follows. We took number of relays $N = 100$ and Galois field size $q = 4$ (when there is coding at relays). We simulated each scheme for $M = 1000$ times with each run for a duration $T = 100$ units of time. In the case of homogeneous mobility, the rate parameter $\beta$ of the i.i.d. exponentially distributed inter-meeting times is given by $1/\beta = 20$ units of time. As described in Section 2, we appropriately choose the parameters of the heterogeneous mobility so that the network-wide expected meeting rate is equal to $\beta$.

5.2. Performance Metrics

We quantify the gains due to each enhancement feature described in Section 4 through the following performance metrics:

Forward delays: We denote the forward delay from source $i$ to destination $j$ for the $k$-th simulation run by $D_{ij}^k$. It refers to the delay between the sending of the first copy of the packet from source $i$ and the receipt of the first copy at destination $j$. If destination $j$ does not receive the packet from source $i$ within the simulation time $T$, then we take $D_{ij}^k = T$. For $M$ simulation runs,
we obtain a vector
\[ D_{ij}^f = \left( D_{ij}^f(1), D_{ij}^f(2), \ldots, D_{ij}^f(M) \right) \]
of \( M \) samples for the pairwise forward delay (random variable) \( D_{ij}^f \) from source \( i \) to destination \( j \).

Next, we discard the samples with value \( T \) and obtain a new vector
\[ \hat{D}_{ij}^f = \left( \hat{D}_{ij}^f(1), \hat{D}_{ij}^f(2), \ldots, \hat{D}_{ij}^f(M) \right) \]
of \( M_{ij}^f \) samples, where \( M_{ij}^f \leq M \), denotes the number of simulation runs in which the forward path from source \( i \) to destination \( j \) is complete within the simulation time \( T \). The expected value \( E[D_{ij}^f] \) and the standard deviation \( \sigma[D_{ij}^f] \) of the pairwise forward delay (random variable) \( D_{ij}^f \) are computed by
\[
E[D_{ij}^f] := \frac{1}{M_{ij}^f} \sum_{k=1}^{M_{ij}^f} \hat{D}_{ij}^f(k), \quad \text{and} \\
\sigma[D_{ij}^f] = \sqrt{ \frac{1}{M_{ij}^f - 1} \sum_{k=1}^{M_{ij}^f} \left( \hat{D}_{ij}^f(k) - E[D_{ij}^f(k)] \right)^2 }.
\]
Clearly, \( E[D_{ij}^f] \) and \( \sigma[D_{ij}^f] \) represent the sample mean and the sample standard deviation, respectively, computed using the \( M_{ij}^f \) samples corresponding to the simulation runs in which the forward path is complete.

We denote by \( M_{nw}^f \) the number of simulation runs in which the forward paths for all \( M_{nw} \) are complete within the simulation time \( T \). Clearly, \( M_{nw}^f \leq M_{ij}^f \leq M \) for all \( i, j \).

Restricting to the \( M_{nw}^f \) simulation runs, we obtain, for each source-destination pair \((i, j)\), the vector
\[ \hat{D}_{ij}^f = \left( \hat{D}_{ij}^f(1), \hat{D}_{ij}^f(2), \ldots, \hat{D}_{ij}^f(M_{nw}^f) \right) \]
of \( M_{nw}^f \) samples. We denote the (network-wide) average (resp. maximum) forward delay for the \( k \)-th simulation run by \( D_{avg}^f(k) \) (resp. \( D_{max}^f(k) \)), which refers to the average (resp. maximum) of the forward delays of all source-destination pairs in the network in the \( k \)-th simulation run (given that the forward path for all the flows in the network is complete within the simulation time \( T \)), i.e.,
\[
D_{avg}^f(k) := \frac{\sum_{i=1}^{S} \sum_{j=1}^{D} a_{ij} \hat{D}_{ij}^f(k)}{N_{nw}}, \quad \text{and} \\
D_{max}^f(k) := \max \{ \hat{D}_{ij}^f(k) : a_{ij} = 1 \},
\]
\( i = 1, \ldots, S, \ j = 1, \ldots, D \). For the \( M_{nw}^f \) simulation runs in which the forward paths for all the (pairwise) flows in the network are complete within the simulation time \( T \), we obtain the vectors
\[ D_{avg}^f = (D_{avg}^f(1), D_{avg}^f(2), \ldots, D_{avg}^f(M_{nw}^f)), \quad \text{and} \]
\[ D_{max}^f = (D_{max}^f(1), D_{max}^f(2), \ldots, D_{max}^f(M_{nw}^f)), \]
for the network-wide average forward delay (random variable) \( D_{avg}^f \) and the network-wide maximum forward delay (random variable) \( D_{max}^f \), respectively, each consisting of \( M_{nw}^f \) samples. The corresponding expected values and standard deviations are computed as for the pairwise forward delays, but now using the \( M_{nw}^f \) samples in \( D_{avg}^f \) and \( D_{max}^f \), respectively.

**Return delays:** We denote the return delay from destination \( j \) to source \( i \) for the \( k \)-th simulation run by \( D_{ij}^r(k) \). It refers to the delay between the receipt of (the first copy of) the packet from source \( i \) at destination \( j \) and the receipt of (the first copy of) the corresponding acknowledgement at source \( i \). Note that \( D_{ij}^r(k) \) is meaningful only if destination \( j \) has received the packet from source \( i \). Hence, we restrict to the \( M_{ij}^r \) simulation runs.
in which the forward path from source \( i \) to destination \( j \) is complete within the simulation time \( T \), and obtain a vector

\[
D_{ij}^r = \left( D_{ij}^r(1), D_{ij}^r(2), \ldots, D_{ij}^r(M_{ij}^r) \right)
\]

of \( M_{ij}^r \) samples for the pairwise return delay (random variable) \( D_{ij}^r \). We take the return delay equal to \( T \) if the return path for the flow under consideration is not complete within \( T \).

Next, we discard the samples with value \( T \) and obtain a new vector

\[
\hat{D}_{ij}^r = \left( \hat{D}_{ij}^r(1), \hat{D}_{ij}^r(2), \ldots, \hat{D}_{ij}^r(M_{ij}^r) \right)
\]

of \( M_{ij}^r \) samples, where \( M_{ij}^r \), \( M_{ij}^r \leq M_{ij}^r \leq M \), denotes the number of simulation runs in which the return path from destination \( j \) to source \( i \) is complete (conditioned upon completion of the forward path between the same pair). The expected value \( E[D_{ij}^r] \) and the standard deviation \( \sigma[D_{ij}^r] \) of the pairwise return delay (random variable) \( D_{ij}^r \) are computed as before, but using the \( M_{ij}^r \) samples.

We denote by \( M_{nw}^r \) the number of simulation runs in which the return paths for all the (pairwise) flows in the network are complete within \( T \) (conditioned upon the completion of the forward paths for all the (pairwise) flows). Clearly, \( M_{nw}^r \leq M_{ij}^r \leq M_{ij}^r \leq M \) for all \( i, j \). Restricting to the \( M_{nw}^r \) simulation runs, we obtain, for each source-destination pair \( (i, j) \), the vector

\[
\hat{D}_{ij}^r = \left( \hat{D}_{ij}^r(1), \hat{D}_{ij}^r(2), \ldots, \hat{D}_{ij}^r(M_{nw}^r) \right)
\]

of \( M_{nw}^r \) samples. We denote the (network-wide) average (resp. maximum) return delay for the \( k \)-th simulation run by \( D_{avg}^r(k) \) (resp. \( D_{max}^r(k) \)), which refers to the average (resp. maximum) of the return delays of all source-destination pairs in the network in the \( k \)-th simulation run (given that the return path for all the flows in the network is complete within the simulation time \( T \)), i.e.,

\[
D_{avg}^r(k) := \frac{\sum_{i=1}^{S} \sum_{j=1}^{D} a_{ij} \hat{D}_{ij}^r(k)}{N_{nw}}, \quad \text{and}
\]

\[
D_{max}^r(k) := \max\{\hat{D}_{ij}^r(k) : a_{ij} = 1\},
\]

\( i = 1, \ldots, S, \ j = 1, \ldots, D \). For the \( M_{nw}^r \) simulation runs, similar to forward paths, we obtain the vectors

\[
D_{avg}^r = (D_{avg}^r(1), D_{avg}^r(2), \ldots, D_{avg}^r(M_{nw}^r))\),

and

\[
D_{max}^r = (D_{max}^r(1), D_{max}^r(2), \ldots, D_{max}^r(M_{nw}^r)),
\]

for the network-wide average return delay (random variable) \( D_{avg}^r \) and the network-wide maximum return delay (random variable) \( D_{max}^r \), respectively. The corresponding expected values and standard deviations are computed as for the pairwise return delays, but now using the \( M_{nw}^r \) samples in \( D_{avg}^r \) and \( D_{max}^r \), respectively.

**Round trip delay:** It is simply equal to the sum of the forward and return delays. Observing that the the round trip path is complete whenever the return path is complete, we obtain \( M_{rt}^r = M_{ij}^r \) samples for the pairwise round trip delay (random variable) \( D_{ij}^{rt} \) for flow \((i, j)\). The corresponding expected value and standard deviation are computed as before using the \( M_{rt}^r = M_{ij}^r \) samples. Similarly, we obtain \( M_{rt}^r = M_{nw}^r \) samples for the network-wide average round trip delay (random variable) \( D_{avg}^{rt} \) as well as for the network-wide maximum round trip delay (random variable) \( D_{max}^{rt} \). The corresponding expected values and standard deviations are computed using the \( M_{rt}^r = M_{nw}^r \) samples.

**Forward success probability:** For a source-destination pair \((i, j)\), it refers to the fraction (or percentage) of simulation runs in which the packet reaches from source \( i \) to destination \( j \) within the simulation time, and is denoted by \( P_{ij}^f \). By definition, \( P_{ij}^f := P(D_{ij}^r \leq T) \), and for \( M \) simulation runs, we compute \( P_{ij}^f \) by

\[
P_{ij}^f = \frac{M_{ij}^f}{M}.
\]

The network-wide forward success probability \( P_f \) refers to the fraction of simulation runs in which the forward paths for all the flows in the network are successful within simulation time \( T \), computed by

\[
P_f = \frac{M_{nw}^f}{M}.
\]

**Return success probability:** For a source-destination pair \((i, j)\), it refers to the fraction of simulation runs in which the acknowledgement reaches from destination \( j \) to source \( i \) within the simulation time \( T \) conditioned upon the completion of the forward path. We denote this probability by \( P_{ij}^r \). By definition,

\[
P_{ij}^r := P(D_{ij}^r \leq (T - D_{ij}^f) | D_{ij}^f \leq T) = P(D_{ij}^r + D_{ij}^f \leq T) | P(D_{ij}^f \leq T),
\]
and we compute $P_{r}^{ij}$ by

$$P_{r}^{ij} = \frac{M_{f}^{r}}{M_{f}^{i}}.$$  

The network-wide return success probability $P_{r}$ refers to the fraction of simulation runs in which the return paths for all flows under consideration are complete within simulation time $T$ conditioned upon completion of the forward path for all flows, and we compute $P_{r}$ by

$$P_{r} = \frac{M_{r}^{nw}}{M_{f}^{nw}}.$$  

**Round-trip success probability:** It refers to the fraction of simulation runs in which the round-trip path is complete within the simulation time $T$. It is easy to see that the round-trip success probability is the product of the forward and return success probabilities. For a source-destination pair $(i, j)$, by definition, the round-trip success probability $P_{rt}^{ij}$ is given by

$$P_{rt}^{ij} := P(D_{r}^{ij} \leq T) = P(D_{f}^{ij} + D_{r}^{ij} \leq T) = P_{f}^{ij}P_{r}^{ij} = \frac{M_{f}^{r}}{M_{f}^{i}}.$$  

Similarly, the network-wide round trip success probability $P_{rt}$ is computed by

$$P_{rt} = \frac{M_{r}^{nw}}{M_{f}^{nw}}.$$  

### 6. Improving the Return Path

In this section, we show the benefits of ‘selective acknowledgments’ and ‘mixing of acknowledgment information inside the network’ which result in improvement in the return path. It is important to remember that, in this section, there is no coding of packets in the forward path, since we are interested in studying the benefits due to “smart” acknowledgment mechanisms alone.

**Convention:** We adopt the following convention. (i) When each unit of acknowledgment generated by the destinations contains packet receipt information intended for a single source (irrespective of the source degree of the destination that generates it) and there is no mixing of acknowledgment information inside the network, we call it the (plain) ACK Scheme. (ii) When the acknowledgments generated by destinations with source degree greater than one may contain packet receipt information intended for multiple sources and there is no mixing of acknowledgment information inside the network, we call it the SACK (S-ACK) Scheme. (iii) When each unit of acknowledgment generated by the destinations contains packet receipt information intended for a single source (irrespective of the source degree of the destination that generates it) and there is mixing of acknowledgment information inside the network, we add the prefix ‘G’ and call it the G-ACK (G-ACK) Scheme. (iv) When the acknowledgments generated by destinations with source degree greater than one may contain packet receipt information intended for multiple sources and there is mixing of acknowledgment information inside the network, we add the prefixes ‘G’ and ‘S’ and call it the G-SACK Scheme.

#### 6.1. Benefits of Selective ACK (SACK) over ACK

**The SACK Scheme:** This scheme differs from the Basic Scheme in only one aspect, namely, a destination with source degree greater than one generates a SACK (instead of an ACK) indicating “the set of packets” it has successfully received so far.

In order to observe the benefits of SACKs over ACKs, we consider the example network shown in Figure 3 (we call it Topology 1). In this example network, there are three sources and one destination (common to all sources). Each source unicasts its packet to the destination. For this topology, the average source-degree and destination-degree is equal to 3 and 1, respectively.

In Figure 7, we compare the Cumulative Distribution Functions (CDFs) of the pairwise return delays obtained with the Basic Scheme and the SACK Scheme. In Figure 8, we compare the CDFs for the network-wide maximum return delays. The CDFs corresponding to the homogeneous (resp. heterogeneous) mobility model are denoted by ‘exponential’ (resp. ‘power law with cutoff’) to emphasize the distribution of the aggregate inter-meeting time for the two mobility models (refer to our mobility models in Section 2). We follow this convention in all the figures in the remainder of the paper. Referring to Figures 7 and 8, we make the following observations.

The delay CDFs with SACKs stay above the delay CDFs with ACKs (for homogeneous as well as heterogeneous mobility), which implies that
O1: The return delays with SACKs are stochastically smaller [51] than that with ACKs.

Observation O1 implies that the mean and variance (and all higher moments) of the return delay improve (i.e., decrease) with the SACK Scheme. For example, for homogeneous (resp. heterogeneous) mobility, we observe approximately 25.5%, 28.8% and 24.5% (resp. 28.25%, 32.3%, and 26%) improvement (due to SACKs) in the mean of the pairwise, network-wide average and maximum return delays, respectively. The improvement in standard deviation is approximately 13%-28.3%.

Also, the success probability within any time budget $t$ (on the $x$-axis) is higher with SACK than that with ACK. For example, with homogeneous mobility, at time $t = 20$, $P_{t}^{D_{11}}$ is 0.8 with SACK as compared to 0.7 with ACK (see Figure 7). The improvement in network-wide return success probability (for a time budget $t = 100$) with homogeneous (resp. heterogeneous) mobility is approximately 1% (resp. 12.45%).

The delay CDF with ACKs/SACKs for homogeneous mobility stays above the corresponding delay CDF for heterogeneous mobility, which implies that O2: Heterogeneous mobility has an adverse impact on the return delay.

However, the improvement in return delay due to SACKs is larger for heterogeneous mobility, especially for network-wide metrics. This is evident from the gap between the CDFs – the more the gap the more the improvement (see Figure 8).4 The reason is that

O3: The adverse impact of heterogeneous mobility is much more with the SACK Scheme than with the ACK Scheme (see Figure 8).

6.2. Benefits of Global-ACK (G-ACK) over ACK

The G-ACK Scheme: The G-ACK Scheme differs from the Basic Scheme by the following additional features. When relay $i$, which has an ACK of one destination meets with another relay $j$, $j \neq i$, which carries an ACK of another destination, both relays combine their ACK information to form a G-ACK. When a relay $j$ carrying a G-ACK meets with another relay $k$ which carries a(n) G-ACK/ACK containing acknowledgment information not already contained in the G-ACK of relay $j$, the acknowledgment information are combined together to form a new G-ACK which is then carried by both relay $j$ and $k$. When a relay carrying a(n) G-ACK/ACK meets with a destination, the destination updates the G-ACK/ACK by including its latest packet receipt information.

In order to observe the benefits of G-ACK over ACK, we consider the example network shown in Figure 4 (we call it Topology 2). In this network, there is only one source node which is multicasting its packet to three destination nodes. Each destination generates a (plain) ACK. The average source-degree and destination-degree is equal to 1 and 3, respectively.

In Figure 9, we compare the CDFs of the pairwise return delays obtained with the (plain) ACK Scheme and the G-ACK Scheme. In Figure, 10, we

4The gap between two CDFs can be precisely measured by Kolmogorov-Smirnov distance, Kullback-Leibler distance, or other divergence measures [52].
Figure 9: Comparison of pairwise return and round trip delay CDF with the (plain) ACK Scheme and the G-ACK Scheme: Topology 2.

Figure 10: Comparison of network-wide maximum round trip delay CDF of the (plain) ACK Scheme and the G-ACK Scheme: Topology 2.

O4: The return delay with G-ACK is stochastically smaller than the return delay with ACK.

The gap between the CDFs is more in this case as compared to that for SACK over ACK, implying larger improvements in mean, variance and success probabilities which is mainly due to mixing of ACK information inside the network. For example, for homogeneous (resp. heterogeneous) mobility, we observe approximately 60.6%, 61.4% and 71.75% (resp. 65.6%, 64.5%, and 75.4%) improvement (due to G-ACKs) in the mean of the pairwise, network-wide average and maximum return delays, respectively. The improvement in standard deviation is 53.2%-68.4%. The improvement in network-wide return success probability (for a time budget $t = 100$) with homogeneous (resp. heterogeneous) mobility is 0.91% (resp. 14.15%).

The gains due to G-ACK in the pairwise return delay is small for small time budgets. As time progresses, the relays carrying different ACKs from different destinations start mixing their information. This results in the increase in the number of relays carrying ACK information from multiple destinations, and the benefits start showing up. However, the improvement in the network-wide maximum return delay starts relatively quickly. In fact, without mixing inside the network, the source has to wait for the “last” ACK for a significantly long time. But, with mixing inside the network, there are many relays having ACK information from multiple destinations and the source does not have to wait so long for the “last” ACK. In summary,

O5: The improvements due to G-ACK is more for network-wide maximum delays than for pairwise delay, and are achieved sooner, i.e., with a smaller time budget $t$.

6.3. Benefits of G-SACK over SACK

In this section, we show the benefits of G-SACK over SACK. The idea of G-SACKs is that the destination(s) generate SACK(s) and the SACK(s) are updated inside the network to form G-SACK(s).

The G-SACK Scheme: Destinations generate SACKs upon receiving packets, as in the SACK Scheme. But, the G-SACK Scheme differs from the SACK Scheme as follows. When two relays, each carrying a SACK, meet, the SACKs at the relays are combined to form a G-SACK which contains the union of acknowledgment information contained in the two SACKs and both relays carry that G-SACK. When a relay carrying a G-SACK meets with another relay with a G-SACK/SACK, both relays combine their information and carry the latest information. When a relay carrying a G-SACK meets with a destination, the destination updates the G-SACK by including its latest packet receipt information.

6.3.1. Benefits of G-SACK over SACK with a Single Destination

We observed the benefits of G-SACK over SACK even with a single destination. We do not report the results here (since there are no new insights to be gained in this case apart from observations similar
to that in Section 6.1 and 6.2). However, we explain by an example why this benefit is gained.

**Example 6.1.** Consider the following sequence of meetings in order to observe the benefits of G-SACK over SACK. Let a relay \( R_1 \) carrying the packet of Source 1 meet with the destination and brings ACK 1. Let another relay \( R_2 \) carrying the packet of Source 2 meet with the destination and brings a SACK for Source 1 and Source 2. Let both relays meet with each other before coming in contact with any source(s). Let \( R_1 \) meets with Source 2 before \( R_2 \) meets with Source 2. If there is no mixing of SACKs inside the network, then the meeting of \( R_1 \) with Source 2 would not be useful as it has ACK information only for Source 1. But if there is mixing of SACK information, then \( R_1 \) would get the information about the receipt of the packet of Source 2 when it meets with \( R_2 \) and \( R_1 \)’s meeting with Source 2 would be beneficial.

**6.3.2. Benefits of G-SACK over SACK with Multiple Destinations**

The real benefits of G-SACK over SACK are observed by considering a network with multiple destinations containing many flows (i.e., under heavy loads). Recalling that a G-SACK can acknowledge multiple sources about the receipt of packets at multiple destinations, we consider the network shown in Figure 6 to show the benefits of G-SACK over SACK with multiple destinations. In this Topology, there are three sources and three destinations. Each source node multicasts its packet to all three destination nodes. The average source/destination-degree is equal to 3.

In Figure 11, we compare the CDFs of the pairwise return delays with G-SACK and SACK. In Figure 12, we compare the network-wide maximum return delay CDFs. Referring to Figures 11 and 12, we make the following observations.

**O6: The delays with G-SACK are stochastically smaller than with SACK for both homogeneous and heterogeneous mobility.**

The improvement in delay performance due to mixing of acknowledgment information inside the network increases as the number of multicast sessions increases (compare Figures 10 and 12 which pertain to one and three multicast session(s), respectively). This increase in improvement is due to the fact that a multicast session must continue until acknowledgments from all the destinations are received and G-SACKs help in this regard.

In general, the delay performance degrades with load (i.e., with more flows). But, the performance degradation with load is much less when there is mixing of acknowledgment information inside the network. As a result,

**O7: The improvement due to mixing of acknowledgment information inside the network increases with load. In particular, it increases with the number of multicast flows.**

This is evident when we compare Figures 10 and 12 for heterogeneous mobility (recall that the more the gap between the CDFs the more the improvement). For example, for homogeneous (resp. heterogeneous) mobility, we observe approximately 68%, 70% and 81.7% (resp. 75%, 74.6%, and 83.8%) improvement (due to G-SACKs) in the mean of the
pairwise, network-wide average and maximum return delays, respectively. The improvement in standard deviation is 67.9\%-84.8\%. The improvement in network-wide return success probability (for a time budget \( t = 100 \)) with homogeneous (resp. heterogeneous) mobility is 2.59\% (resp. 35.6\%).

In fact, Observations O3, O5 and O7, combined together, lead to a generalized observation that the improvement in return delay due to ‘selective acknowledgment’ and/or ‘mixing of acknowledgment information inside the network’ is more when the conditions are more demanding or adverse such as with heterogeneous mobility, higher load, requirement of network-wide flow completion or multicasting (which requires receipt of acknowledgments of ‘all’ constituent flows). The reason is that

O8: The impact of adverse conditions is much less with the enhancements (SACK and/or mixing) in place than when they are not present.

7. Improving the Forward Path

In this section, we quantify the benefits of inter-session network coding with a Coding Scheme described in the following.

The Coding Scheme: Packet payload parts of different sources are combined at relays by forming random linear combinations (RLCs) over the Galois field \( \mathbb{F}_q \) [53, 54]. When relay \( j \), which has a pure or a coded packet, meets with a source or with another relay that has a pure or a coded packet, relay \( j \) replaces its content with a new RLC. When an empty relay \( j \) meets with a source or with another relay that has a pure or a coded packet, relay \( j \) copies the pure or coded packet.

To quantify the benefits of coding, only the forward path is relevant. We quantify the gains due to coding by comparing the forward success probabilities and the CDFs of the forward delay (random variables) obtained with the Coding Scheme and the Basic Scheme (in which the forward path does not involve coding (see Section 5)). Recall that we have taken Galois field size \( q = 4 \). In fact, we observed the forward delays to improve when the Galois field size was increased from \( q = 2 \) to \( q = 4 \). However, with the small number of flows considered in this paper, the forward delays were found to be not improving any more with further increase in \( q \).

In Figures 13 and 14, we compare the CDFs of the pairwise forward delay and the network-wide maximum forward delay, respectively, obtained with the Coding Scheme and the Basic Scheme (i.e., without coding) for the topology shown in Figure 2 consisting of 3 source-destination pairs. In Figure 2, each source unicasts its packet to one of the destination nodes and the average source/destination-degree is equal to 1. In Figures 15 and 16, we provide results for a similar unicast topology with 10 source-destination pairs. Referring to Figures 13-16, we make the following observations.

For the case with 3 unicast flows, for homogeneous (resp. heterogeneous) mobility, the pairwise forward success probability, \( P_{11}^f \), without coding is observed to be 98.1\% (resp. 95.5\%) and the network-wide forward success probability \( P_I^f \) is 93.7\% (resp. 92.8\%). We emphasize that \( P_{11}^f \) and \( P_I^f \) are less than 100\%, even with a load of only 3 unicast flows, primarily due to Type-II non-
reachability (recall the Type-I and Type-II non-reachability explained in Section 3). We have observed from simulations that even a five-fold increase of the simulation time from $T = 100$ to $T = 500$ does not improve the forward success probabilities any further. In fact, it can be observed in Figure 13 that, for homogeneous mobility without coding, the flow $(1,1)$ is complete within 40 units of time, if it does. Similarly, it can be observed in Figure 14 that, for homogeneous mobility without coding, all flows are complete within 80 units of time, if they do. However, with coding, the forward success probabilities become 100%.

For a higher load of 10 unicast flows, for the case without coding, the simulation time $T = 100$ is short enough to cause Type-I non-reachability as well; observe that the CDFs for the ‘without coding’ case in Figures 15 and 16 go until a delay value $t = 100$. However, with coding, the forward success probabilities are 100%. Moreover, coding provides 100% successful completion within a much smaller time budget of $\approx 10$ time units. In summary,

**O9:** Coding reduces Type-I non-reachability. Moreover, coding rules out Type-II non-reachability of data packets; sooner or later each source meets with some relay and its packet enters into the network (although in coded form) and finally gets delivered.

A 132% improvement (2.32 times increase) (resp. 182.5% improvement (2.825 times increase)) in network-wide success probability for homogeneous (resp. heterogeneous) mobility is indeed remarkable. The improvement in the mean of the forward delay for homogeneous (resp. heterogeneous) mobility is 56.76%-84.77% (resp. 59.8%-85.4%). The 89.96%-96.7% (resp. 90.94%-96.64%) improvement in the standard deviation of forward delays for homogeneous (resp. heterogeneous) mobility is also remarkable, which implies that

**O10:** Coding makes the packet transfers smoother.

We have observed that the forward delay CDFs with and without coding intersect each other and the forward delay CDF without coding stays below the forward delay CDF with coding for a negligible initial part (see Figure 15).

This can be explained as follows. Coding involves a small delay for the packets from various sources to get mixed. Also the destination needs, on the average, more than one coded packets to extract its required packet whereas exactly one (uncoded or pure) packet is required without coding. The benefits of coding come into play after a small delay, which we call the mixing delay, after which there is a proper mixture of coded and uncoded packets in the network. The mixing delay can be measured by the delay value on the $t$-axis ($x$-axis) when the two CDFs intersect each other. Without coding, some packet might reach its destination very quickly due to randomness and this accounts for the CDF without coding staying above the CDF with coding before the mixing delay.

For homogeneous mobility, the ratio of maximum to average expected forward delay decreases from 2.07 (without coding) to 1.37 (with coding) in case of 3 unicast flows. Similarly, it decreases from 4.36 (without coding) to 1.55 (with coding) in case of 10 unicast flows. Such decrease is even larger with heterogeneous mobility. This implies that
O11: Coding improves the fairness among the packet transfers, and the improvement in fairness increases with increase in the load.

8. Benefits of our overall Proposed Scheme over the Basic Scheme

In this section, we show the benefits of our overall proposal over the Basic Scheme.

The Proposed Scheme: Our Proposed Scheme consists of coding to improve the forward path, and G-SACKs to improve the return path.

We consider three different topologies in order to show the benefits of our Proposed Scheme against the Basic Scheme (which uses plain ACKs without coding of packets). The topologies considered are Topology 3, Topology 4 and Topology 5 shown in Figures 2, 5 and 6, respectively. Note that the average source and destination degrees in Topology 3, 4, and 5 are 1, 2, and 3, respectively.

In Figures 17, 18 and 19, we compare the CDFs of the network-wide maximum round trip delays obtained with the Basic Scheme and the Proposed Scheme under Topology 3, 4, and 5, respectively. Referring to Figures 17-19, we make the following observations.

The round trip delays with our Proposed Scheme are stochastically significantly smaller than that with the Basic Scheme (Figures 17-19). The reduction in the mean and standard deviation of the round trip delay with our Proposed Scheme as compared to the Basic Scheme is indeed remarkable (see Tables 7, 8 and 9 provided as online supplementary material). It is also worth emphasizing that

O12: The round-trip success probability with our Proposed Scheme for all three considered topologies is equal to 1.

The performance of the Basic Scheme degrades with the increase in the source and destination degrees. However,

O13: With our Proposed Scheme, the return delays, in fact, improve with the increase in the source degree.

This reduction, which appears surprising at first, can be explained as follows. On receiving (resp. extracting) the first copy of each packet in the absence of coding (resp. with network coding), a destination replaces the packet (resp. RLC) with a corresponding ACK/SACK, henceforth called a “seed”, which triggers its own “chain reaction” of creating more acknowledgments. If the destinations generate SACKs instead of ACKs, then the number of “seeds” generated by a destination for a given packet (i.e., the number of SACKs containing the receipt information of that packet) increases with the increase in its source degree; each time a new packet is received/extracted, a SACK containing information about all the packets received so far is generated. There are more “seeds” for the first received/extracted packet than for the second, and so on. Moreover, with the (plain) ACK Scheme the chain reactions corresponding to different ACKs compete to get access to the relay buffers, but with G-SACKs there is no competition. So, the return paths with G-SACKs become faster with the increase in the source degree due to the increase in
the number of “seeds” (SACKs) for the same acknowledgment information.

8.1. Effect of Number of Nodes

Next, we obtain and compare additional simulation results with $N = 25, 50, 75$. But, as suggested in [47], we keep the product $N\beta$ as constant, which ensures that the total rate at which meetings occur in the network remain constant so that one can compare the cases with different number of nodes.

In Figures 20 and 21, we compare the mean of the network-wide maximum round trip delays and the corresponding success probabilities, respectively, obtained with the Basic Scheme and the Proposed Scheme by varying the number of relays $N$. Referring to Figures 20 and 21, we make the following observations.

**O14:** The decrease in the mean of the network-wide maximum round trip delays with our Proposed Scheme as compared to the Basic Scheme are indeed remarkable for all values of $N = 25, 50, 75, 100$.

**O15:** The network-wide round trip success probabilities with our Proposed Scheme are equal to 1 for all values of $N = 25, 50, 75, 100$ (except for $N = 25$ with heterogeneous mobility when it is 0.98). This shows the effectiveness of our overall scheme in ensuring reliability.

**Remark:** It is worth mentioning that, with homogeneous mobility, our Proposed Scheme achieves a round-trip success probability equal to 1 even with 10 different source nodes each multicasting its packet to 10 destination nodes (results not reported here) and even with number of relays equal to 50.

9. Conclusion

In this paper, we proposed and studied through extensive simulations a set of enhancement features to improve reliable transport in terrestrial DTNs consisting of both unicast and multicast flows. We observed that random linear network coding makes the forward component more reliable (i.e., increases the forward success probability) and the G-SACK makes the return path more reliable.

We have quantified the benefits due to each enhancement feature under appropriately chosen “minimal” topologies. Our extensive simulations
(not reported here) indicate that the benefits due to each enhancement feature improves even further with bigger networks with larger source-destination degrees. We also quantified the overall gain achieved by all of the features together.

Our Proposed Scheme, which combines random linear network coding of packets and G-SACKs, provides an improvement, with homogeneous (resp. heterogeneous) mobility, up to 26.1%, 82.1% and 75.4% (resp. 150.6%, 78.4% and 56.2%) in the network-wide round trip success probability, and the mean and standard deviation of the network-wide maximum round trip delay, respectively, as compared to the Basic Scheme. Our main insights is that this substantial improvement comes from the mixing of information inside the network which essentially solves the two primary limitations of DTNs, namely, randomness and finite capacity.

We have observed that random linear network coding makes the forward path smoother, i.e., it decreases delay variance, and improves the fairness among flows. A more detailed evaluation with multiple packet buffers and multiple packet transfers between source-destination pairs is part of our ongoing work.
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Table 1: SACK over ACK

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Forward</th>
<th>Return</th>
<th>Round Trip</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$P^f_{1}$</td>
<td>$E[D_{avg}^f]$</td>
<td>$\sigma[D_{avg}^f]$</td>
</tr>
<tr>
<td>ACK (Hom)</td>
<td>0.982</td>
<td>2.3578</td>
<td>4.6167</td>
</tr>
<tr>
<td>SACK (Hom)</td>
<td>0.985</td>
<td>2.2712</td>
<td>3.9634</td>
</tr>
<tr>
<td>Improvement(%)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>ACK (Het)</td>
<td>0.974</td>
<td>3.4828</td>
<td>7.2682</td>
</tr>
<tr>
<td>SACK (Het)</td>
<td>0.968</td>
<td>3.3283</td>
<td>6.3234</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Scheme</th>
<th>$P^f$</th>
<th>$E[D_{avg}^f]$</th>
<th>$\sigma[D_{avg}^f]$</th>
<th>$P^r$</th>
<th>$E[D_{avg}^r]$</th>
<th>$\sigma[D_{avg}^r]$</th>
<th>$P^{rt}$</th>
<th>$E[D_{avg}^{rt}]$</th>
<th>$\sigma[D_{avg}^{rt}]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACK (Hom)</td>
<td>0.945</td>
<td>2.5167</td>
<td>3.0573</td>
<td>0.9788</td>
<td>16.6185</td>
<td>9.8663</td>
<td>0.925</td>
<td>19.0592</td>
<td>10.1628</td>
</tr>
<tr>
<td>SACK (Hom)</td>
<td>0.945</td>
<td>2.2197</td>
<td>2.1982</td>
<td>0.9894</td>
<td>11.8276</td>
<td>6.9466</td>
<td>0.935</td>
<td>14.0360</td>
<td>7.4399</td>
</tr>
<tr>
<td>Improvement(%)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>1.08</td>
<td>28.83</td>
<td>28.28</td>
<td>1.08</td>
<td>26.36</td>
<td>26.79</td>
</tr>
<tr>
<td>ACK (Het)</td>
<td>0.944</td>
<td>3.5704</td>
<td>4.1348</td>
<td>0.8125</td>
<td>23.3902</td>
<td>14.1663</td>
<td>0.767</td>
<td>25.8457</td>
<td>14.1571</td>
</tr>
<tr>
<td>SACK (Het)</td>
<td>0.938</td>
<td>3.5240</td>
<td>4.0116</td>
<td>0.9136</td>
<td>15.8303</td>
<td>10.2315</td>
<td>0.857</td>
<td>19.1993</td>
<td>10.7714</td>
</tr>
<tr>
<td>Improvement(%)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>12.4487</td>
<td>32.3208</td>
<td>27.7758</td>
<td>11.7340</td>
<td>25.7157</td>
<td>23.9152</td>
</tr>
</tbody>
</table>

Table 2: G-ACK over ACK

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Forward</th>
<th>Return</th>
<th>Round Trip</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$P^f_{1}$</td>
<td>$E[D_{avg}^f]$</td>
<td>$\sigma[D_{avg}^f]$</td>
</tr>
<tr>
<td>ACK (Hom)</td>
<td>1.0</td>
<td>1.0981</td>
<td>0.4589</td>
</tr>
<tr>
<td>G-ACK (Hom)</td>
<td>0.999</td>
<td>1.1136</td>
<td>0.4240</td>
</tr>
<tr>
<td>Improvement%</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>ACK (Het)</td>
<td>1.0</td>
<td>1.2907</td>
<td>0.6591</td>
</tr>
<tr>
<td>G-ACK (Het)</td>
<td>1.0</td>
<td>1.1771</td>
<td>1.6585</td>
</tr>
<tr>
<td>Improvement%</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Scheme</th>
<th>$P^f$</th>
<th>$E[D_{avg}^f]$</th>
<th>$\sigma[D_{avg}^f]$</th>
<th>$P^r$</th>
<th>$E[D_{avg}^r]$</th>
<th>$\sigma[D_{avg}^r]$</th>
<th>$P^{rt}$</th>
<th>$E[D_{avg}^{rt}]$</th>
<th>$\sigma[D_{avg}^{rt}]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACK (Hom)</td>
<td>1.0</td>
<td>1.0785</td>
<td>0.3055</td>
<td>0.991</td>
<td>14.0118</td>
<td>9.2984</td>
<td>0.991</td>
<td>15.0916</td>
<td>9.3387</td>
</tr>
<tr>
<td>G-ACK (Hom)</td>
<td>0.999</td>
<td>1.1005</td>
<td>0.3123</td>
<td>1.0</td>
<td>5.4104</td>
<td>4.3494</td>
<td>0.999</td>
<td>6.5109</td>
<td>4.4214</td>
</tr>
<tr>
<td>Improvement%</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>1.08</td>
<td>24.48</td>
<td>17.08</td>
<td>1.08</td>
<td>22.08</td>
<td>12.75</td>
</tr>
<tr>
<td>ACK (Het)</td>
<td>0.998</td>
<td>1.2297</td>
<td>0.4681</td>
<td>0.876</td>
<td>18.4233</td>
<td>12.3731</td>
<td>0.874</td>
<td>19.6348</td>
<td>12.4160</td>
</tr>
<tr>
<td>G-ACK (Het)</td>
<td>1.0</td>
<td>1.1966</td>
<td>0.7055</td>
<td>1.0</td>
<td>6.5425</td>
<td>6.3140</td>
<td>1.0</td>
<td>7.7391</td>
<td>6.3835</td>
</tr>
<tr>
<td>Improvement%</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>14.1553</td>
<td>64.4879</td>
<td>48.9699</td>
<td>14.1465</td>
<td>60.5848</td>
<td>48.5865</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Scheme</th>
<th>$P^f$</th>
<th>$E[D_{max}^f]$</th>
<th>$\sigma[D_{max}^f]$</th>
<th>$P^r$</th>
<th>$E[D_{max}^r]$</th>
<th>$\sigma[D_{max}^r]$</th>
<th>$P^{rt}$</th>
<th>$E[D_{max}^{rt}]$</th>
<th>$\sigma[D_{max}^{rt}]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACK (Hom)</td>
<td>1.0</td>
<td>1.3965</td>
<td>0.4192</td>
<td>0.991</td>
<td>27.5326</td>
<td>19.7823</td>
<td>0.991</td>
<td>28.7424</td>
<td>19.8375</td>
</tr>
<tr>
<td>G-ACK (Hom)</td>
<td>0.999</td>
<td>1.4082</td>
<td>0.4191</td>
<td>1.0</td>
<td>7.7784</td>
<td>6.2427</td>
<td>0.999</td>
<td>8.8783</td>
<td>6.2779</td>
</tr>
<tr>
<td>ACK (Het)</td>
<td>0.998</td>
<td>1.6129</td>
<td>0.8443</td>
<td>0.876</td>
<td>36.8308</td>
<td>24.9567</td>
<td>0.874</td>
<td>38.1744</td>
<td>24.9986</td>
</tr>
<tr>
<td>G-ACK (Het)</td>
<td>1.0</td>
<td>1.5638</td>
<td>1.7119</td>
<td>1.0</td>
<td>9.0530</td>
<td>8.5641</td>
<td>1.0</td>
<td>10.2629</td>
<td>8.6914</td>
</tr>
<tr>
<td>Improvement%</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>14.1553</td>
<td>75.4200</td>
<td>65.6842</td>
<td>14.1465</td>
<td>73.1158</td>
<td>65.2325</td>
</tr>
</tbody>
</table>
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Table 3: G-SACK over SACK (Single Destination)

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Forward</th>
<th>Return</th>
<th>Round Trip</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$P_t$</td>
<td>$E[D_t]$</td>
<td>$\sigma[D_t]$</td>
</tr>
<tr>
<td>SACK (Hom)</td>
<td>0.985</td>
<td>2.2712</td>
<td>3.9634</td>
</tr>
<tr>
<td>G-SACK (Hom)</td>
<td>0.981</td>
<td>2.2204</td>
<td>4.7291</td>
</tr>
<tr>
<td>Improvement (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SACK (Het)</td>
<td>0.968</td>
<td>3.3283</td>
<td>6.3234</td>
</tr>
<tr>
<td>G-SACK (Het)</td>
<td>0.949</td>
<td>3.6395</td>
<td>8.0854</td>
</tr>
<tr>
<td>Improvement (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4: G-SACK over SACK (Multiple Destinations)

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Forward</th>
<th>Return</th>
<th>Round Trip</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$P_t$</td>
<td>$E[D_t]$</td>
<td>$\sigma[D_t]$</td>
</tr>
<tr>
<td>SACK (Hom)</td>
<td>0.970</td>
<td>2.1481</td>
<td>3.6806</td>
</tr>
<tr>
<td>G-SACK (Hom)</td>
<td>0.968</td>
<td>2.3295</td>
<td>4.2461</td>
</tr>
<tr>
<td>Improvement (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SACK (Het)</td>
<td>0.942</td>
<td>3.2730</td>
<td>6.7176</td>
</tr>
<tr>
<td>G-SACK (Het)</td>
<td>0.941</td>
<td>2.7197</td>
<td>5.3218</td>
</tr>
<tr>
<td>Improvement (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Forward</th>
<th>Return</th>
<th>Round Trip</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$P_t$</td>
<td>$E[D_t]$</td>
<td>$\sigma[D_t]$</td>
</tr>
<tr>
<td>SACK (Hom)</td>
<td>0.835</td>
<td>2.0993</td>
<td>2.1677</td>
</tr>
<tr>
<td>G-SACK (Hom)</td>
<td>0.820</td>
<td>2.2526</td>
<td>3.1508</td>
</tr>
<tr>
<td>Improvement (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SACK (Het)</td>
<td>0.781</td>
<td>2.880</td>
<td>2.1515</td>
</tr>
<tr>
<td>G-SACK (Het)</td>
<td>0.789</td>
<td>2.5933</td>
<td>1.8854</td>
</tr>
<tr>
<td>Improvement (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3: G-SACK over SACK (Single Destination)

Table 4: G-SACK over SACK (Multiple Destinations)
### Table 5: Benefits of coding: 3 unicast flows.

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Forward</th>
<th>Return</th>
<th>Round Trip</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$P_T$</td>
<td>$E[D_{avg}]$</td>
<td>$\sigma[D_{max}]$</td>
</tr>
<tr>
<td>w/o coding (Hom)</td>
<td>0.981</td>
<td>2.2295</td>
<td>3.4012</td>
</tr>
<tr>
<td>coding (Hom)</td>
<td>1.0</td>
<td>1.2229</td>
<td>0.5248</td>
</tr>
<tr>
<td>Improvement (%)</td>
<td>1.94</td>
<td>45.15</td>
<td>84.57</td>
</tr>
<tr>
<td>w/o coding (Het)</td>
<td>1.0</td>
<td>1.3460</td>
<td>0.5940</td>
</tr>
<tr>
<td>coding (Het)</td>
<td>1.0</td>
<td>1.3460</td>
<td>0.3179</td>
</tr>
<tr>
<td>Improvement (%)</td>
<td>4.7120</td>
<td>62.5414</td>
<td>92.3522</td>
</tr>
</tbody>
</table>

### Table 6: Benefits of coding: 10 unicast flows.

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Forward</th>
<th>Return</th>
<th>Round Trip</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$P_T$</td>
<td>$E[D_{avg}]$</td>
<td>$\sigma[D_{max}]$</td>
</tr>
<tr>
<td>w/o coding (Hom)</td>
<td>0.937</td>
<td>2.4574</td>
<td>2.5864</td>
</tr>
<tr>
<td>coding (Hom)</td>
<td>1.0</td>
<td>1.2272</td>
<td>0.3863</td>
</tr>
<tr>
<td>Improvement (%)</td>
<td>6.72</td>
<td>50.06</td>
<td>88.93</td>
</tr>
<tr>
<td>w/o coding (Het)</td>
<td>0.9280</td>
<td>2.8425</td>
<td>3.3681</td>
</tr>
<tr>
<td>coding (Het)</td>
<td>1.0</td>
<td>1.3460</td>
<td>0.3179</td>
</tr>
<tr>
<td>Improvement (%)</td>
<td>7.7586</td>
<td>54.4169</td>
<td>90.5614</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Forward</th>
<th>Return</th>
<th>Round Trip</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$P_T$</td>
<td>$E[D_{max}]$</td>
<td>$\sigma[D_{max}]$</td>
</tr>
<tr>
<td>w/o coding (Hom)</td>
<td>0.937</td>
<td>5.0989</td>
<td>7.3967</td>
</tr>
<tr>
<td>coding (Hom)</td>
<td>1.0</td>
<td>1.6805</td>
<td>0.4183</td>
</tr>
<tr>
<td>Improvement (%)</td>
<td>6.72</td>
<td>67.03</td>
<td>94.34</td>
</tr>
<tr>
<td>w/o coding (Het)</td>
<td>0.9280</td>
<td>6.0617</td>
<td>9.5697</td>
</tr>
<tr>
<td>coding (Het)</td>
<td>1.0</td>
<td>1.7814</td>
<td>0.4769</td>
</tr>
<tr>
<td>Improvement (%)</td>
<td>7.7586</td>
<td>70.6122</td>
<td>95.0162</td>
</tr>
</tbody>
</table>
### Table 7: Proposed over Basic Scheme: Topology 3

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Forward</th>
<th>Return</th>
<th>Round Trip</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basic (Hom)</td>
<td>$P_1^{f}$</td>
<td>$E[D_1^{f}]$</td>
<td>$\sigma[D_1^{f}]$</td>
</tr>
<tr>
<td>0.981</td>
<td>2.2295</td>
<td>3.4012</td>
<td>0.994</td>
</tr>
<tr>
<td>Proposed (Hom)</td>
<td>1.0</td>
<td>1.2639</td>
<td>15.5103</td>
</tr>
<tr>
<td>Improvement (%)</td>
<td>0.955</td>
<td>3.5933</td>
<td>7.7669</td>
</tr>
<tr>
<td>Proposed (Het)</td>
<td>1.0</td>
<td>1.5811</td>
<td>0.6558</td>
</tr>
<tr>
<td>Improvement (%)</td>
<td>4.7120</td>
<td>55.9987</td>
<td>91.5565</td>
</tr>
</tbody>
</table>

### Table 8: Proposed over Basic Scheme: Topology 4

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Forward</th>
<th>Return</th>
<th>Round Trip</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basic (Hom)</td>
<td>$P_1^{f}$</td>
<td>$E[D_1^{f}]$</td>
<td>$\sigma[D_1^{f}]$</td>
</tr>
<tr>
<td>0.937</td>
<td>2.4574</td>
<td>2.5864</td>
<td>0.9785</td>
</tr>
<tr>
<td>Proposed (Hom)</td>
<td>1.0</td>
<td>1.2639</td>
<td>0.2951</td>
</tr>
<tr>
<td>Improvement (%)</td>
<td>6.72</td>
<td>48.571</td>
<td>88.59</td>
</tr>
<tr>
<td>Basic (Het)</td>
<td>0.928</td>
<td>2.8425</td>
<td>3.3681</td>
</tr>
<tr>
<td>Proposed (Het)</td>
<td>1.0</td>
<td>1.4663</td>
<td>0.3315</td>
</tr>
<tr>
<td>Improvement (%)</td>
<td>7.7586</td>
<td>48.4151</td>
<td>90.1577</td>
</tr>
</tbody>
</table>

### Table 9: Proposed over Basic Scheme: Topology 5

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Forward</th>
<th>Return</th>
<th>Round Trip</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basic (Hom)</td>
<td>$P_1^{f}$</td>
<td>$E[D_1^{f}]$</td>
<td>$\sigma[D_1^{f}]$</td>
</tr>
<tr>
<td>0.937</td>
<td>0.9969</td>
<td>7.3967</td>
<td>0.9785</td>
</tr>
<tr>
<td>Proposed (Hom)</td>
<td>1.0</td>
<td>1.7284</td>
<td>0.4293</td>
</tr>
<tr>
<td>Improvement (%)</td>
<td>6.72</td>
<td>66.09</td>
<td>94.20</td>
</tr>
<tr>
<td>Basic (Het)</td>
<td>0.928</td>
<td>6.0017</td>
<td>9.5697</td>
</tr>
<tr>
<td>Proposed (Het)</td>
<td>1.0</td>
<td>2.0298</td>
<td>0.5399</td>
</tr>
<tr>
<td>Improvement (%)</td>
<td>7.7586</td>
<td>66.5143</td>
<td>94.3582</td>
</tr>
</tbody>
</table>

### Table 10: Proposed over Basic Scheme: Topology 6

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Forward</th>
<th>Return</th>
<th>Round Trip</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basic (Hom)</td>
<td>$P_1^{f}$</td>
<td>$E[D_1^{f}]$</td>
<td>$\sigma[D_1^{f}]$</td>
</tr>
<tr>
<td>0.937</td>
<td>2.4574</td>
<td>2.5864</td>
<td>0.9785</td>
</tr>
<tr>
<td>Proposed (Hom)</td>
<td>1.0</td>
<td>1.2639</td>
<td>0.2951</td>
</tr>
<tr>
<td>Improvement (%)</td>
<td>6.72</td>
<td>48.571</td>
<td>88.59</td>
</tr>
<tr>
<td>Basic (Het)</td>
<td>0.928</td>
<td>2.8425</td>
<td>3.3681</td>
</tr>
<tr>
<td>Proposed (Het)</td>
<td>1.0</td>
<td>1.4663</td>
<td>0.3315</td>
</tr>
<tr>
<td>Improvement (%)</td>
<td>7.7586</td>
<td>48.4151</td>
<td>90.1577</td>
</tr>
</tbody>
</table>

### Table 11: Proposed over Basic Scheme: Topology 7

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Forward</th>
<th>Return</th>
<th>Round Trip</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basic (Hom)</td>
<td>$P_1^{f}$</td>
<td>$E[D_1^{f}]$</td>
<td>$\sigma[D_1^{f}]$</td>
</tr>
<tr>
<td>0.937</td>
<td>2.4574</td>
<td>2.5864</td>
<td>0.9785</td>
</tr>
<tr>
<td>Proposed (Hom)</td>
<td>1.0</td>
<td>1.2639</td>
<td>0.2951</td>
</tr>
<tr>
<td>Improvement (%)</td>
<td>6.72</td>
<td>48.571</td>
<td>88.59</td>
</tr>
<tr>
<td>Basic (Het)</td>
<td>0.928</td>
<td>2.8425</td>
<td>3.3681</td>
</tr>
<tr>
<td>Proposed (Het)</td>
<td>1.0</td>
<td>1.4663</td>
<td>0.3315</td>
</tr>
<tr>
<td>Improvement (%)</td>
<td>7.7586</td>
<td>48.4151</td>
<td>90.1577</td>
</tr>
</tbody>
</table>
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