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Abstract—Broadcasting is an effective routing paradigm 

for data dissemination in vehicular ad hoc networks (VANETs). 

One concern that arises with broadcasting is the broadcast 

storm problem, which would cause node contentions and data 

collisions, and thus degrade the transmission efficiency of a 

network. This paper proposes a Dynamic trAnsmission delaY 

based broadcast (DAYcast) protocol for a VANET. To alleviate 

the effect of the broadcast storm and improve the transmission 

efficiency of the network, DAYcast only allows the effective 

neighbors of a source vehicle to broadcast a received data 

packet and the selection of the effective neighbors are based on 

the position information on the one-hop neighbors of the 

source vehicle. Meanwhile, it allows each effective neighbor to 

wait a certain transmission delay before it broadcasts a 

received packet. The transmission delay of an effective 

neighbor depends on the distance between the neighbor and 

the source vehicle, and the number of effective neighbors of the 

source vehicle.  Simulation results show that DAYcast can 

effectively improve the network performance in terms of 

network reachability and the successful delivery ratio as 

compared with existing weighted p-persistence broadcasting 

(WPB) and slotted 1-persistence broadcasting (SPB). 
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I.  INTRODUCTION  

Vehicular ad hoc networks (VANETs) have widely been 

considered as a promising networking technology for 

supporting intelligent transportation systems (ITS) [1]. A 

VANET consists of a number of vehicles moving on 

highways or roads in an urban area, which may be equipped 

with sensing devices, radio transceivers, and positioning 

systems, and can thus provide a variety of applications, such 

as traffic control, environment monitoring, and inter-vehicle 

communication [2].  In a VANET, a vehicle or roadside unit 

(RSU) needs to disseminate relevant information or data to 

one or multiple destinations via intermediate vehicles or 

RSUs. For this purpose, a routing protocol is needed to route 

the information or data to its destinations.  Compared with 

traditional mobile ad hoc networks (MANETs), however, a 

VANET have some unique characteristics, such as highly 

dynamic topology, intermittent connectivity, and predictable 

mobility model, which presents a big challenge for the 

design of a routing protocol.  Therefore, routing becomes an 

important issue in the design of a VANET. 

Broadcasting is an effective routing strategy for 

disseminating data in VANETs. In broadcasting, a source 

node broadcasts a data packet to all its neighbor nodes, 

which further broadcast the packet until the packet reach its 

destinations. Compared with unicasting, this routing 

paradigm has the advantage of simplicity in implementation 

and can achieve a higher packet delivery ratio. However, 

broadcasting would introduce the broadcast storm problem 

which is caused by unlimited or excessive dissemination of 

the same copy of a data packet in a network.  This problem 

would result in the network to be flooded by a large amount 

of duplicate packets, which would cause severe node 

contentions and data collisions, and thus degrade the 

transmission efficiency of the network. For this reason, it is 

critical to address the broadcast storm problem in the design 

of a broadcast protocol in order to improve the transmission 

efficiency of the network. 

In this paper, we propose a Dynamic trAnsmission delaY 

based broadcast (DAYcast) protocol for data dissemination 

in a VANET. To alleviate the effect of the broadcast storm 

and improve the transmission efficiency of the network, 

DAYcast only allows the effective neighbors of a source 

vehicle to broadcast a received data packet and the selection 

of the effective neighbors are based on the position 

information on the one-hop neighbors of the source vehicle. 

Meanwhile, it allows each effective neighbor to wait a 

certain transmission delay before it broadcasts a received 

packet. The transmission delay of an effective neighbor 

depends on the distance between the neighbor and the source 

vehicle, and the number of effective neighbors of the source 

vehicle.  Simulation results were conducted to evaluate the 

performance of the proposed DAYcast protocol. 

This article is organized as follows. Section II reviews 

related work on broadcast protocols for VANETs. Section II 

presents the proposed DAYcast protocol. Section IV shows 

simulation results to evaluate the performance of DAYcast. 

Section V concludes this paper. 

II.  RELATED WORK 

Broadcasting has been widely studied for VANETs and a 

variety of broadcast protocols have been proposed in the 

literature [3-11]. In [3], Ma et al. proposed a distributive 

cross-layer scheme for the design of the control channel in 

Dedicated Short Range Communication (DSRC) with three 
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levels of broadcast services, including cross-layer message 

priority setting, dynamic receiver-oriented packet repetitions, 

and farthest relay with distance-based AD timer for multihop 

broadcast. In [4], Yiannos et al. proposed a novel speed 

adaptive probabilistic flooding (SAPF) algorithm, which 

makes a decision to rebroadcast a message based on the 

speed of a vehicle and relies only on local information. In [5], 

Korkmaz et al. proposed an urban multi-hop broadcast 

(UMB) protocol, which only allows the furthest vehicle from 

the transmitter to rebroadcast the packet by using a black-

burst contention approach. In [6], Barradi et al. proposed a 

new 802.11 based vehicular multi-hop broadcast protocol, 

called highway multihop broadcast (HMB), which selects the 

farthest vehicle with the least speed deviation from the 

source to forward and acknowledge broadcast frames. 

Moreover, HMB introduces ICTB/FCTB handshake to 

resolve the hidden node problem and passive forwarder 

selection to solve the storm problem. In [7], Wisitpongphan 

et al. quantified the impact of the broadcast storm in terms of 

message delay and packet loss rate and proposed three 

probabilistic and timer-based broadcast suppression 

techniques. However, the solutions proposed in [4-6] attempt 

to alleviate the broadcast storm from the perspective of MAC 

layer. The solutions proposed in [7] are only suitable for 

dense networks and cannot adapt to the density changing 

scenarios. 

In [8], Wisitpongphan et al. developed a statistical traffic 

model on the data collected to indicate the characteristics of 

sparse VANETs. In [9], Sou et al. proposed a store-carry-

broadcast (SCB) scheme to assist message dissemination by 

broadcasting over a specific road segment instead of a single 

vehicle in sparse VANET. An opposite vehicle is used to 

disseminate the messages to oncoming vehicles traveling on 

the reverse lane by broadcasting in SCB. In [10], Cho et al. 

proposed an efficient way to broadcast a safety message to 

all directions at an intersection with a short delay and 

without a collision. In [11], Tonguz et al. proposed DV-

CAST, which relies only on local topology information for 

handling broadcast messages in VANETs. DV-CAST can 

operate in all traffic regimes, including sparse and dense 

scenarios, but is relatively complicated.  

III. DYNAMIC TIMESLOT-BASED BROADCAST PROTOCOL 

In this section, we present the proposed DAYcast 

protocol for VANETs. 

A. Network Model 

We consider a straightway scenario without intersections, 

where a number of vehicles are moving on the road, which 

has one or more lanes in each direction, as shown in Fig. 1. 

The source node can be a vehicle or an RSU. We only 

consider the vehicles moving in one direction and do not turn 

to the vehicles moving on the other direction for data 

forwarding. Moreover, we do not consider car overtaking 

behavior. 

 

Fig. 1. Network model 

We assume that each vehicle is equipped with a GPS 

device, which can obtain the geographic information on the 

vehicle. Each vehicle has the same transmission radius. Only 

when a vehicle is within the transmission radius of another 

vehicle can the two vehicles communicate with each other. 

B.  Routing Strategy 

The main idea of the DAYcast protocol is to only allow 

the effective neighbors of a source vehicle to broadcast a 

received data packet and allow each intermediate vehicle or 

node to wait a certain transmission delay before it further 

broadcasts the received packet in order to reduce node 

contentions and data collisions, and thus alleviate the effect 

of the broadcast storm.  The selection of the effective 

neighbors is based on the position information on the one-

hop neighbors of the source vehicle. The transmission delay 

of an effective neighbor depends on the distance between the 

neighbor and the source vehicle, and the number of effective 

neighbors of the source vehicle.  Since the broadcast storm is 

usually caused by a large number of nodes which 

simultaneously further broadcast a received packet and 

contend for a common transmission channel, it is expected to 

reduce the number of broadcasting nodes and avoid the 

broadcasting nodes to broadcast data packets simultaneously. 

In a VANET, a vehicle is moving at a high speed and its 

position changes frequently. To support DAYcast, each 

vehicle needs to obtain its position information (i.e., latitude 

and longitude) using its GPS device and disseminate the 

position information to its one-hop neighbors periodically. 

For this purpose, DAYcast allows a Hello message, which is 

typically used in a routing protocol, to piggyback the 

position information in order to reduce the control overhead 

in the network. According to the received Hello messages, 

each node that receives a data packet can know the number 

of its effective one-hop neighbors based on the position 

information contained in the Hello messages. When a node 

has a data packet to broadcast, it will first add the number of 

effective neighbors as well as its own position information 

(i.e., latitude and longitude) in the data packet, and then 

broadcast the packet. After a node receives the data packet, it 

can know the number of its last hop’s effective neighbors 

and determine whether it needs to broadcast and when to 

broadcast the received packet. 

C.  Protocol Description 

The DAYcast protocol consists of two components: 

effective neighbor selection and dynamic transmission delay 

calculation. 

a) Effective neighbor selection 

The purpose of “effective neighbor” selection for a node 

that has a data packet to broadcast is to select a group of its 

one-hop neighbors in the direction of packet transmission as 

the “effective neighbors” for further broadcasting the packet. 

To alleviate the broadcast storm, DAYcast does not allow all 

one-hop neighbors of a source vehicle to further broadcast 

the packet.  Instead, it only allows those one-hop neighbors 

in the direction of packet transmission to further broadcast 

the packet, which are called “effective neighbors”.   

To select the effective neighbors of a node, DAYcast 

employs a Hello message to exchange position information 

between different one-hop neighbors of the node. The Hello 

 

 

  
 

  

 

  

  

 
   

   

  
 

 

 



message contains the node ID, and the node’s position 

information (i.e., latitude and longitude), which can be 

obtained by using the GPS device of the node. After a 

vehicle receives the Hello messages from all its one-hop 

neighbors, it extracts the ID, and the latitude and longitude of 

the source vehicle, compares the source’s position with its 

own position, and determines the number of its effective 

neighbors. 

 
Fig. 2. Illustration of effective neighbor selection 

Fig. 2 gives an example for illustrating effective neighbor 

selection. Assume that a source vehicle A within the dotted 

circle receives a data packet from its left vehicles and needs 

to broadcast the packet to its right vehicles. Within its 

transmission range, vehicle A has seven one-hop neighbors. 

In this case, the seven neighbor nodes of vehicle A will send 

Hello messages to vehicle A. But the vehicles to the left of 

vehicle A have already received the packet and are not in the 

direction of further transmission relative to vehicle A. 

Therefore, vehicle A will select the three one-hop vehicles 

on its right side as its effective neighbors based on the 

information contained in the Hello messages, i.e., the number 

of effective neighbors is 3 in this case. In addition to the 

number of its effective neighbors, vehicle A can also know 

the maximum distance to its effective neighbors, which is the 

distance between A and B in this case, based on the Hello 

messages it has received. When it broadcasts a data packet, it 

will piggyback its ID, position information, the number of its 

effective neighbors, and the maximum distance to its 

effective neighbors. 

b) Dynamic transmission delay Calculation 

The purpose of dynamic transmission delay calculation is 

to dynamically calculate a transmission delay for each 

effective neighbor to further broadcast its received data 

packet.  Since a source vehicle usually has more than one 

effective neighbor.  To avoid node contentions and data 

collisions, it is expected that all the effective neighbors do 

not broadcast their received packet simultaneously. For this 

purpose, we allow each effective neighbor to broadcast the 

received packet after a certain transmission delay, which 

depends on the distance between an effective neighbor and 

the source vehicle. Obviously, this transmission delay is not 

equal for different effective neighbors. 

Let Nj denotes the number of effective neighbors of 

source vehicle j, Dij is the distance between vehicle i and 

vehicle j, Dmax is the maximum distance between an 

effective neighbor vehicle and a source vehicle.  Thus, the 

transmission delay for effective neighbor i, denoted by Ti, 

can be calculated as  

                           

max

max

ij

i

j

D D
T

ND
τ−= ×

                       (1) 

where             ( ) ( )2 2

ij i j i jla la lo loD = +− − ,  

and (lai, loi) is the latitude and longitude of vehicle i, and τ 
is a unit time. Note that Nj, Dmax, and (lai, loi) can be 

extracted from the received data packet. 

c) Protocol procedure 

 The major procedure of the proposed DAYcast protocol 

is given in Fig. 3 and described as follows:  

 
DAYcast Protocol 

Let   τ← unit time; 

Vi ← vehicle i; 
      ti ← the time when a vehicle receives the same 

packet for i times; 

Ti ← transmission delay of vehicle i; 

Td ← transmission delay threshold; 

Ta←implicit acknowledge time; 
Ni ← the efficient neighbor number of vehicle i; 

lai ← the latitude of vehicle i; 

loi ← the longitude of vehicle i; 

Dij ← the distance between Vi and Vj; 

Dmax ← the maximum transmission range; 
Initialization: Vi receives or generates a packet P from Vj 

if  Vi  receives P first then { 

 extract N j, laj, lo j,t1; 

τ×



 −=

jmax

ijmax
i

N/D

DD
T  

     in transmission delay Ti  { 

  Vi receive P at t2 

if  Ti -( t2- t1)<Td  then { 

  broadcast P at t1+ Ti;  

in t1+ Ti+Ta 
if receive P from other vehicles then { 

delete P from data storage; 

return; } 

else 
  { broadcast P again;  

return;} 

 else 

     {   delete P;  

return; } 
 

} else { 

 drop P; 

return; 

} 
 

 
Fig. 3. The procedure of DAYcast protocol  

1) When a source vehicle has a data packet to broadcast, it 

first determines the number of its effective neighbors as 

well as the maximum distance between an effective 

neighbor vehicle and the source vehicle based on the 

information contained in the Hello messages from its 

one-hop neighbors.  

2) Then it adds the number of its effective neighbors, the 

latitude and longitude of its own, and the maximum 

distance in the data packet, and broadcast the data to its 

one-hop neighbors.  

3) If a vehicle has received the data packet and broadcast 

the packet before, it will drop the packet. 

4) If a vehicle receives a data packet for the first time, it 

means that the vehicle is an effective neighbor of the 

source vehicle.  In this case, it will calculate its 

 

  

 

 

  

  

 

 

 

  

 

A 

Transmission direction 

B 



transmission delay for further broadcasting the packet 

based on Eq. (1). During the transmission delay, if the 

vehicle receives the data packet again, it will compare 

the transmission delay with the latest reception time. If 

the time difference is smaller than a predefined threshold, 

the vehicle will broadcast the packet at the end of the 

transmission delay to ensure the network transmission 

ratio. Otherwise, the vehicle will give up waiting and 

broadcasting.  

5) After a vehicle receives a data packet, it will not 

explicitly send an acknowledgment message back to the 

source vehicle.  Instead, the source vehicle can know the 

reception status of its effective neighbors by overhearing 

the data packet further broadcast by its effective 

neighbors. 

6) If the source vehicle knows that the data packet has 

already been further broadcasted by its effective 

neighbors, it will remove the packet from its buffer. 

Otherwise, it will broadcast the data packet again.   

IV. PERFORMANCE EVALUATION 

In this section, we evaluate the performance of the 

DAYcast protocol through simulation results. The simulation 

experiments are conducted using NS2.35 [12]. In the 

simulation experiments, we consider a 2km straightway 

scenario with a number of vehicles ranging from 40 to 250. 

The source node is a RSU located at the starting end of the 

straightway. The vehicle driving track is generated using 

VanetMobiSim [13]. IEEE 802.11 with a transmission rate of 

2Mbps and a transmission range of 250m is used as the 

underlying MAC protocol.  The time to live (TTL) of a data 

packet is set to 100 hops. The running time of each 

simulation experiment is 500 seconds. All simulation results 

are averaged over 20 runs. The parameters used in the 

simulations are summarized in Table I. 

TABLE I.  SIMULATION PARAMETERS 

Parameter Value 

Network simulator NS2 

Mobility simulator VanetMobiSim 

Simulation area 2000m x 10m 

Broadcast interval 0.05s 

Transmission range 250m 

Simulation runs 10 

Average vehicle speed 50km/hr 

Simulation time 500 sec 

Number of vehicles 40, 60, 100, 150, 200, 250 

 

For performance evaluation, we put a virtual node at the 

2 km end of the straightway. We compare the proposed 

DAYcast protocol with weighted p- persistence broadcasting 

(WPB) and slotted 1-persistence broadcasting (SPB) 

proposed in [7]. The reforwarding probability in WPB is 

supposed to be 0.5.The performance metrics used in the 

evaluation are defined as follows: 

 Network reachability: The number of data packets 

received by the virtual node to the total number of data 

packets broadcast by the source node; 

 Successful delivery ratio: The number of vehicles 

successfully receiving the data packets sent by the source 

node to the total number of vehicles in the network; 

 Average delivery delay: The average time taken for a 

data packet to be delivered from the source node to the 

virtual node. 

Fig. 4 shows the network reachability with DAYcast, 

WPB, and SPB under different node density, respectively. It 

is seen that when the node density is 20 vehicles/km, the 

network reachability is very low. This is because in this case 

the network is not fully connected. With the node density 

increasing, this performance can reach 80% when the density 

is between 30 vehicles/km to 75 vehicles/km. When the 

density continues to increase, the network will become fully 

connected and the broadcast storm problem will become 

more serious. In this case, the network reachability with all 

the three protocols begins to decline. On the other hand, the 

network reachability with DAYcast is very close to that with 

SPB, and both DAYcast and SPB outperform WPB. 
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Fig. 4. Network reachability 

Fig. 5 shows the successful delivery ratio with DAYcast, 

SPB, and WPB under different node density, respectively. It 

is seen that the delivery ratio with DAYcast is 8% and 15% 

larger than that with SPB and WPB, respectively. This is 

because DAYcast only allows the effective neighbors of a 

source vehicle to further broadcast a received data packet and 

meanwhile allows each effective neighbor to wait a different 

transmission delay before it broadcasts a received data 

packet, which effectively alleviates the effect of the 

broadcast storm. On the other hand, when the node density is 

between 30 nodes/km and 75 nodes/km, the delivery ratios 

with DAYcast and SPB change slightly.  This is because in 

these cases the number of vehicles in the network is not large 

and the node contentions and data collisions are not serious. 

Both DAYcast and SPB can handle the contentions and 

collisions effectively. For WPB, however, the ratio decreases 

with the increase of the node density. With the node density 

further increasing, the delivery ratios with all the three 

solutions decrease.  The reason is that in these cases the 

broadcast storm problem becomes more serious, which make 

all the three solutions unable to handle it satisfactorily.  



Fig. 6 shows the average delivery delay with DAYcast, 

SPB, and WPB under different density, respectively. It is 

seen that the delay with WPB changes slightly, while that 

with either DAYcast or SPB increases with the increase of 

the node density. This is because with either DAYcast or 

SPB a vehicle needs to wait a certain transmission delay 

before it broadcasts a received data packet. According to Eq. 

(1), the larger the node density is, the longer the transmission 

delay, causing the results. 
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Fig. 5. Successful delivery ratio 
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Fig. 6. Average delivery delay 

V. CONCLUSIONS 

In this paper, we proposed a dynamic transmission delay 

based broadcast (DAYcast) protocol for VANETs. To 

alleviate the effect of the broadcast storm and improve the 

transmission efficiency of the network, DAYcast only allows 

the effective neighbors of a source vehicle to broadcast a 

received data packet and the selection of the effective 

neighbors are based on the position information on the one-

hop neighbors of the source vehicle. Meanwhile, it allows 

each effective neighbor to wait a certain transmission delay 

before it broadcasts a received packet. The transmission 

delay of an effective neighbor depends on the distance 

between the neighbor and the source vehicle, and the number 

of effective neighbors of the source vehicle.  That is to say, 

DAYcast chooses the effective neighbors to reduce the 

number of vehicles which broadcast the received packet, and 

then calculates the transmission delay to avoid the contention. 

Thereby, DAYcast eliminates the influence of the broadcast 

storm to the packet transmission in a VANET.  Simulation 

results show that DAYcast can effectively improve the 

network performance in terms of network reachability and 

the successful delivery ratio as compared with existing 

weighted p-persistence broadcasting (WPB) and slotted 1-

persistence broadcasting (SPB). In future work, we will 

consider a more practical road scenario with intersections 

and study relevant issues for the design of efficient broadcast 

protocols.  
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