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Abstract. We propose two techniques that improve accuracy of pointing at 
physical objects for handheld Augmented Reality (AR). In handheld AR, point-
ing accuracy is limited by both touch input and camera viewpoint instability 
due to hand jitter. The design of our techniques is based on the relationship be-
tween the touch input space and two visual reference frames for on-screen con-
tent, namely the screen and the physical object that one is pointing at. The first 
technique is based on Shift, a touch-based pointing technique, and video freeze, 
in order to combine the two reference frames for precise pointing. Contrastingly 
-without freezing the video-, the second technique offers a precise mode with a 
cursor that is stabilized on the physical object and controlled with relative touch 
inputs on the screen. Our experimental results show that our techniques are 
more accurate than the baseline techniques, namely direct touch on the video 
and screen-centered crosshair pointing. 
Keywords: Handheld Augmented Reality, Interaction Techniques, Pointing. 

1 Introduction 

While still an open research area, Augmented Reality (AR) in terms of superimposi-
tion of graphics is now possible on camera-equipped handheld devices. However, 
issues related to interaction still need to be studied. In particular, pointing at physical 
objects through the live video playback of a handheld device with either direct touch 
or a screen-centered crosshair has limited accuracy [4, 11]. Nevertheless accurate 
pointing at physical objects would benefit several handheld AR applications including 
selection or in-situ positioning of digital annotations in dense physical environments 
such as paper maps. 

Pointing accuracy in handheld AR is limited by various factors. First, interaction 
with handheld devices brings specific constraints [17]: the screen real estate is limited 



 

 

and direct touch on the screen, the de-facto standard input modality on such devices, 
is impaired by finger occlusion and an ambiguous selection point (i.e. the Ófat-fingerÓ  

 

Fig. 1. Four techniques for pointing at physical objects through video on handheld devices: (a) 
Direct Touch on the live video; (b) Shift&Freeze: Shift [19] combined with freeze-frame; (c) 

Screen-centered Crosshair; (d) Relative Pointing with cursor stabilized on the physical object. 

problem). Moreover, when considering handheld tablets which are larger but also 
heavier than phones, the trade-off between device handling (i.e., one or two handed 
hold) and touch interaction (i.e., available fingers for touch interaction and screen 
accessibility) need to be taken into account [20]. To address these issues, pointing 
accuracy on handheld devices has been studied and different techniques have been 
proposed [17, 19]. Yet, those techniques do not take into account the specificities of 
AR. 

Indeed, in AR applications, when interacting through the video on handheld devic-
es, the physical object one wants to point at is not stable on screen. As a consequence, 
it is also not stable within the touch input space. As the viewpoint is controlled by the 
deviceÕs pose, its stability is impaired by hand tremor and motion induced by the us-
erÕs touch inputs. Furthermore, when using handheld tablets for AR applications, the 
trade-off is between viewpoint stability (i.e. a steady hold) and touch-screen accessi-
bility. On the one hand, a steady hold with both hands (figure 1-c/d) only allows touch 
interaction with the thumbs in a limited region of the screen. On the other hand, when 
holding the tablet with one hand (figure 1-a/b), the other hand can interact with a 
larger area of the screen at the expense of more instability. 

For handheld AR systems, pointing with a screen-centered crosshair has been stud-
ied [14, 15]. This technique is impaired by viewpoint instability. Freeze-frame tech-
niques have been used to improve direct touch interaction by pausing the video [4, 
10]. Nevertheless, one drawback of this approach is to prevent an up-to-date view of 
the physical scene.  

To address the limitations of pointing for touch-based handheld AR systems, we 
propose two techniques: 

¥ Shift&Freeze (figure 1-b) that addresses both direct touch accuracy limitations and 
viewpoint instability by combining Shift [19] with freeze-frame. Shift is a tech-
nique that extends Direct Touch pointing (figure 1-a) with a precise quasi-mode. 
We complemented this precise quasi-mode with freeze-frame to adapt Shift to 



 

 

handheld AR. So Shift&Freeze improves accuracy while still allowing direct touch 
for coarse but fast pointing. 

¥ Relative Pointing (figure 1-d), which improves pointing accuracy without pausing 
the live video playback. To improve accuracy, it uses a cursor that is stabilized in 
the physical objectÕs frame of reference. The cursor is controlled by indirect rela-
tive touch inputs. As such, relative pointing in handheld AR does not share direct 
touch limitations and the cursor position is not impaired by viewpoint instability. 
Moreover this technique extends the screen-centered Crosshair pointing technique 
(figure 1-c) with a precise mode. This allows both coarse but fast pointing and ac-
curate pointing when needed. 

In this paper, we first review related work and then present the design rationale of 
our two techniques, Shift&Freeze and Relative Pointing in handheld AR. We then 
report two experiments comparing our techniques and the baseline techniques, namely 
Direct Touch on the video and screen-centered Crosshair. We conclude with a discus-
sion of our results and directions for future work. 

2 Related Work 

We build on previous work on pointing techniques for touch-based handheld devices, 
as well as on pointing techniques for handheld AR and spatially aware interfaces. 

2.1 Pointing techniques for touch-based handheld devices 

Much prior work has addressed how to improve pointing accuracy on touch-screen. 
Within the scope of our work, we examine pointing techniques on touch-based 
handheld devices that do not require prior knowledge of the targets, excluding for 
instance target expansion techniques as in Starburst [3]. Indeed for the case of in-situ 
positioning of annotations in handheld AR (e.g., annotations at any position on paper 
maps), there is no available knowledge of possible targets. 

A first approach is zooming to enlarge the information space to a scale appropriate 
for accurate pointing [2]. When using zooming, the user is facing the classical trade-
off between the level of zoom (for accurate pointing) and the visible context (for find-
ing the area of interest). The interaction process can be quite tedious on handheld 
devices with limited screen real estate: zoom in to focus and zoom out for context. 
Based on zooming, TapTap [17] increases pointing accuracy. Two taps on screen are 
performed for pointing. The first tap selects a coarse area on the screen that is dis-
played zoomed in a pop-up view centered on the screen. The second tap performs the 
precise selection in the zoomed area and closes the pop-up view. 

A second approach is to display a cursor to address both finger occlusion and se-
lection point ambiguity. Potter et al. [12] proposed Take-Off that enables pointing 
adjustment and avoids finger occlusion by showing a cursor slightly above the finger 
position. One drawback of this technique is that the user does not know the position 
of the cursor until her/his finger touches the screen. Building on this technique, Shift 



 

 

[19] extends direct touch pointing with a precise quasi-mode. While in this mode, 
Shift displays a circular callout showing a copy of the screen area occluded by the 
finger and places it in a non-occluded location. The callout also shows a cursor repre-
senting the selection point of the finger, whose position can be adjusted by moving 
the finger. Validation is performed on finger lift. MagStick [17] also extends direct 
touch pointing by using a telescopic stick metaphor to enable further adjustment. 
When the finger touches the screen, it defines a reference point; then, by dragging the 
finger away from the reference point, the user can extend a telescopic stick centered 
on the reference point with the finger at one end and the cursor at the other end. 

2.2 Pointing techniques for handheld AR and spatially-aware interfaces 

Seminal works on handheld AR like NaviCam [13] have paved the way for an active 
research area. For example, TouchProjector [4] allows users to move pictures on 
remote screens through direct touch on the live video of a handheld device. Handheld 
AR systems augmenting different kind of objects such as sights [1], printed confer-
ence proceedings [11], photo books [8] or paper maps [16] have been developed. 

In handheld AR settings, the viewpoint in the augmented scene is usually con-
trolled by the absolute deviceÕs pose in space (controlling the back-face camera view-
point). As a handheld device is not self-stabilized (as opposed to the mouse for exam-
ple), its pose is subject to hand jitter as for other freehand interaction techniques like 
laser pointers or handheld projectors [7]. As a consequence, the augmented scene the 
user interacts with is not stable on the screen. This is different from typical GUI situa-
tion on either desktop or handheld devices (see previous section) where the objects 
the user wants to interact with usually remain still on the screen during the interaction. 

With such settings, pointing is usually performed with either a screen-center cross-
hair [8, 11, 14-16] or by direct input on the screen, using a pen or bare fingers [4, 8-
11, 18]. Rohs et al. [14, 15] studied pointing with a screen-centered crosshair on a 
phone. They showed that the performance of this technique could be modeled with a 
two parts FittÕs law: physical pointing (i.e. moving the device in space) and virtual 
pointing (i.e. when the target is visible on screen). Hand jitter impairs accuracy of 
those interactions and different strategies have been proposed to improve interaction 
with handheld AR settings. 

A first strategy is to increase target size on the screen by coming closer to the phys-
ical object or by zooming the live video. Zooming is compatible with both screen-
centered cursor and direct input as well as with other strategies for improving interac-
tion. TouchProjector user study shows that automatic zooming was overall the best 
performing technique: While zooming improves interaction, it does not render the 
image steady. The study also highlights that for precise manipulation a freeze-frame 
mode (which also performs automatic zooming) outperforms automatic zooming 
alone. 

The freeze-frame technique belongs to the second strategy that overcomes view-
point instability due to small hand motions. Indeed when pausing the live video, the 
viewpoint becomes steady. Freezing the frame also allows moving to a comfortable 
position for interaction. This approach is not compatible with a screen-centered cur-



 

 

sor, but it has been proven useful to improve pen and touch interaction. In a user 
study, Lee et al. [10] showed that a video freeze mode improves accuracy for a draw-
ing task with a pen through the handheld device video frame. They also noted that 
some users become lost when the live video is resumed as the viewpoint has changed. 
Another issue of freezing the frame is that the scene is no longer updated. TouchPro-
jector overcomes this issue by updating the video snapshot with a digital copy of the 
remote screen one is interacting with. Unfortunately, a digital copy of the object of 
interest is not available for all AR scenarios. Freeze and zoom can be combined as 
previously explained in the case of TouchProjector and as in TapTap combined with 
video freeze for handheld AR [18]. In the latter, the combination of video freeze and 
zoom is a ÔonceÕ mode rather than a truly persistent mode. Nevertheless, any selection 
then requires two taps. Another way to stabilize the viewpoint is to use Õloose regis-
trationÕ as in PACER [11]. To interact with paper documents, they propose to display 
a digital copy of the document on the handheld device screen instead of the live vid-
eo. This relaxes tracking requirements and allows for a coarse and filtered viewpoint 
to be used. Again, this requires a digital copy of the object of interest. 

Finally, a third strategy consists of stabilizing inputs in the frame of reference of 
the physical object (or of its projection on the screen) rather than stabilizing the object 
of interest on the screen. Snap-to-feature [9] proposes to snap touch input on features 
of physical objects detected in the live video. This allows for better drawing of con-
tours of physical objects on the screen without relying on freeze-frame or a digital 
copy of the scene. Our Relative Pointing technique is based on a similar strategy but 
does not rely on detecting features of the physical objects in the live video. 

As opposed to on-screen content stabilization techniques that sever the live relation 
with the surrounding or use a digital copy of the scene, input stabilization offers the 
opportunity to improve accuracy without loosing the live relation with the surround-
ing. Both strategies can be complemented with zooming. Those approaches address 
limitations specific to the handheld AR context but not necessarily limitations of 
touch inputs. This is the challenge we addressed by designing Shift&Freeze and Rela-
tive Pointing, two pointing techniques that we introduce in the next sections. 

3 Handheld AR Pointing 

3.1 Design rationale 

To systematically analyze the issue of accurate pointing for handheld AR, we base 
our study on the relationships between the touch input space and two frames of refer-
ence for on-screen content: that of the screen and that of the physical object of inter-
est. 

With video freeze, the physical objectÕs frame of reference is fixed within the im-
age plane and thus it is stable on the screen (figure 2-b). This case is similar to GUI 
interfaces: Existing pointing techniques for handheld devices can be combined with 
video freeze. Shift&Freeze combines the existing pointing technique Shift [19] with 
video freeze. 




























