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Supervisory Control of Air-Fuel Ratio  

in Spark Ignition Engines 
 

Denis V. Efimov, Vladimir O. Nikiforov, Hossein Javaherian 

 

 Abstract  The problem of air-fuel ratio stabilization in spark ignition engines is addressed in this paper. The proposed 

strategy consists of proper switching among two control laws to improve quality of the closed-loop system. The first control 

law is based on an a priori off-line identified engine model and ensures robust and reliable stabilization of the system at 

large, while the second control law is adaptive, it provides on-line adaptive adjustment to the current fluctuations and im-

proves accuracy of the closed-loop system. The supervisor realizes a switching rule between these control laws providing 

better performance of regulation. Results of implementation on two vehicles are reported and discussed. 

 

I. INTRODUCTION 

The requirement on vehicle tailpipe emissions is one of the main restrictions for engine development and certification. 

Three-way catalytic converters (TWC) installation in exhaust manifold aims at oxidizing HC and CO and reducing NOx 

concentration. Usually TWC peak efficiency is guaranteed if fuel-air ratio (FAR) is close to the stoichiometric value and the 

conversion  efficiency of TWC is significantly reduced away from the stoichiometric value. Therefore, the primary objective 

of the FAR control system is to maintain the fuel injection in stoichiometric proportion to the ingested air flow (exception to 

this occurs in heavy load situations where a rich mixture is required to avoid premature detonation or for more power). 

Variations in the air flow affected by the driver serve as an exogenous disturbance to the system. 

Due to its importance, the problem of FAR regulation has attracted significant attention during the last few decades [4]. 

Adaptive control theory [2], [7], [17], [18], robust control approaches [3], fuzzy control systems theory [8], neural network 

techniques [12], [19] and learning approach [1] are successfully tested in this particular application. However, the complex-

ity of the problem and growing demands on FAR regulation quality require new solutions. These solutions have to combine 

reliability and performance of robust control approaches and the accuracy and insensitivity to changes of dynamics of adap-

tation methods. In addition, for implementation purposes, they should have a small number of tuning parameters and clear 

design guidelines. Switching control theory gives a solution to this problem. 

There exist many good reasons and practical motivations to use a set of controllers to regulate a single plant as opposed 

to one controller [11], [12], [16]. In such a case the problem of trade off the advantages and disadvantages of each subsys-

tem for modeling and control is appearing. The theory of switched systems addresses this issue proposing the proper switch-

ing laws between controllers. Application of a supervisory (switched) control algorithm may seriously improve performance 

of the system regulation [5]. In addition, in order to solve a complex control problem, it can be decomposed on several sim-

pler ones with design of control laws for each of subproblems, then proper supervisor ensures switching among the controls 

and solution of the initial problem. 

In this work, the problem of FAR regulation problem is solved considering switching between two control laws. The first 

one is based on robust model-based control algorithm, which ensures stability for all ranges of the system parameters and 
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inputs, but may have accuracy shortcomings. The second control law is adaptive, it is directed at improving the quality of 

transient response on a dynamic fluctuation around the reference model (used in the first control). Supervisor performs acti-

vation of the adaptive control when unsatisfactory quality of the reference model is detected and, hence, improvement of the 

robust control is needed. Theoretical stability conditions of the developed supervisory control are established, and the results 

of implementation are reported confirming efficiency of the proposed solution. 

The outline of this work is as follows. In section 2 the detailed problem statement and some preliminaries are presented. 

Section 3 contains descriptions of the control algorithms. Supervisor equations are introduced in section 4. Results of im-

plementation are reported in section 5. Concluding remarks are given in Section 6. 

 

II. PROBLEM STATEMENT 

It is a well-known fact that an automotive engine is a highly nonlinear multi-variable system and derivation of its precise 

model is a complex process. This is a reason why the simplified models of engines are very popular in practice. These mod-

els can take into account the main features of engine processes, like the presence of time delays and nonlinearities, which 

are important for controller design or fault detection applications. In this work nonlinear autoregressive (NARX) model is 

chosen for FAR dynamics description (in this context FAR refers to the non-dimensional engine-out fuel-air ratio some-

times known as ): 

1 0 0

( ) ( ) [ ( )] ( ) ( ) ( ),
p pk

T T
i j j

i j j

y m a y m i m j u m j m j v m
= = =

= − + − − + − +∑ ∑ ∑b f r d  (1) 

where y R∈  is FAR (the regulated output), min max[ , ]u u u∈  is the control input (fuel pulsewidth in this work, 

min max0 u u< < < + ∞  are actuator constraints), n
R∈d  and qR∈f  are the vectors of nonlinear input terms (may contain 

products of the physical engine variables, which are available for measurement like engine velocity, cam phaser positions, 

exhaust manifold pressure, temperatures in exhaust and intake manifolds, etc.), 1k ≥  and 1p k≥ −  are the model polyno-

mials degrees, m  is the number of current event (discrete time); v R∈  is a disturbance acting on the system; 

1[ ... ]
T k

ka a R= ∈a , ( 1)
0[ ... ] q p

p R × += ∈B b b  and ( 1)
0[ ... ] n p

p R × += ∈R r r  are the model (1) constant parameters. The 

advantage of NARX model consists in availability of various methods for its approximation and simplicity of control de-

sign. It is assumed that the variables d  and f  are independent in the control variable u  and available for design, therefore, 

the model (1) is affine in control. 

It is assumed that a dataset is given, that a priori has collected measured information on y , u  (and other variables in-

volved in the vectors d , f ) for various regimes of engine operation obtained for a preliminary control. Based on the given 

dataset, the compact sets n
R⊂D  and q

R⊂F  can be computed which define admissible values for the vectors d  and f  

respectively. Then, applying standard approaches [15]  the vectors of coefficients a , B  and R  can be obtained as off-line 

approximations of a , B  and R . Substituting a , B  and R   in (1) we represent the dynamics of FAR loop (1) with a suf-

ficient accuracy. The residual error can be assumed bounded and modeled as a part of the exogenous disturbance v . The 

coefficients a , B  can be derived ensuring stability of the model (1) as well as stability of its inverse with respect to the 

control input (that corresponds to the physical nature of the engine). 



 

 

 

A s s u m p t i o n  1 . Polynomials defined by the vectors of coefficients a  and c , where ,1
q

j j kkc == ∑ b  for 0 j p≤ ≤ , 

have all zeros with norms smaller than one.  

Requirement on stability of the polynomial a  corresponds to a physical restriction that an engine has a stable dynamics. 

Under this assumption and with substitution ( ) 1m j− =f , stabilizing controls for the system (1) can be designed applying 

simple inversion of its equation (inverse system is stable and, thus, the control algorithm will be realizable). The choice 

( ) 1m j− =f  is the basic one, but some other normalized inputs may also be included in f .  

The problem is to design control min max( ) [ , ]u i u u∈ , 0i ≥  ensuring practical output regulation to a given reference 

( )dy i , 0i ≥ , i.e., the property | ( ) ( ) |dy i y i− ≤ ∆  should be satisfied for all 0i ≥  and ∈d D , ∈f F  for some prescribed 

0∆ >  providing that | ( 0 ) ( 0 ) |dy y− ≤ ∆ . 

To this end, recall that a continuous function : R R+ +σ →  belongs to class K  if it is strictly increasing and ( )0 0σ = ; 

additionally it belongs to class ∞K  if it is also radially unbounded; and continuous function : R R R+ + +β × →  is from class 

KL , if it is from class K  for the first argument for any fixed second one, and it is strictly decreasing to zero by the second 

argument for any fixed first one. 

 

III. CONTROL ALGORITHMS 

In this section description of robust model-based and adaptive controls are presented. 

 

A. Model-based control algorithm 

The following is the condition of the control applicability. 

A s s u m p t i o n  2 . For all ∈f F  it holds 0 0
T ≠b f .  

Since the vector f  is composed by measured engine variables or their nonlinear functions and products, which all have 

some sets of admissible values, then assumption 2 can be easily checked for ∈f F  and the vector of coefficients 0b . For 

instance, ( )if , 0i ≥  and elements of 0b  can be all positive (that may be guaranteed by proper approximation of (1)). 

Under assumptions 1 and 2, the control law is calculated as a simple inversion of the model (1) with respect to u : 

1 0 1
0

1
( ) ( ) ( 1) ( ) ( ) [ ( ) ] ( ) ,

( )

p pT Tk
d PID i j ji j jT

U m y m U m a y m i m j m j u m j
m

= = =
= − − − − − − − − − ∑ ∑ ∑r d b f

b f

 (2) 

where due to the presence of the disturbance v  (which reflects possible unmodeled dynamics, measurement noise and ap-

proximated model errors) it is required to use an internal feedback in the form of a nonlinear PID: 

3
1 2 3 4 5

0

( ) ( ) ( ) [ ( ) ( 1) ] ( ( ) ) ( ) ,
m

PID
i

U m k e m k e i k e m e m k sign e m k e m
=

= + + − − + +∑  (3) 

where de y y= −  is the regulation error, jk , 1, 5j =  are control parameters, which have to be determined based on real or 

computer experiments. The terms proportional to 1k  and 5k  are responsible for proportional feedback ( 1k  for local regula-

tion, and 5k  for big deviations of ( )e m , appearance of two gains helps to improve quality of feedback). The terms propor-

tional to 2k  and 3k  correspond to integral and differential actions respectively. The term with 4k  allows small matched 



 

 

 

disturbances to be compensated. The control (2) under substitution ( ) ( )u m U m=  ensures the model inversion and the fol-

lowing closed loop dynamics: 

( ) ( ) ( 1) ( )d PIDy m y m U m v m= − − + . 

Without PIDU  the control (2) forms the so-called feedforward part of the regulator, that does not contain any feedback er-

rors (it depends on the current and past values of the inputs and outputs of the engine dynamics and the approximated coef-

ficients of the model).  

The control (2) cannot be realized in practice since there exist constraints on admissible control amplitudes, i.e. it should 

be within the following bounds: min maxu u u≤ ≤ . The implementation of a simple saturation 

[ ]( ) ( )u m sat U m= , 
min min

max max

if ;

( ) if ;

otherwise,

u x u

sat x u x u

x

<
= >



 (4) 

for stable plants provides a solution to the problem. Define the control actuator error as follows 

0( ) ( )[ ( ) ( ) ]
T

m m u m U mδ = −b f , 

then the closed loop dynamics of (1), (4) takes the form: 

( ) ( ) ( 1) ( )d PIDy m y m U m v m= − − + % , (5) 

( ) ( ) ( )v m v m m= + δ% . 

P r o p o s i t i o n  1 . Under assumptions 1 and 2 there exist constants jk , 1, 5j =  such that for any solutions of the sys-

tem (1), (2), (3), (4) with ∈d D , ∈f F  for all 0i ≥ : 

1 1 [ 0, ]| ( ) | ( | ( 0 ) |, ) ( || || )ie i e i v≤ β + γ % , [ 0, ] 0|| || sup | ( ) |i j iv v j≤ ≤=% % , 1β ∈KL , 1γ ∈K . 

P r o o f . From assumption 1 the system (1)  produces bounded solutions for any bounded control min maxu u u≤ ≤  and 

∈d D , ∈f F . Moreover, the equations (5) can be rewritten as follows 

1
3

1 2 3 4 5
0

( ) ( 1) ( ) [ ( 1) ( 2)] ( ( 1)) ( 1) ( ).
m

i

e m k e m k e i k e m e m k sign e m k e m v m
−

=
= − + + − − − + − + − −∑ %  

Particularly, for 1| | 1k <  and 2 3 4 5 0k k k k= = = =  this system becomes linear and it has the estimate 

1
1 1 [ 0, ]| ( ) | | ( 0 ) | exp[ ln( ) ] (1 ) || || ie i e k i k v

−≤ + − % , 0i ≥ , 

which is an example of the desired one.  

Additionally, adjusting values of the coefficients jk , 2, 5j =  one can improve the performance of the control (4). For 

example, coefficient 2k  provides insensitivity to static errors (integral part of PID), coefficient 4k  cancels disturbances with 

amplitudes less than 4k , and coefficient 5k  may help on large deviations of the error. 

Proposition 1 establishes a qualitative result on the error convergence, the estimate obtained in proposition 1 is close to 

input-to-state stability property introduced in the paper [9]. 

 



 

 

 

B. Adaptive control algorithm 

The control (4) has feedbacks aimed at attenuation of disturbances, approximation errors and measurement noise. In spite 

of this, in some cases an additional adaptation of the control is further needed. An important issue is that the model (1) has 

been approximated on a large a priori collected dataset, and the coefficients a , B  and R  suit well for all ∈d D , ∈f F . 

However for some operating conditions, which were not well presented in the dataset, there exists another set of coefficients 

a% , B%  and R%  which represents dynamics of FAR more accurately. In fact, for almost all modes of engine operation there 

exist such coefficients locally working better than the global ones a , B  and R . 

Thus the problem of the coefficients a% , B%  and R%  identification with posterior update of the control can be posed. To 

solve the problem it is proposed to use the conventional identification algorithm [6] denoting 

1 0 0

( ) ( ) [ ( ) ] ( ) ( ) ( )
p pk

T T
i j j

i j j

y m a y m i m j u m j m j m
= = =

= − + − − + − = ω θ∑ ∑ ∑b f r d% %% , (6) 

where 0 0[ ... ... ]T T T T T T
p pθ = a b b r r% %% % %  and  

( ) [ ( 1)... ( ) ( ) ( )... ( ) ( ) ( ) ... ( ) ]
T T T T

m y m y m k m u m m p u m p m m pω = − − − − −f f d d  

is the row of regressors. Then we obtain the following parameterization for the identification error  

( ) ( ) ( ) ( )[ ( ) ]m y m y m m mε = − = ω θ − θ
))

, 

where 0 0[ ... ... ]T T T T T T
p pθ = a b b r r

) ) )) ) )
 is the adjustable vector of estimates for θ  and ( )y m

)
 is the output of the adaptive ob-

server: 

1 0 0

( ) ( ) ( ) ( ) ( ) [ ( ) ( )] ( ).
p pk

T T
i j j

i j j

y m a m y m i m m j m m j u m j
= = =

= − + − + − −∑ ∑ ∑r d b f
))) )

 (7) 

Note that the model (6) has a form similar to (1). However, for the coefficients a% , B%  and R%  it is assumed that ( ) 0v i = , 

0i ≥  (the coefficients locally approximate the system dynamics exactly). The observer (7) also has the form (1) under θ  

substitution instead of θ
)

, thus ( )y m
)

 is an estimate of the output ( )y m . 

To design the adaptation algorithm for θ
)

 let us choose the conventional quadratic error functional 2
( ) 0.5 ( )Q m mε = ε , 

whose minimization is ensured by the following gradient adaptation algorithm [6]: 

( ) ( 1) ( ) ( 1) ( 1)
T

m m m m mθ = θ − + γ ω − ε −
) )

, (8) 

where ( ) 0mγ >  is a design parameter. To specify conditions of the algorithm (8) applicability we impose the following 

restrictions on the engine dynamics. 

A s s u m p t i o n  3 . For all ∈d D , ∈f F  it holds: 

 there exist series ka% , kB
%  and kR

%  and 0k∆ ≥ , 0k ≥  such that the model (6) is valid with ka% , kB
%  and kR

%  for all 

1k kj i j +≤ ≤  for all 0k ≥  with 1k k kj j+ = + ∆ , 0 0j = ; 

 for any 0i ≥  there exist 0 K≤  ( kK < ∆  for all 0k ≥ ), 0ς >  and 0 1< ρ <  such that  

1i K
jj i P+ −

= ≤ ρ∏ I , 2 1( | ( ) | ) ( ) ( )T
jP j j j−= − ς+ ω ω ωI ,  



 

 

 

where I  is the identity matrix of the corresponding dimension.  

This assumption has two parts. First, it is assumed that the time range of the system operation can be decomposed on sub-

intervals 1k kj i j +≤ ≤ , 0k ≥ , where the model (6) is valid for some ka% , kB
%  and kR

% . Secondly, a variant of persistency of 

excitation condition is introduced, that is required for the convergence of the adjusted parameters to 

0, , 0, ,[ ... ... ]T T T T T T
k k k p k k p kθ = a b b r r% %% % % . This part can be verified numerically on-line (during experiments/implementation) or off-

line on the given a priori dataset. 

P r o p o s i t i o n  2 . In the observer (7) with the adaptation algorithm (8) for 2 1
( ) ( | ( ) | )m j

−γ = ς+ ω , the parameter 

identification error ( ) ( )k ki iθ = θ − θ
)

%  has the following properties: 

 if the first part of Assumption 3 holds, then | ( 1) | | ( ) |k ki iθ + ≤ θ% % , 1k kj i j +≤ ≤ , 0k ≥ ; 

 if Assumption 3 holds, then the estimate is satisfied: 

| ( ) | | ( ) |exp[ ln( ) ( mod ) ]k k k ki j i j Kθ ≤ θ ρ −% % , 1k kj i j +≤ ≤ , 0k ≥ . 

P r o o f . From (8) we have 

( ) ( 1) ( ) ( 1) ( 1)
T

k km m m m mθ − θ = θ − − θ + γ ω − ε −
) )

, 

and the identification error has form  ( 1) ( 1) ( 1) ( 1)[ ( 1)]km y m y m m mε − = − − − = ω − θ − θ −
))

. Then 

2 1
1( ) ( 1) ( | ( ) | ) ( 1) ( 1) ( 1) ( 1).

T
k k k m km m j m m m P m

−
−θ = θ − − ς+ ω ω − ω − θ − = θ −% % % %  (9) 

The matrices 2 1
1 ( | ( ) | ) ( 1) ( 1)

T
mP j m m

−
− = − ς+ ω ω − ω −I  have one singular value between 0 and 1 (the corresponding 

eigenvector is ( 1)mω − , and other singular values are equal to one (the case 1 ( 1) ( 1)m k kP m m− θ − = θ −% %  is equivalent to 

( 1) 0mε − = ). This fact means that the error kθ%  is not an increasing function of time. From (9) we have: 

11( ) ( 1)
K

k m j kjm K P m+ −=θ + = θ −∏% %  

and | ( ) | | ( 1) |k km K mθ + ≤ ρ θ −% %  from assumption 3, which implies the estimate.  

Under conditions of proposition 2, the parametric error ( )k mθ%  asymptotically converges to zero, then taking control 

1
0

0 1

1
( ) ( ( ) ), ( ) ( ) ( 1) ( )

( )

( ) [ ( ) ] ( )

k
a a d PID iiT

p pT T
j jj j

u m sat U m U m y m U m a y m i
m

m j m j u m j

=

= =

= = − − − − −

− − − − − 

∑

∑ ∑

b f

r d b f

)
)

))
 (10) 

it is possible to ensure the model (6) stabilization, where ( 1)PIDU m −  is defined by (3). 

P r o p o s i t i o n  3 . Under assumption 3 there exist constants jk , 1, 5j =  such that for any solution of the system (1), 

(7), (8), (10) with ∈d D , ∈f F  for all 1k kj i j +≤ ≤ , 0k ≥  ( 2β ∈KL , 2γ ∈K ): 

2 2| ( ) | ( | ( ) |, ) ( | ( ) | )k k k ke i e j i j j≤ β − + γ θ% . 

P r o o f . Since the control ( ) ( ) ( )u m W m w m= + , where 
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the system (1), (10) has the following closed loop dynamics: 

1
3

1 2 3 4 5
0

( ) ( 1) ( ) [ ( 1) ( 2 ) ] ( ( 1) ) ( 1) ( )
m

i

e m k e m k e i k e m e m k sign e m k e m w m
−

=
= − + + − − − + − + − −∑ %  

with 0( ) ( ) ( )
T

w m m w m= b f% . Then as in proposition 1 there exist functions 2β ∈KL  and γ ∈K  such that 

2 [ , ]| ( ) | ( | ( ) |, ) ( || || )
kk k j ie i e j i j w≤ β − + γ %  

for all 1k kj i j +≤ ≤ , 0k ≥ . Since for all ∈d D , ∈f F  there exists 0g >  such that | ( ) | | ( ) |kw m g m≤ θ%% , then 

[ , ]|| || | ( ) |
kj i k kw g j= θ%% , that implies the result for 2 ( ) ( )s g sγ = γ , 0s ≥ .  

The advantage of the control (10) is that ( ) 0k iθ →%  with i → ∞  according to proposition 2, therefore, if the adaptive al-

gorithm is active for sufficiently long time (constants 0k∆ ≥  from assumption 3 are large enough), then the adaptive con-

trol (7), (8) and (10) ensures an exact regulation of FAR dynamics at the stoichiometric value. 

In this section two control algorithms are proposed, which ensure input-to-state stabilization of FAR dynamics. Both con-

trols are based on the measurement information (the first one designed for the approximated off-line model, the second one 

for the on-line model). The issue of the improvement of the closed-loop system quality with the use of special switching 

between these control laws is discussed in the following section.  

 

IV. THE SUPERVISOR 

All proposed control algorithms from section 3 possess their own advantages. The control algorithm designed off-line is 

rather reliable (it ensures stability for all operating modes of the engine) and robust (it is not sensitive to disturbances and 

unmodeled dynamics), but it may fail to ensure good accuracy over the entire range of operating conditions. The adaptive 

control has some transients after which it is tuned to compensate all errors at a particular engine operating condition. The 

switching algorithm executed in the supervisor has to combine the advantages of these controls neglecting their shortages 

providing the closed loop control with an improved performance. For this purpose note that the main difference between 

these controls consists in the models on which they are based. The following performance functionals evaluate accuracy of 

the models on the last 0L ≥  steps: 

1 2
1 1( ) ( )m

q m LJ m L e q−
= −= ∑ , 1 2

2 2( ) ( )m
q m LJ m L e q

−
= −= ∑ , (11) 
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1 0 0
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Fig. 1. The structure scheme of the supervisory control system of the engine 

 

In this case activation of the control with the most accurate model looks reasonable, that is the idea of supervision algorithm 

in this work.  The width of the time window L  used for evaluation of accuracy of both models is a design parameter (it is 

also related with the rate of convergence of the adaptive observer (7), (8)). However, the switching among nonlinear sys-

tems is not so trivial. Even if the systems are asymptotically stable or input-to-state stable as in our case, an inappropriate 

switching strategy may lead to instability [13]. 

The problem of switching among input-to-state systems has been addressed in the previous works [5], [10], [11]. The 

main idea there consists in the dwell-time mechanism application. Dwell-time constant restricts the rate of switching be-

tween the controls and for a sufficiently slow rate the stability of the closed loop system is guaranteed. For the rest of the 

section let 1( )u m  be defined by (2) and 2 ( )u m  be given as in (10). The structure scheme of the control system is presented 

in Fig. 1. 

T h e o r e m  1 . Let assumptions 1 3 hold and for some 0 1< λ <  

 there exist dwell-time constant 0Dτ >  such that ( , )i Dr rβ τ ≤ λ  for all 0r ≥ ;  

 D kτ < ∆ ≤ ∆  for all 0k ≥  for some 0∆ > ; 

 ln( ) / 2
( ) Dr e r

λ ∆ τβ ≤ λ  for all 0k ≥  and 0r ≥ , where 1 2( ) max{ ( ,0 ), ( , 0 )}s s sβ = β β .  

If 1w w Ds s+ − ≥ τ , 0w ≥ , where ws  is the instant of w
th switch, then in the system (1) with the control 

( )( ) ( )
wz su m u m= , ( ) {1,2}wz s ∈  

for any solutions the following estimate is satisfied for some  β∈KL  and γ ∈K : 

[ 0, ]| ( ) | (| (0) |, ) (|| || )ie i e i l≤ β + γ , 
| ( ) | , ( ) 1;

( )
| ( ) | , ( ) 2.

w w

k w w w

v i if i s z s
l i

s if i s z s

≥ =
=  θ ≥ =

%

%
 

P r o o f . Consider 1k kj i j +≤ ≤ . Since assumptions 1 and 2 hold, while ( ) 1wz s = , 0w ≥  the estimate 

1 1 [ , ]| ( ) | ( | ( ) |, ) ( || || )
ww w s ie i e s i s v≤ β − + γ % , [ , ]|| || sup | ( ) |

w ws i s j iv v j≤ ≤=% % , 1β ∈KL , 1γ ∈K  

from proposition 1 is true. Under assumptions 1 and 3 the estimate from proposition 3 is valid for all ( ) 2wz s = , 0w ≥ : 

2 2| ( ) | ( | ( ) |, ) ( | ( ) | )w w k we i e s i s s≤ β − + γ θ% , 



 

 

 

where ( ) ( )k km mθ = θ − θ
)

%  with 1k w kj s j +≤ ≤  for all 0k ≥ , 2β ∈KL , 2γ ∈K . According to Lemma 2 of [5] for dwell-

time switched input-to-state systems, the upper estimate follows for all 1k kj i j +≤ ≤  and all 0k ≥ : 

ln( )( ) /1 2
[ 0, ]| ( ) | (| ( ) |) (1 ) ( || || )k Di j

k ie i e j e l
λ − τ− −≤ λ β + − λ γ , 1 2( ) max{ ( ), ( )}s s sγ = γ γ . 

Now we may use the same technique considering 0k∆ ≥ ∆ >  as a dwell-time  between switches among different operating 

modes of the system, that under the theorem conditions gives: 

2 ln( ) / 4
[ 0, ]| ( ) | (| (0) |) (1 ) ( || || )

i
ie i e e l

− λ ∆ −≤ λ β + − λ γ , 

that implies the desired estimate.  

The stated restriction Dτ < ∆  implies that switching between the controls in the supervisor must be faster than the 

change in the operating regime. The dwell-time switching algorithm ensures boundedness of the system trajectories and the 

theorem presents the worst-case estimate on the closed loop error behavior. Dwell-time switching algorithm still leaves 

room to further supervisor rule design focusing on the improvement of transient behavior. Keeping in mind the perform-

ance functionals (11) and dwell-time rule from theorem 1, the following supervision algorithm is proposed: 

( )( ) ( )
wz su m u m= , ( ) {1, 2}wz s ∈ , 0w ≥ , (12) 

2 1
1

1 2

arg inf { ( ) ( )} if 1;

arg inf { ( ) ( )} if 2 ,
w D

w D

m s w
w

m s w

J m J m s
s

J m J m s

≥ +τ
+

≥ +τ

< =
=  < =

 

1( ) 3 ( )w wz s z s+ = − , 0( ) 1z s = , 0 0s = , 

where ws , 0w ≥  determines the time instant of the last switch; 0Dτ >  is the dwell-time that prevents chattering (high 

frequency switching between the control algorithms) and ensures the closed-loop stability. For 0 1s =  the system starts with 

the model-based control (2), if accuracy of the adaptation model (7) is better ( 2 1( ) ( )J m J m< ), then the adaptive control 

(10) has to be activated. If after dwell-time the accuracy of the model (1) again becomes better ( 1 2( ) ( )J m J m< ) the con-

trol (2) would be switched on giving time for adaptation algorithm to adjust the observer. 

An additional logic can be added to (12) for an emergent switching back to control 1u , when the regulation error with the 

control 2u  in the loop becomes suddenly high. In this case a kind of average dwell-time condition would be ensured, under 

which the result of theorem 1 can be confirmed after a mild modification of arguments. Such a modification is omitted for 

brevity of presentation. 

 

V. APPLICATION RESULTS 

The proposed switching control has been tested in two vehicles with V8 engines: Chevrolet Tahoe with 5.7  engine  and 

GMC Yukon with a 5.3  engine (these vehicles and such a type of engines are rather popular on US market, in addition, the 

emission improvement for vehicles with a big volume of engines is of great practical importance). The schedule of testing 

was as follows. 
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Fig. 2. FAR model accuracy verification 

 

At the first step based on the databases of previous experiments, the model (1) was derived for both vehicles (the coeffi-

cients a , B  and R  satisfy assumption 1). The results of model (1) tests are shown in Fig. 2.a, 2.c and Fig. 2.b, 2.d for 

5.7   and 5.3  engines, respectively (the figures 2.c and 2.d demonstrate zoomed plots of the figures 2.a and 2.b). Fulfill-

ment of the persistency of excitation condition (the second part of assumption 3) has been verified on both datasets. As we 

can deduce from these plots the quality of both models are of  sufficient accuracy for the control (2) design. 

At the second step the controls (2) and (10) are calculated. Assumption 2 is verified for the control (2) on the a priori col-

lected dataset. Coefficients jk , 1, 5j =  are chosen zero initially, and after some experimentations they are tuned to some 

values providing acceptable performance. For the control (10) the same values of coefficients jk , 1, 5j =  are chosen. The 

assumption 3 is valid (after a verification on the dataset). After that, the system is ready for experimental testing.  

During the experiments, the control algorithms and the supporting schemes have been loaded in the board computer us-

ing dSpace, where these codes have replaced the production controllers. Next, tests in different operating conditions (e.g. 

Federal Test Program) have been performed. The sampling time is time-varying and it is proportional to the speed of engine 

rotation. 

The results of the tests are shown in figures 3 and 4 for the vehicles with the 5.7  and 5.3  engines, respectively (the 

parts (a) and (b) represent the variables 1FARe FAR= −  and u  respectively (in these experiments 1 was selected as the de-

sired value for the fuel-air ratio, which corresponds to the stoichiometric value), the part (c) plots the values of the function-

als 1J  and 2J ). In these results, the supervisor switches between two control algorithms based on quality functionals, the 

instants of switches almost everywhere correspond to verification of the conditions (12) (dwell-time constant has been as-

signed sufficiently small). The adaptive regulator provides better quality of control of FAR dynamics. A change in modes of 

engine operation results in backward activation of the model (1) based controls (in Fig. 3 the adjusted model has almost 



 

 

 

everywhere a better accuracy, in Fig. 4 in some cases activation of the control 1u  happens, while the adaptive observer 

needs a time for adjustment after an operating mode change). For both vehicles, experiments confirm applicability of the 

proposed approach. A comparison of the obtained results with a reference controller implemented in both vehicles shows a 

good potential of the proposed supervisory controller. 
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Fig. 3. Trajectories for the vehicle with a 5.7  engine 

 

VI. CONCLUSION 

Switching control algorithm for air-fuel ratio regulation is developed and practically tested for two vehicles. The control-

ler contains three parts: robust model-based control, adaptive control and the supervisor. The first control is designed for 

approximated off-line model using a priori available experimental dataset. The adaptive control is based on an adjusted in 

real-time model. Both models and controls have similar structure and the only difference is the type of information used for 

their design (off-line or on-line measurements). The supervisor provides switching between these controls taking into ac-

count the current accuracy of the models. If off-line approximated model has better quality, then the robust control is active. 

If the adaptively adjusted model has better accuracy of FAR dynamics representation during some number of previous 

events, then the adaptive control is switched on. Such a scheme allows us to combine the reliability of robust control (which 

was intensively tested and it ensures admissible quality of FAR regulation for all operating regimes) and the flexibility of 

the adaptive control (which can improve the performance due to the higher local accuracy of the FAR dynamics approxima-

tion). Stability conditions are established. Practical implementation and intensive tests demonstrate applicability of the ap-

proach. Augmentation of an anti-windup scheme for the developed control can be a subject of future researches. 
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Fig. 4. Trajectories for the vehicle with a 5.3  engine 
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