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ABSTRACT

In the synthesis model signals are represented as a sparse combinations of atoms from a dictionary. Dictionary learning describes the acquisition process of the underlying dictionary for a given set of training samples. While ideally this would be achieved by optimizing the expectation of the factors over the underlying distribution of the training data, in practice the necessary information about the distribution is not available. Therefore, in real world applications it is achieved by minimizing an empirical average over the available samples. The main goal of this paper is to provide a sample complexity estimate that controls to what extent the empirical average deviates from the cost function. This estimate then provides a suitable estimate to the accuracy of the representation of the learned dictionary. The presented approach exemplifies the general results proposed by the authors in [1] and gives more concrete bounds of the sample complexity of dictionary learning. We cover a variety of sparsity measures employed in the learning procedure.

Index Terms— Dictionary learning, sample complexity, sparse coding

1. INTRODUCTION

The sparse synthesis model relies on the assumption that signals \( x \in \mathbb{R}^m \) can be represented as a sparse combination of columns, or atoms, of a dictionary \( D \in \mathbb{R}^{m \times d} \). As an equation this reads as

\[ x = D\alpha \tag{1} \]

where \( \alpha \in \mathbb{R}^d \) is the sparse coefficient vector.

The task of dictionary learning focuses on finding the best dictionary to sparsely represent a set of training samples concatenated in the matrix \( X = [x_1, \ldots, x_n] \). The corresponding sparse representations are stored in the coefficient matrix \( A = [\alpha_1, \ldots, \alpha_n] \). A common learning approach is to find a solution to the minimization problem

\[ \min_{D,A} \mathcal{L}_X(D,A) \tag{2} \]

\[ \mathcal{L}_X(D,A) := \frac{1}{2n} \| X - DA \|_F^2 + \frac{1}{n} \sum_{i=1}^{n} g(\alpha_i). \tag{3} \]

The function \( g \) in (3) serves as a measure of sparsity. Concretely, we consider scaled powers of the \( \ell_p \)-norm, i.e.

\[ g(\alpha) := \| \alpha / \lambda \|_p^p \tag{4} \]

for any \( p, q > 0 \) and the weighting parameter \( \lambda > 0 \).

In order to avoid trivial solutions, the learned dictionary \( D \) is generally forced to be an element of a constraint set \( \mathcal{D} \). In this paper we will focus on dictionaries with unit \( \ell_2 \)-norm atoms, which is a commonly used constraint. The vast amount of dictionary learning algorithms that take different approaches to the topic illustrates the popularity of the synthesis model. A probabilistic method is presented in [2]. Another famous representative is the K-SVD algorithm as proposed in [3] which is based on \( K \)-means clustering. Finally, there are learning strategies that aim at learning dictionaries with specific structures that enable fast computations, see e.g. [4, 5].

Assuming that these training samples are drawn according to some distribution, the goal of dictionary learning is to find a dictionary \( D^* \) for which the expected value of the cost function (3) is minimal. In practice the distribution of the available training samples is unknown and therefore only an empirical minimizer \( D \) can be obtained. The sample complexity results which we derive in this paper contribute to understand how accurately this empirical minimizer approximates \( D^* \).

We assume the training signals to be drawn according to a distribution in the ball with unit radius, i.e. the distribution is an element of the set

\[ \mathcal{P} := \{ \mathbb{P} : \mathbb{P}(\| x \|_2 \leq 1) = 1 \}. \tag{5} \]
Our results are based on the work [1] where a more general framework of matrix factorizations has been considered. Our stringent setting here allows for more concrete bounds on the sample complexity.

Previous state of the art sample complexity results are presented in [6, 7]. These results are restricted to the indicator function for \( \ell_0 \) and \( \ell_1 \)-norms. These works also cover the case of fast rates which we will not consider here.

2. PROBLEM STATEMENT & NOTATION

Matrices are denoted by boldface capital letters such as \( \mathbf{X} \), vectors will be represented as boldface small letters, e.g. \( \mathbf{x} \). Scalars will be slanted letters like \( n, N \). The \( i^{th} \) entry of a vector \( \alpha \) is denoted by \( \alpha_i \). Finally, sets are denoted in black-letter such as \( \mathcal{D} \).

The sparse representation of a given signal \( x \) according to a given dictionary can be found by solving the optimization problem

\[
\text{arg min}_{\alpha \in \mathbb{R}^d} \frac{1}{2} \| x - \mathbf{D} \alpha \|^2 + g(\alpha).
\]

The quality of how well a signal can be sparsely coded for a dictionary this will allow us to provide an upper bound for the sample complexity.

3. SAMPLE COMPLEXITY RESULTS

The general strategy will be to first find a Lipschitz constant for the functions \( F_{\mathbf{X}}(\mathbf{D}) \) and \( E_{\mathbf{X}} \). In combination with the assumed underlying probability distribution and the structure of the dictionary this will allow us to provide an upper bound for the sample complexity.

3.1. Lipschitz Property

In this section we provide Lipschitz constants for the function \( F_{\mathbf{X}}(\mathbf{D}) \). For the \( \ell_p \)-penalty function the Hölder inequality yields

\[
\| \alpha \|_1 = \sum_{i=1}^d |\alpha_i| \leq \left( \sum_{i=1}^d |\alpha_i|^p \right)^{1/p} \left( \sum_{i=1}^d 1^{1/(1-p)} \right)^{1-1/p} = d^{1-1/p} \| \alpha \|_p
\]

for \( 1 \leq p < +\infty \). To cover quasi-norms with \( 0 < p < 1 \), we employ the estimate \( \| \alpha \|_1 \leq \| \alpha \|_p \) which provides the overall inequality

\[
\| \alpha \|_1 \leq d^{(1-1/p)+} \cdot \| \alpha \|_p,
\]

where the function \( (\cdot)_+ : \mathbb{R} \rightarrow \mathbb{R}_+^* \) is defined as \( (t)_+ = \max\{t, 0\} \). Thus, we get the two estimates

\[
\| \alpha \|_p \leq t \quad \Rightarrow \quad \| \alpha \|_1 \leq d^{(1-1/p)+} \cdot t,
\]

\[
\| \alpha / \lambda \|_p^p \leq t \quad \Rightarrow \quad \| \alpha \|_1 \leq \lambda \cdot d^{(1-1/p)+} \cdot t^{1/q}
\]

which will become of use in the following discussion. The matrix norm \( \| \mathbf{A} \|_{1 \rightarrow 2} := \max \| \alpha \|_2 \) is used for the rest of this paper while the subscript is omitted to improve readability. We also make use of the corresponding dual norm which is non-negative and coercive. Thus, we get the two estimates

\[
\| \mathbf{A} \|_{F} := \sup_{\| \mathbf{U} \| \leq 1} \mathbf{U} \mathbf{A} \mathbf{U}^\top
\]

which provides the "\( \epsilon \)-near solutions" as

\[
\mathfrak{A}_\epsilon(\mathbf{X}, \mathbf{D}) := \{ \mathbf{A} : \mathbf{A}_i \in \mathbb{R}^d, \mathcal{L}_{\mathbf{X}}(\mathbf{D}, \mathbf{A}) \leq f_{\mathbf{X}}(\mathbf{D}) + \epsilon \}.
\]

Proposition 1. The set \( \mathfrak{A}_0 \) is not empty and is bounded.

Proof. The function \( \| \cdot \|_p^p \) is non-negative and coercive. Thus, \( \mathcal{L}_{\mathbf{X}}(\mathbf{D}, \mathbf{A}) \) is non-negative and \( \lim_{k \to \infty} \mathcal{L}_{\mathbf{X}}(\mathbf{D}, \mathbf{A}_k) = \infty \) whenever \( \lim_{k \to \infty} \| \mathbf{A}_k \| = \infty \). Therefore, the function \( \mathbf{A} \mapsto \mathcal{L}_{\mathbf{X}}(\mathbf{D}, \mathbf{A}) \) has bounded sublevel sets. Moreover, since powers of the \( \ell_p \)-norm are continuous, then so is \( \mathbf{A} \mapsto \mathcal{L}_{\mathbf{X}}(\mathbf{D}, \mathbf{A}) \) and thus attains its infimum value.

Next, note that for any \( \mathbf{D}' \) the inequality

\[
F_{\mathbf{X}}(\mathbf{D}') - F_{\mathbf{X}}(\mathbf{D}) \leq L_{\mathbf{X}}(\mathbf{D}) \| \mathbf{D}' - \mathbf{D} \| + C_{\mathbf{X}}(\mathbf{D}) \| \mathbf{D}' - \mathbf{D} \|^2
\]

holds with

\[
L_{\mathbf{X}}(\mathbf{D}) := \inf_{\epsilon > 0} \sup_{\mathbf{A} \in \mathfrak{A}_\epsilon} \frac{1}{n} \| (\mathbf{X} - \mathbf{D} \mathbf{A}) \mathbf{A}^\top \|_* ,
\]

\[
C_{\mathbf{X}}(\mathbf{D}) := \inf_{\epsilon > 0} \sup_{\mathbf{A} \in \mathfrak{A}_\epsilon} \frac{1}{2n} \sum_{i=1}^d \| \mathbf{A}_i \|_1^2 .
\]

A detailed derivation of these parameters can be found in [1].

Proposition 2. There exist upper bounds for \( L_{\mathbf{X}}(\mathbf{D}) \) and \( C_{\mathbf{X}}(\mathbf{D}) \) which are independent of the used dictionary.

Proof. For \( \mathbf{A} = [\mathbf{A}_1, \ldots, \mathbf{A}_n] \in \mathfrak{A}_0 \) we have

\[
\frac{1}{2} \| \mathbf{x}_i - \mathbf{D} \mathbf{A}_i \|^2 + \| \mathbf{A}_i / \lambda \|_p^p \leq f_{\mathbf{X}}(\mathbf{D})
\]
which immediately results in the estimates
\[ 0 \leq \|\alpha_i/\lambda\|_p^p \leq f_{X_i}(D) \leq C(D, 0) = \frac{1}{2}\|x_i\|_2^2. \]  
(16)
\[ \|x_i - D\alpha_i\|_2 \leq \sqrt{2f_{X_i}(D)} \leq \|x_i\|_2. \]  
(17)

Furthermore, the above in combination with (12) lets us bound the \( \ell_1 \)-norm of \( \alpha \) via
\[ \|\alpha\|_1 \leq \lambda \cdot d^{(1-1/p)_+} \left( \frac{1}{2}\|x_i\|_2^2 \right)^{1/q}. \]  
(18)
This yields the upper bound \( C_X(D) \leq C_X \) with
\[ C_X := \frac{1}{2n} \sum_{i=1}^n \lambda \cdot d^{(1-1/p)_+} \left( \frac{1}{2}\|x_i\|_2^2 \right)^{1/q} \]  
(19)
for (15). In order to provide an upper bound for \( L_X(D) \) which is independent of the dictionary \( D \) we first note that
\[ \langle (X - DA)A^T, U \rangle \leq \sum \|x_i - D\alpha_i\|_2 \cdot \|\alpha_i\|_1 \cdot \|U\|. \]
By using the definition of the dual norm and the estimate developed above, we obtain the upper bound \( L_X(D) \leq L_X \) with
\[ L_X := \frac{1}{n} \sum_{i=1}^n \|x_i\|_2 \cdot \lambda \cdot d^{(1-1/p)_+} \left( \frac{1}{2}\|x_i\|_2^2 \right)^{1/q} \]  
(20)
which concludes the proof.

\[ \square \]

Proposition 2 allows us to rewrite (13) as
\[ \frac{\|F_X(D') - F_X(D)\|}{\|D' - D\|} \leq L_X \cdot \left( 1 + \frac{C_X}{L_X} \|D' - D\| \right), \]  
(21)
which implies that the function \( F_X \) is uniformly locally Lipschitz with constant \( L_X \).

Lemma 3. The function \( F_X \) is globally Lipschitz with constant \( L_X \), i.e.
\[ |F_X(D') - F_X(D)| \leq L_X \|D' - D\| \]  
(22)
for any \( X \) and any \( D, D' \in D \).

Proof. Let \( \epsilon > 0 \) be arbitrary but fixed. For \( \|D' - D\| \leq \epsilon L_X/C_X \) we have
\[ |F_X(D') - F_X(D)| \leq (1 + \epsilon)L_X \|D' - D\|. \]  
(23)
If the bound on the distance between \( D \) and \( D' \) does not hold, we construct the sequence \( D_i := D + \frac{\epsilon}{i}\lambda \cdot d^{(1-1/p)_+} \), \( i = 0, \ldots, k \) such that \( \|D_{i+1} - D_i\| \leq \epsilon L_X/C_X \). This enables us to show that the bound (23) holds for any \( D, D' \). Note that there are no restrictions on \( D, D' \), as the derived Lipschitz constant \( L_X \) is independent of the constraint set \( D \). Since \( \epsilon > 0 \) is chosen arbitrarily, (22) follows.

\[ \square \]

3.2. Probability Distribution

As mentioned in the introduction we consider probability distributions within the unit ball. In order to obtain meaningful results the distribution according to which the samples are drawn has to fulfill two properties. First, we need to control the Lipschitz constant \( L_X \) for signals drawn according to the distribution when the number of samples \( n \) is large. This quantity will be measured by the function
\[ \Lambda_n(L) := \mathbb{P}(L_X > L). \]  
(24)
Furthermore, for a given \( D \) we need to control the concentration of the empirical average \( \mathbb{F}_n(D) \) around its expectation. This is measured via
\[ \Gamma_n(\gamma) := \sup_{D \in D} \mathbb{P}(|F_X(D) - \mathbb{E}_{x \sim \mathbb{P}} f_X(D)| > \gamma). \]  
(25)
For the considered distribution these quantities are well controlled, as can be seen in the following.

Proposition 4. For \( \mathbb{P} \in \Psi \) as defined in (5) we have \( \Lambda_n(L) = 0 \) for \( L \geq d^{(1-1/p)_+} \cdot (1/2)^{1/q} \), and
\[ \Gamma_n \left( \frac{\alpha}{\sqrt{n}} \right) \leq 2 \exp(-n\tau^2), \quad \forall \tau \leq \alpha \leq +\infty. \]  
(26)

Proof. The function evaluations \( y_i = f_{X_i}(D) \) are independent random variables. For samples drawn according to a distribution within the unit sphere it immediately follows that they are bounded by \( 0 \leq y_i \leq \|x_i\|_2^2 \leq 1 \). Using Hoeffding’s Inequality we get
\[ \mathbb{P} \left[ \frac{1}{n} \sum_{i=1}^n y_i - \mathbb{E}[y_i] \right] \leq \alpha \]  
(27)
and thus \( \Gamma_n(\alpha) \leq 2 \exp(-n\tau^2). \) Furthermore, due to the chosen set of viable probability distributions \( \Psi \), we have \( L_X \leq \lambda \cdot d^{(1-1/p)_+} \cdot (1/2)^{1/q} \) and hence \( \Lambda_n(L) = 0 \) for \( L \geq \lambda \cdot d^{(1-1/p)_+} \cdot (1/2)^{1/q} \).

\[ \square \]

3.3. Role of the Constraint Set

In order to provide a sample complexity bound, it is necessary to take the structure of the set to which the learned dictionary is constrained into account. Of particular interest is the covering number of the concerning set. For more information on covering numbers, the interested reader is referred to [8].

We will confine the discussion to the set of dictionaries with unit norm atoms, i.e. each dictionary column is an element of the sphere. It is well known that the covering number of the sphere is upper bounded by \( N_{\varepsilon}(S^m, \delta) \leq (1 + \frac{\delta}{2})^m \). By using the metric \( \| \cdot \|_{1 \rightarrow 2} \) this is readily extended to the product of unit spheres
\[ N_{\varepsilon}(D(m, d)) \leq (1 + \frac{\delta}{2})^{md} \leq (\frac{\delta}{2})^{md}. \]  
(27)

3.4. Main Result

Theorem 5. For a given \( 0 \leq t < \infty \) and the Lipschitz constant \( L > \lambda \cdot d^{(1-1/p)_+} \cdot (1/2)^{1/q} \), we have
\[ \sup_{D \in D} |F_X(D) - \mathbb{E}_{x \sim \mathbb{P}} f_X(D)| \leq \eta(n, m, d, L) \]  
(28)
with probability at least $1 - 2e^{-t}$. The bound is defined as
\[
\eta(n, m, d, L) := 2\sqrt{\frac{\beta \log n}{n}} + \sqrt{\frac{\beta + t/\sqrt{8}}{n}}
\]  
(29)
with the driving constant
\[
\beta := \frac{md}{8} \cdot \max\left\{ \log \left( 6\sqrt{8}L \right), 1 \right\}.
\]  
(30)

The parameter controlling the sample complexity is dependent on the size of the dictionary, the determined Lipschitz constant, and the number of samples. It is also dependent on the underlying distribution of the samples, which is an arbitrary distribution in the unit ball in the examined case. Better estimates may hold for fixed probability distributions.

**Proof.** First, note that $\mathbb{E} f_x$ is Lipschitz with constant $L > L_X$ for the considered case. Let $\epsilon, \gamma > 0$ be given. The constraint set $\mathcal{D}$ can be covered by and $\epsilon$-net with $\mathcal{N}_\epsilon$ elements $D_j$. For a fixed dictionary $D$ there exists an index $j$ for which $\|D - D_j\| \leq \epsilon$ and we can write
\[
|F_X(D) - \mathbb{E} f_x(D)| \leq |F_X(D) - F_X(D_j)| + \sup_j |F_X(D_j) - \mathbb{E} f_x(D_j)| + |\mathbb{E} f_x(D_j) - \mathbb{E} f_x(D)|.
\]  

By using the concentration assumption (25) and the Lipschitz continuity of $F_X$ and $\mathbb{E} f_x$ this implies
\[
\sup_{D} |F_X(D) - \mathbb{E}_{X \sim D} f_x(D)| \leq 2L\epsilon + \gamma
\]  
(31)
except for probability at most $\mathcal{N}_\epsilon \cdot \Gamma_n(\gamma)$. Since the above holds for and $\epsilon, \gamma > 0$, we specify the constants
\[
\epsilon := \frac{1}{2d} \sqrt{\frac{\beta \log n}{n}},
\]  
\[
\tau := \frac{1}{\sqrt{n}} \sqrt{md \log \left( \frac{2}{\epsilon} \right)} + t
\]  
with $\gamma := \tau/\sqrt{8}$ which fulfill the conditions $0 < \epsilon < 1$ and $0 \leq \tau < \infty$. Given these parameters we get
\[
\mathcal{N}_\epsilon \cdot \Gamma_n(\tau/\sqrt{8}) = 2e^{-t}.
\]  
(32)

For the final estimate, recall that due to the definition of $\beta$ the inequalities
\[
\log \left( \frac{6d}{\sqrt{8}} \right) \leq \log \left( 6\sqrt{8}L \right) \leq 8\beta/(md)
\]  
and $\log n \geq 1$ hold. This allows us to provide the estimate
\[
2L\epsilon + \tau/\sqrt{8} \leq 2\sqrt{\frac{\beta \log n}{n}} + \sqrt{\frac{\beta + t/\sqrt{8}}{n}}
\]  
(33)
which concludes the proof of Theorem 5.

In order to illustrate the results, we will discuss a short example.

**Example 1.** The general assumption is that the learned dictionary is an element of $\mathcal{D}(m, d)$ and the training samples are drawn according to a distribution in the unit ball. Let the sparsity promoting function be defined as the $\ell_p$-norm with $0 < p < 1$. Then Theorem 5 holds with the sample complexity driving constant
\[
\beta = \frac{md}{8} \cdot \log(3\sqrt{8}).
\]  
(34)

4. CONCLUSION

Based on the general framework introduced in [1] we provide a sample complexity result for learning dictionaries with unit $\ell_2$-norm atoms. Powers of the $\ell_p$-norm as a penalty in the learning process while the samples are drawn according to a distribution within the unit ball. In general, we can say that the sample complexity bound $\eta$ exhibits the behavior $\eta \propto \sqrt{\log n/n}$ with high probability. The sample complexity results achieved in this paper cover those of [6, 7] for a different choice of sparsity measure. We suspect that the achieved results can be further improved by utilizing Rademacher’s complexity. This approach will be discussed in future work.
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