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Abstract

We address the problem of deblurring images degraded
by camera shake blurand saturated or over-exposed pix-
els. Saturated pixels are a problem for existing non-blind
deblurring algorithms because they violate the assumption
that the image formation process is linear, and often cause
signi�cant artifacts in deblurred outputs. We propose a for-
ward model that includes sensor saturation, and use it to
derive a deblurring algorithm properly treating saturated
pixels. By using this forward model and reasoning about the
causes of artifacts in the deblurred results, we obtain signif-
icantly better results than existing deblurring algorithms.
Further we propose an ef�cient approximation of the for-
ward model leading to a signi�cant speed-up.

1. Introduction

The task of deblurring “shaken” images has received
considerable attention recently [2, 4, 5, 6, 10, 18, 21, 22].
Signi�cant progress has been made towards reliably esti-
mating the point spread function (PSF) for a given blurry
image, and towards inverting the blur process to recover a
high-quality sharp image. However, one feature of “shaken”
images that has received very little attention is the presence
of saturated pixels. These are caused when the radiance of
the scene exceeds the range of the camera's sensor, leav-
ing bright highlights clipped at the maximum output value
(e.g. 255 for an 8-bit image). To anyone who has attempted
to take hand-held photographs at night, this effect should
be familiar as the conspicuous bright streaks left by elec-
tric lights, such as in Figure1(a). These bright pixels, with
their clipped values, violate the assumption made by many
algorithms that the image formation process is linear, and
as a result can cause obtrusive artifacts in the deblurred
images. This can be seen in the deblurred images in Fig-
ure1(b) & (c).

The process of deblurring an image typically involves
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(a) Blurry image
(b) Deblurred with the

Richardson-Lucy algorithm

(c) Deblurred with the method
of Krishnan & Fergus [11]

(d) Deblurred with the
proposed approach

(a) (b) (c) (d)
Figure 1.Deblurring in the presence of saturation. Existing
deblurring methods, such as those in (b) & (c), do not take account
of saturated pixels. This leads to large and unsightly artifacts in
the results, such as the “ringing” around the bright lights in the
zoomed section. Using the proposed method (d), the ringing is
greatly reduced and the quality of the deblurring improved.

two steps. First, the PSF is estimated, which speci�es how
the image is blurred. This may be achieved using a “blind”
deblurring algorithm, which estimates the PSF from the
blurry image itself, or alternatively using additional hard-
ware attached to the camera, or with the help of a sharp
reference image of the same scene. Second, a “non-blind”
deblurring algorithm is used to estimate the sharp image,



given the PSF. In this work we estimate the PSF in all cases
using the algorithm of Cho & Lee [4], adapted to spatially-
varying blur (Section2). We can then consider the problem
as non-blind deblurring (since the PSF is known) of images
that contain saturated pixels. By handling such pixels ex-
plicitly, we are able to produce signi�cantly better results
than existing methods. Figure1(d) shows the output of the
proposed algorithm, which contains far fewer artifacts than
the two existing algorithms shown for comparison.

Our principal contribution is to propose a forward model
for camera shake blur that includes sensor saturation (Sec-
tion 3.2), and to use it to derive a modi�ed version of
the Richardson-Lucy algorithm properly treating the satu-
rated pixels. We show that by explicitly modeling poorly-
estimated pixels in the deblurred image, we are able to
prevent “ringing” artifacts in the deblurred results (Sec-
tion 3.3), as shown in Figure1. We also propose an ef�cient
piece-wise uniform approximation of spatially-varying blur
in the forward model leading to a signi�cant speed-up (Sec-
tion 4.3) of both the PSF estimation and the non-blind de-
blurring steps.

Related Work. Saturation has not received wide attention
in the literature, although it has been cited as the cause of
artifacts in the deblurred outputs from deconvolution algo-
rithms. For example, Ferguset al. [5], Cho & Lee [4] and
Tai et al. [20] mention the fact that saturated pixels cause
problems, sometimes showing their effect on the deblurred
output, but leave the problem to be addressed in future
work. An exception is Harmelinget al. [8], who address
the issue in the setting of multi-frame blind deblurring by
thresholding the blurry image to detect saturated pixels, and
ignoring these in the deblurring process. When multiple
blurry images of the same scene are available, these pixels
can be safely discarded, since there will generally remain
unsaturated pixels covering the same area in other images.

Single-image blind PSF estimation for camera shake
has been widely studied [2, 4, 5, 12, 15, 18, 22], using
variational and maximum a posteriori (MAP) algorithms.
Levin et al. [14] review several approaches, as well as pro-
viding a ground-truth dataset for comparison on spatially-
invariant blur. While most work has focused on spatially-
invariant blur, several approaches have also been proposed
for spatially-varying blur [6, 7, 10, 20, 21].

Many algorithms exist for non-blind deblurring, perhaps
most famously the Richardson-Lucy algorithm [16, 17].
Recent work has revolved around the use of regularization,
derived from natural image statistics [1, 10, 11, 13, 20], to
suppress noise in the output while encouraging sharp edges
to appear.

2. The Blur Process

In this work we consider the following model of the im-
age formation process: that we are photographing a static
scene, and there exists some sharp latent imagef (repre-
sented as a vector) of this scene that we would like to record.
However, while the shutter of the camera is open, the cam-
era moves, capturing a sequence of different views of the
scene as it does so. We will assume that each of these views
can be modeled by applying some transformationT k to the
sharp imagef . The recorded (blurry) imageg is then the
sum of all these different views of the scene, each weighted
by its duration:

g =
X

k

wk T k f ; (1)

where the weightwk is proportional to the time spent at
view k, and

P
k wk = 1 . The sharp imagef and blurry

imageg areN -vectors, whereN is the number of pixels,
and eachT k is a sparseN � N matrix.

Often, the transformationsT k are assumed to be 2D
translations of the image, which allows Eq. (1) to be com-
puted using a 2D convolution. In this paper we use our
recently-proposed model of spatially-varying camera shake
blur [21], where the transformationsT k are homographies
corresponding to rotations of the camera about its optical
center. However, the non-blind deblurring algorithm pro-
posed in this work is equally applicable to other models,
spatially-variant or not.

In a non-blind deblurring setting, the weightswk , which
characterize the PSF, are assumed to be known, and Eq. (1)
can be written as the matrix-vector product

g = Af (2)

whereA =
P

k wk T k . Given the PSF, non-blind deblur-
ring algorithms typically maximize the likelihood of the ob-
served blurry imageg over all possible latent sharp images
f , or maximize the posterior probability of the latent im-
age given some prior knowledge about its properties. One
popular example is the Richardson-Lucy (RL) [16, 17] algo-
rithm, which converges to the maximum likelihood estimate
of the latent image under a Poisson noise model [19], using
the following multiplicative update equation:

f t +1 = f t � A >
� g

Af t

�
; (3)

where � represents element-wise multiplication, the frac-
tion represents element-wise division, andt represents the
iteration number.

Unfortunately, the image produced by a digital camera
does not generally follow the linear model in Eq. (1), and
so nä�vely applying a non-blind deblurring algorithm such
as Richardson-Lucy may cause artifacts in the result, such



P
k wk T k f

Camera Shake

Sharp
Imagef

Sensor Response

Recorded
Imageg

Figure 2.Diagram of image formation process.See text for ex-
planation and de�nitions of terms.

as in Figure1. The pixel values stored in an image �le are
not directly proportional to the scene radiance for two main
reasons: (a) saturation in the sensor, and (b) the compres-
sion curve applied by the camera to the pixel values before
writing the image to a �le. To handle the latter of these,
we either work directly with raw image �les, which have
not had any compression applied, or follow the standard ap-
proach of pre-processing the blurry image, applying a �xed
curve which approximately inverts the camera's (typically
unknown) compression curve. The curve is then re-applied
to the deblurred image before outputting the result. This
leaves saturation as the remaining source of non-linearities
in the image formation model, as shown in Figure2.

3. Explicitly Handling Saturated Pixels

We model sensor saturation as follows: the sensor out-
puts pixel values which are proportional to the scene ra-
diance, up to some limit, beyond which the pixel value is
clipped at the maximum output level. This model is sup-
ported by the data in Figure3, which shows the relationship
between pixel intensities in three different exposures of a
bright light source. The pixel values in the short exposure
(with no saturation) and the longer exposures (with satura-
tion) clearly exhibit this clipped linear relationship. As the
length of the exposure increases, more pixels saturate.

This suggests two possible ways of handling satura-
tion when performing non-blind deblurring: (a) discard the
clipped pixels, so that we only use data which follows the
linear model, or (b) modify the forward model to take into
account this non-linear relationship. We describe both of
these approaches in the following.

3.1. Discarding Saturated Pixels

It is possible to estimate which blurry pixels are saturated
by de�ning a thresholdT, above which a blurry pixel is con-
sidered to be saturated, and therefore an outlier to the linear
model. If we discard these pixels, the problem of deblurring
with saturated pixels becomes deblurring with missing data.
It is possible to re-derive the Richardson-Lucy algorithm to
take account of missing data, by de�ning a binary mask of
unsaturated (inlier) pixelsz, where each elementzi = 1 if
gi < T , and0 otherwise. The new Richardson-Lucy update
equation is then

f t +1 = f t � A >
� g � z

Af t + 1 � z
�

; (4)
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(a)0:05s (b)0:2s (c)0:8s
3 different exposures of a scene containing bright lights
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(d) Scatter plot of0:2s exposure
against0:05s exposure

(e) Scatter plot of0:8s exposure
against0:05s exposure

Figure 3.Saturated & unsaturated photos of the same scene.
(a–c) 3 different exposure times for the same scene, with bright
regions that saturate in the longer exposures. A small window has
been extracted which is unsaturated at the shortest exposure, and
increasingly saturated in the longer two. (d) Scatter plot of the in-
tensities in the small window in (b) against those in the window
in (a), normalized by exposure time. (e) Scatter plot of the inten-
sities in the window in (c) against the window in (a), normalized
by exposure time. The scatter plots in (d) and (e) clearly show the
clipped linear relationship expected.

where1 is a vector of ones. For an unsaturated pixelgi ,
the maskzi = 1 , and the term in parentheses is the same as
for the standard RL update. For a saturated (outlier) pixel,
zi = 0 , so the term in parentheses is equal to unity. Since
the update is multiplicative, this means that the saturated
observationgi has no in�uence on the latent imagef .

The choice of thresholdT can be problematic however;
a low threshold may discard large numbers of inlying pixels
from g, causing some parts off to become decoupled from
the data. A high threshold, on the other hand, may treat
some saturated pixels as inliers, causing artifacts in the de-
blurred result. Figure4 shows the result of deblurring using
Eq. (4) for different values of thresholdT. As is visible in
the �gure, no particular threshold produces a result free of
artifacts. At high values ofT, the building is deblurred well,
but artifacts appear around the lights. At the lowest value of
T, the lights are deblurred reasonably well, but the face of
the building is mistakenly discarded and thus remains blurry
in the output.

Ideally, we would like to utilise all the data that we have
available, whilst taking account of the fact that some pixels
are more useful that others. We describe this approach in
the following sections.












