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Abstract. This paper presents a methodology for the automatic definition of
NoC topology according to application and architecture requirementspihe
posed solution, which has been implemented as a new step of our NoC design
flow, results from the analysis of real concerns and demands freigraers. The

main contribution lies in the fact that we customize the method according to mul-
tiprocessor architecture models and associated memory organizatiered-life

H264 example has been used to compare synthesis results for No€sitgen

by our tool, with automatic topology selection with well-known efficient topolo-
gies, which wer manually specified. Results clearly show the efficienoupf
approach.

Keywords: Application Specific Network, Network-on-Chip, Topology Gener-
ation, Mapping.

1 Introduction

Networks-on-Chip (NoC) have recently emerged as a new géorrof communica-
tion infrastructure to support communication on SoCs ptioyg a solution to connect
different IP-cores through an effective, modular, andaaal communication network.

The choice of the most suitable network topology for a paltéicset of applications
is an important phase in designing an efficient NoC. Wrong ltapes choices can
dramatically affect network performances. Consequettitytopology not only impacts
the efficiency of the network in terms of bandwidth and spéwed,also has a major
influence on the area of the network and its energy consumptio

Area cost is one of the most frequently cited drawbacks adekto NoC solutions
and the purpose of this paper is precisely to describe a nehvoaelogy that aims to
minimize the final NoC area by means of a relevant topologgcsein. This design
step is implemented within our existing NoC CAD tool in orderchoose a network
topology according to application constraints and archites model.

This methodology is based on the heterogeneity of appticatomains and exploits
the designer’'s knowledge on the model of his architectuctuding processors and
memory organization to guide the topology selection. Thjgeat is usually ignored al-
though it is of great importance. Actually, in real-life abtions the architecture model
usually exists before the NoC has been designed for two megsons. First, it is di-
rectly related to the application domain and secondly itetheis on previous design



reuse. As a result, our method depends on the initial athite model and then aims
to minimize the final cost by topology refinements accordmggplication constraints.

This paper is organized as follows: In section 2, a survefi@félated work is done.
The methodology and the design are explained in sectionsl 3 agection 5 describes
results obtained with a real-life video encoder. Finalsgt®n 6 concludes the paper
and gives an overview of our future work.

2 State of the Art

To integrate and automate the choice of topology in the Nasydelow, current meth-
ods [7,9,11] select a generic topology among a predefinedkistapproach is based
on the placement of IPs on various topologies, followed bym@marison of perfor-
mances to identify the best topology. The relevancy of thjgr@ach depends on many
factors, such as the criteria for comparison, the numbertlamanodels of topologies
compared, and the placement algorithm used.

The Stanford solution presented in [11] consists of a tolidd&BUNMAP, which is
used for the automatic selection of the best topology andliti@ code generation. This
tool places the IP blocks on several standard topologiesii2Bh, Torus, Hypercube,
Butterfly, and Stage Clos); it then selects the best ardhitedoy estimating model
performances in terms of bandwidth and area. The mappingri®nmed through a
heuristic approach formulated in [10], with an objectivadtion, the goal of which is
to minimize average communication time, as well as surfackesmergy consumption,
while meeting bandwidth constraints.

Similarly, the simulation tool SIMOO from University of RiGrande do Sul auto-
matically chooses a topology among several by analyzingghenunication of a given
application [9]. This tool first extracts the applicatiomaomunication behaviour as a
dynamic communication graph from high-level communiaagoimitives and simula-
tion results. Then, it maps this graph into different presiy characterized architecture
templates. Finally, it analyses and selects the architet¢hat best fits the application
communication performance constraints.

Moreover, a similar approach is presented in [7]. This pgpeposes a methodol-
ogy that aims at minimizing the power consumption by setecthe optimum network
topology for a specific application.

Another method for designing the best network topology &eldeon a hierarchical
partitioning [3,12]. In this approach, the network is detinto two or more partitions
and each partition is modeled by a dedicated topology. Tifiereint partitions are then
combined to form a single network topology. The efficiencyho$ approach depends
on the choice of model for a given partition and the choicéefdlgorithm partitioning.

The approach in [12] customizes a specific topology for argaeplication by de-
composing the communication requirements into a set ofrgec@mmunication prim-
itives, such as gossiping and broadcasting. Each primisiv@vapped by a specific
representation graph in the library. This graph structaréhé pattern that the decom-
position algorithm searches for when processing the inppli@ation graph. After the
decomposition step, the communication primitives areaegd by their optimal imple-
mentations and finally glued together to synthesize theomiged architecture.



The personalization of the network topology for a given agpion remains the best
option to achieve the highest degree of flexibility in the NzCadigm. This customiza-
tion can be achieved by exploiting the specific communicedipplication to design the
network that meets the designer’s requirements for pedoo®, surface and energy
consumption.

Our view differs from previous works, as they are directlydgua by the architecture
model and strongly focalized on the real design bottlenkeakrmotivates the bandwidth
requirement and consequently the need of a NoC solutionelyatire concurrent mem-
ory accesses. However, our methodology is adapted to théowaly shared, and global
memories are accessed. Thus, we consider that the NoC gypdésign flow must be
based on two strongly related main stages. The first ones stitt the exploration and
analysis of application domain requirements. It resultSémmunication Dependency
Graphs (CDG) with bandwidth requirements. Our tool alrepdgforms these tasks.
The second one defined as an interactive step, which is rs@gdsdntegrate designer
knowledges and experience. This is the specification oftti@tacture model in terms
of memory accesses and address computation mechanisnasoptimization is then
performed along with topology design steps including dtiay of non communicating
IPs, load balancing and IP placement. It results in a topotbgt fits application and
architecture requirements. This second stage is the mainiloation presented in this
paper.

3 Design Methodology

The heterogeneity of application domains in embedded syste chip makes it impos-
sible to develop a single method for NoC topology design bseshe varying nature of
communications means various different schemes from om@atoto another. The aim
of our approach is to exploit the awareness of the designtabearchitecture model to
guide the topology selection. Consequently, we proposevanmethod that extracts the
application communication behaviour from high-level conmication primitives, ana-
lyzes and identifies the class of multiprocessor architectind designs the topology
with an automatic method customized for the class that has bleosen.

This section describes the various multiprocessor arcthite classes identified and
explains the topology design method developed for each one.

3.1 Multiprocessor Architecture Class Identification

To classify the multiprocessor architecture, we use Ramartomy [5] that extends
Flynn's [4] classification by considering that multiproses architectures are based
on two elemental features: the address space and the physéoaory organization.
These are the basic properties that represent a memoryrsgsie its relations with
processors. Raina completed this terminology by desigttiegaddress space to be
either shared or disjoint and the physical memory orgaitizato be either shared
or distributed. Therefore, this taxonomy organizes mensystems into three differ-
ent classes described in Fig 1. The first class is shared ssddpace shared memory
(SASM), which corresponds to the conventional shared mgmsystems. The second



class is disjoint address-space distributed memory (DADAMich corresponds to the
conventional distributed memory systems. The third clashared address-space and
distributed memory (SADM).

We have chosen this terminology primarily because the thmongs access policy
has a major impact on the NoC performance. Secondly, it isbas criteria that dif-
ferentiate application fields. For example, the architexctd a video coding application
fits the SASM class because all processors communicate dtied memories through
the network. However, the architecture of a turbo-commatioa application belongs
to the DADM class because the messages circulate betweeagsars and the local
memories are not connected to the network.

The choice of the architecture model and the componentféga@n is made by the
designer during a first interactive step implemented ingBgider 1l CAD tool. Then,
the associated method is applied according to the desggcteoice. These methods are
detailed in the following subsections.

SASM (UMA) SADM (NUMA) DADM (NORMA)

Local Local

Shared

memoryy

Shared Shared

memory, memorym

Fig. 1. Raina multiprocessor architecture classification.

3.2 SASM Topology Design Method

The SASM class is based on the Uniform Memory Access (UMA) ehdd UMA ar-
chitecture, all the processors share the physical memafgromy. Usually, the SASM
architecture is used to speed up the execution of a single [aogram in time critical
applications.

The Algorithm 1 describes the method used to create a dedidcapology for a
SASM class, this algorithm includes three steps:

1. First, choose the structure to map the shared mem@h9 (Thus, if theSMsare
less than or equal to three, they are connected with poiptiot links. Otherwise
they are mapped onto a mesh 2D topology. Bislocation on the mesh 2D
topology is guided according to the number of comnSisinterlocutors and the
communication bandwidth required for these common intetlars. For example,
in Fig.2, aSM,; has aPUs as a common interlocutor witBMy and SMs and PUs
communications require more bandwidth with 8, this implies that th&M, is
placed closer to th8MV.

2. Inthe second step, place the processing @Ritks) onto the topology. The strategy
used consists in attaching to each shared memory node aptéody that connects



Algorithm 1 Topology Design for SASM class

First step: Shared memorieSNl) mapping.

if Number ofSM < 3 then
SMare connected bgoint-to-pointlinks.

else
SMare mapped omesh 2Dtopology.

end if

Second step: Processing Uril{) mapping.

if PUx communicates wit!sM, then
Map thePUy on SM, startopology.

end if

Third step: EachiPU must belong to only one star-group

repeat
Selection ofPUyx which demands the smallest bandwith.
Computation of thé?Uy bandwith impact (Eq. 1) on each star-group.
Add thePUy. to the star-group which incurs the minimum impact.

until all PU are not connected

the PUs communicating with this shared memory. This implies th&y can
belong to several star-groups. As illustrated in Fig?Rs belongs to three star-
groups:SM;, SMz andSM,. we choose the star structure bacause is scalable, easy
to set up and to expand.

3. Finally, to address the problem of tRe, belonging to several star groups, compute
the PU,’s bandwidth impact on the star-groups and then keethein the group
where it introduces the minimum amount of impact on.

The PU’s bandwidth impact is calculated using this formula:

Npy

SPU BWh, * O —B

Impachys = ((Z.o :l/:u. i(G)) \M:’UXG> <100 1)
Yio BWhy, * &)

where :

— Impachyg is the impact ofPU, attached tds group.
— Npy is the total number of PUs.
— BWhy, is the bandwidth required between tAg and theSM belonging to the

star-group.
5. _[lifPUEG
i(G) = ) 0 otherwise

Consequently, in the example shown in Fig.2, B is placed definitively in the
SM; star-group because it incurs the minimum bandwidth impastpared to the
impact in the other star-groups.
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Fig. 2. SASM design topology method.

3.3 SADM Topology Design Method

The SADM class is based on a Non-Uniform Memory Access (NUNMel. NUMA
model is a memory design used in multiprocessor architectuinere the processor can
access its own local memory faster than non-local memorg.idm-local memory can
be alocal memory to another processor or a shared memorytdmatically generate a
dedicated topology for the SADM class, we have also impleatka specific algorithm
similar to the approach used for the SASM class.

However, the difference is located in the third step of thgoathm. Where the
processors are connected to the star-groups of their loealaries, even if they have
the higher impact on these star-groups. Thus, we keep tlodispgon provided by the
NUMA model, while guaranteeing that the processor can adteswn local memory
rapidly.

3.4 DADM Topology Design Method

The memory access in the DADM class is based on the No RemoteokjeAccess
(NORMA) model. NORMA is a memory organization used in muibigessor architec-
tures with distributed memories, where a processor carou@sa non-local memories.
To deal with this model, we use an algorithm composed of thtegs to design a dedi-
cated topology for the DADM class:

1. First step: create non-communicatild groups. As shown in Fig.3, the processors
are grouped in 4 clusters represented by different cologsiareach group the
processors do not communicate.

2. Secondly, structure all non-communicatiBb groups in pairs; a pair links two
nodes of a group through a router; a node represents a poocessother pair. The
arrangement of the pairs are created according to the comatiom bandwidth
required for the common interlocutors of the pair elemelmis:ig.3, we illustrate
the pair arrangement in the example by structuring the greppesented by the
yellow color.

3. Finally, connect the top router of each group on mesh 2Dloqy.
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Fig. 3. DADM design topology method.

4 From Application to NoC Design

The design of NoC implies a complex set of tasks, because tit désign flow in-
cludes several stages with different choices and complestions. Moreover, the ar-
rangement of these stages, their interactions, and anynipatibilities affect a large
number of parameters. To address this complexity of desigrhave desigpSpider

Il CAD tool. This tool performs design space exploration ande generation. Design
space exploration is implemented in an interactive waydasalesigner choices for ar-
biter, routing policies and topology selections. Then matic procedures are available
for time-consuming and error prone tasks such as Time Divisultiplexing (TDM),
FIFO sizing and path allocation for guaranteed traffic managnt.

In the continuity ofuSpider Il CAD tool development [1], we replaced the choice
of a generic topology with an automatic generation of spetifpology based on the
methodology developed in section 3. The CAD environment ffl@sign consists of
four parts:

1. The first step simulates the application and extracts éhentunication specifica-
tion such as bandwidth, latency, and communication se@serihese specifica-
tions represent the input point of the NoC design flow. Théynafor an accurate
description of the performances to be delivered by the NaCoftain the max-
imum benefits from this information, we developed a methadefdracting con-
straints based on CDG. For instance, these graphs can beaggh&om a speci-
fication with the cadence E language. The CDG describes thedimmunication
scheduling. This scheduling organizes communicationsrdatg to their order of
execution and it can automatically extract tedious infdromasuch as:

(a) Parallel communications.
(b) Mutual exclusion between communications.
(c) Synchronisation constraints.



2. Thanks to the scheduling of communications in the CDGlggaphe second step
explores these graphs to calculate the real bandwidth #erathg provides parame-
ters to generate automatically a specific topology usingrtethodology explained
in section 3 and determine the mutual exclusive commuricati

3. The third step deals with derivation of local latency aaddwidth constraints for
each unidirectional communication, and computes the minifhDM table size re-
quired for implementing guaranteed traffic communicatiand a minimum band-
width for all best effort communications. Then, it compud@sl allocates time slots
and path to each guaranteed traffic communication.

4. The last step is the VHDL code generator, some additionaPG are also pro-
vided for interfacing NoC components with IP cores, cuisetite library provides
interfaces compliant with the OPB bus.

5 Experimental Results

5.1 Experiments with Complex Video Decoder Application

To evaluate the potential of the topology design methodologplemented inuSpider

Il CAD tool for real applications, we have implemented a Hl26deo decoder, pro-
vided by our industrial partner. The SoC is composed of 38<¢28 masters and 7
slaves). The video compression standards are defined bysnoé@nofiles and levels
that correspond to the configuration of the codec. A profilesisally a set of algorithms
and a level corresponds to a complexity degree (e.g. piselugon, decoding speed,
data-rate ...). H.264 standard has 14 different levels gmdfiies: baseline (videocon-
ferencing, wireless network ...), X (video streaming) aradmghigh quality and perfor-
mances). Each profile can be combined with any of the diftdexels (e.g. resolution
levels).

The estimation of bandwidth by masters and slaves have beea id the case
of a high definition television (HDTV) video mode (1080i/1330Hz) which corre-
sponds to the main profile and it is the maximum size running @imulation tool
over a 8ms cycle frame 5 macro-block time. The designersohalustry partner man-
ually estimated the bandwidth requirements t@@bits/s but our CDG-based anal-
ysis tool showed that these features were over-estimatede \tétking into account
mutual-exclusion and dependency constraints we finallggavound 20% (max: 65%)
of bandwidth as shown exhaustively for all IP in Fig.4.

The H.264 video decoder application is distributed overtiplel processors via
data partitioning. The multiprocessor architecture platf contains 28 processors and
7 shared memories. All the processors can read and writdrdat#o all shared memo-
ries. Therefore, this multiprocessor architecture besanghe SASM class as specified
in our methodology explained in section 3, because all thegwsors share the physical
memory uniformly.



7000 50%

Average Savings : 27,80%

Mbits/s

IPs

Fig. 4. H.264 bandwidth gains with mutual exclusion & dependency analysis.

5.2 Test Conditions

The experimental NoC generated by our tool has been paremseteas follows: bit
width 32; Routing: street sign; End to end flow control; Rowalin arbiter; and single
guaranteed traffic (GT) channel with a 32 slot TDMA table. Vémgrate four NoCs
for the H.264 video decoder application with the same patarsend bandwidth and
latency constraints in order to obtain the same performaWe have generated 4 NoCs
with our tool. The first NoC is based on a specific topology matically generated.
And 3 other NoCs are based on the most popular NoC regulatagigs, which are
also used in tools addressing topology selection:

— A Mesh 2D topology connects the nodes in mesh. It is so far thstpopular
and exploited architecture in network on chip design. Thexmeason is that the
routing algorithms are simple to introduce, it is scalabéetipularly in view of
its location on silicon, and provides in theory high-speedchmunication, but is
expensive to implement on silicon because of its large nurabport for routing
and connection.

— The WK-recursive topology [2] is a structure for recursivetalable networks. It
offers many interesting properties such as a high degreeatdlsility, and symme-
try, which correspond very well to a modular design of disited systems con-
necting a large number of processors.

— The Spidergon topology [6] developed by STMicroelectrenga network topol-
ogy in which all nodes are arranged in ring form and each nedmmnnected to
its clockwise and its counter-clockwise neighbour. Alsacte node is connected
directly to its diagonal counterpart in the network. Thigisture allows for a sim-
ple routing scheme to minimize the number of nodes that apgiatket must cross
before reaching its destination. The main advantage ofapislogy over a conven-
tional 2D mesh is that the network latency can be signifigaetiuced for the same
number of nodes. The number of links required and the silicgu@lementation cost
of the Spidergon topology are also better than the 2D mesh.



5.3 Evaluation Experiments

We compared the synthesis results obtained by the NoC bastm @ustom topology
and the ones based on generic topologies for the same videde&napplication and
the same performances. On average, the area required bgrtegtopologies is 30%
more than the area occupied by the custom topology. The galmwe obtained for the
NoCs (Tablel) in the worst case (Spidergon) are equal to 22%, 14% for logic, reg-
isters and memory respectively and 46%, 37%, 25% in the lasst @VK-Recursive).
Finally, Table 3 shows that the gains obtained for the linkd @uters are more signifi-

Table 1.NoC costs of various topologies.

| [ Synthesis results (Gain) |
| | Logic (LC) [Registers (LC)Memory (bits)|
Dedicated 50512 47808 58442
Mesh 2D ||69880 (27,7%)64390 (25,8%)70322 (16,9%
WK-Recursive| 94774 (46,7%)76136 (37,294)78242 (25,3%
Spidergon ||61056 (17,3%)51663 (22,5%)68474 (14,79

cant (37%, 55%, 53% for Spidergon) than the ones obtaineithéoiull NoC. This gap
is due to the area occupied by the network interfaces (NE)IET2), which do not vary
as much from one scheme to another. The NI area depends dretwé buffers, which
depends on the bandwidth and latency constraints and nbedqrtd of topology used.

Table 2. Network Interface costs of various topologies.

| [ Synthesis results (Gain) |

| || Logic (LC) [Registers (LC)Memory (bits)
Dedicated 33412 36578 49862
Mesh 2D ||33640 (0,67%4)36599 (0,06%) 49862 (0%)

WK-Recursivé| 33751 (1%) | 36801 (0,6%) 49862 (0%)
Spidergon ||33688 (0,8294B6583 (0,0294) 49862 (0%)

6 Conclusion and Future Work

In this paper, we have developed a new topology-based desigimodology for NoC
applications. The proposed methodology automaticallyeggies a custom topology
according to Raina multiprocessor architecture classifioa This methodology has
been integrated in our CAD tool to replace the generic tappheith the automatic
generation of a specific topology. Using our tool to desigmpec#ic topology for a
H264 video decoder application has proven the efficiencyuofapproach. The results



Table 3. Router and Link costs of various topologies.

| [ Synthesis results (Gain) ]

| || Logic (LC) [Registers (LC)Memory (bits)]
Dedicated 17100 11230 8580
Mesh 2D ||36240 (52,8%R7791 (59,6%20460 (58,1%)

WK-Recursivé| 61023 (72%)|39335 (71,5%4)28380 (69,8%
Spidergon ||27368 (37,5%)25080 (55,2%)18612 (53,9%

from custom topology compared to generic topologies sho@2a Bnprovement in the
average area.

We have noticed that TDMA-based network interface areasecto half of the total
cost independent of NoC topology, and this is the point tlaatinotivated our current
research direction dedicated to interface optimizatioa af¢ adding a last optimization
step to the topology design flow, this work focuses on locainogations to remove
resources (link, router) from the dedicated topology, tieae a low utilization rate. We
also plan to test our method for applications that belongp¢ddADM class.
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