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Abstract. The field of software engineering has been evolving since its
inception in 1968. Arguments as to the exact nature of the field, whether it
should be conceived as a real engineering profession, the role of formal
methods, whether it is as much an art as a science, etc., continue to divide both
practitioners and academics. My purpose here is not to debate these particular
topics, but rather to approach the field from the outside, coming as | do from a
long period of involvement in the human and socia side of the computing
discipline, namely, from the fields of Human-Computer Interaction, Computer
Supported Cooperative Work, Participative Design, Interaction Design, and
Socia Informatics, more generally. | wish to examine how this “human-
centred” perspective might shed a new light on some issues within the SE field,
perhaps opening up topics for further discussion and examination.

Keywords: CSCW, human-centred computing, requirements, sociology,
software engineering

Extended Abstract of the Keynote

It is difficult to talk about issues in the Software Engineering (SE) field without
first noting the larger landscape of computing and information systems in which it is
embedded. Computing traditionally has focused on answering the question : What
can be automated? (e.g. Arden, 1980). While the term computer was originally used
to describe real people performing numerical calculations, the human side of
computing has tended to be ignored within the emerging discipline of computer
science, which has focused on hardware and software issues. Emphasizing this, one of
the first professiona organizations for people involved in computing was titled The
Association for Computing Machinery (ACM). As focus has shifted from mainframe
computing to personal and now ubiquitous computing, there has been a slowly
increasing awareness of the need to pay greater attention to the human aspects of
computing. This implies much more than simply noting the social implications of
computing technology, but rather seeks to view the activities of people involved in



various aspects of computing, especially systems development and programming, as a
legitimate, and necessary part of a computing curriculum.

Many people have been involved in the attempt to shift the focus of computing -
and informatics more generally — away from a purely technical approach concerned
with hardware and software only, to one that considers the human activities of design
and use of information systems as being of central concern. Interestingly, many of
these people have come from the Nordic countries. My own selection of pioneersin
this space would include people such as Kristen Nygaard, who argued for a
perspective on systems development that included the social and political, as well as
the technical. People like Peter Naur, whose compilation of papers was published by
ACM under the title Computing: A Human Activity, which emphasized the human
side of programming and systems development. People like Christiane Floyd, from
Germany, who presciently wrote of different paradigms in software engineering and
the need to allow for multiple perspectives in the field. In the US, perhaps one of the
earliest popular publications that promoted a human-centred approach to software was
the 1971 book by Gerry Weinberg, a practitioner and consultant, entitted The
Psychology of Computer Programming. Rob Kling spent many years as an advocate
of a more open computer science discipline that he labelled “Social Informatics’. In
recent years, a number of senior figuresin the field have also put their hatsin the ring:
Peter Denning, former President of ACM, arguing for a new and more expansive
computing profession; Denis Tsichritzis, head of GMD, the former German national
research centre for IT, critiquing much ol d-fashioned computer science as being akin
to “electric motor” science; Peter Wegner, in theoretical computer science, arguing
that the concept of interaction in computing is fundamentally more powerful than
algorithms; and Terry Winograd, one of a number of people involved in bringing the
larger field of Design into computing, and developing the Interaction Design field.
All of these authors, despite significant differences in their messages, to my mind
share a critiqgue of how the field of computing and the academic discipline of
computer science has been defined, circumscribed, and taught to students, and all
advocate a more “human-centred” approach, in one form or another. For example, in
reflecting on our educational system, Denning (1992) notes: “A curriculum capable of
preparing students for the shifting world must incorporate new elements emphasing
design, demonstrated proficiency, effective interaction with others, and a greater
sensitivity toward the historical and cultural spaces in which we all live and work”.
The issue here is not simply providing computer science students with a rounded
education, but more fundamentally questions the very nature of the discipline, arguing
that human activities and interests are part of the core of the computing discipline,
whenever we conceptualize, design, build, and test new technologies. It is this
tradition that | wish to discussin the context of human-centred software engineering.

These alternative views of the computing field have, | believe, contributed to the
dow emergence of what is beginning to be termed, in some quarters, “human-
centred” computing (HCC). The label may appear somewhat meaningless, as who
would subscribe to an alternative “system-centred” computing label? However, just
as the label “user-centred design” in the field of human-computer interaction hit a
chord in the 1980’s, it may be the case that the “human-centred computing” |abel will



have similar re-orienting effect on the field of computing today. Likewise with other
new terms that are appearing currently. For example, the emergence of new terms
and research areas, such as the “new informatics’ to augment traditional information
systems research, and “interaction design” augmenting traditional HCI, are, in my
opinion, examples of shifts in perspective towards a more wholistic view of human-
systems interaction that begins to pay more attention to the inextricable inter-weaving
of the human, social and cultural with the technical aspects of computing. Note that
these are not simply surface changes, nor should they be viewed simply as ancillary
issues in relation to the dominant computational approach, but rather they raise
foundational issues for the field of computing per se. While this is not the place to
further develop this argument, | wish now to briefly examine how this human-centred
perspective, loosely described above, might be of interest within the software
engineering field. The primary area | will focus on my keynote is in the requirements
engineering phase of software development.

Early textbooks on software engineering provided scant coverage of any “human”
issues, with perhaps a brief mention concerning mesetings with user representatives
in the derivation of requirements, and in designing the user interface. However, we
can observe an increasing concern with “user issues’ in standard SE textbooks over
the years. The increasing prominence of Participative Design approaches to system
development, involving close cooperation with users in all phases of an iterative
design process, and the prominent role of prototyping and testing, was starting to be
felt in the HCI arenain the late 80’s. Also, the rise of the CSCW field was occurring
at this time. The CSCW area brought in researchers from other human sciences than
psychology, such as sociology and anthropology, to better understand the everyday
lives of people, with a view to providing insights that might be useful in the design of
more habitable systems. In the case of the classic Sommerville (2010) text on SE, this
can clearly be linked to the rise of the CSCW field and the establishment of a CSCW
Centre at Lancaster where sociologists and software engineers were involved in joint
projects. However, as | will detail in the keynote, this marriage of social and
computing science has not been without some difficulties, especially in the context of
“producing requirements’. There is an issue as to whether the developing relations
between such unlikely bedfellows as technical systems developers and social
scientists, particularly ethnographers, and more narrowly ethnomethodological
ethnographers, should be seen as a virtuous coupling or a “deadly embrace”. While it
should be obvious that | am in favor of any and all approaches to regquirements that
open-up this phase to aricher appreciation of the work context and work practices of
people, | also fedl that this recent courtship between developers and sociologists may
turn sour due to a misalignment of motives and interests. If we are to have a useful
interplay between these two professions then perhaps we also need to be aware of
their different agendas, so as to reduce confusions and misunderstandings. | will
explorethisissuein greater detail in the keynote.

Returning to this issue of “requirements’ in SE, one finds a number of perspectives
on them, as evidenced by the different language used. So, for some people, systems
design begins with the need for “requirements capture” - which to me inspires an
image of requirements as well-defined entities just waiting to be plucked from the



environment. It goes without saying that this particular viewpoint is less widely held
today than heretofore. A less extreme view, yet one which is still quite popular in the
engineering community is the notion of requirements “gathering”, which again has an
implicit, if not explicit, conception of requirements as things that are waiting to be
harvested. Continuing on this line, one can hear discussion of requirements
“elicitation” which begins to acknowledge that requirements may not be immediately
apparent, or accessible, and may require some effort to “bring forth” from the user
community. Going one step further, we can argue that requirements are not “out
there” awaiting collection, but are themselves constructions, jointly and severally
produced by a range of actors, including users and developers in specific contexts of
discussion, observation and analysis. This view thus requires that we pay close
attention to the ways in which we investigate the use situation and work context, and
take into account the social, politica and economic factors involved in the
requirements process. (In this regard, the edited collection by Jirotka and Goguen
(1994) provides an interesting range of positions on social and technical issues in
requirements engineering.)

A number of commentators have noted how regquirements as fixed “texts’ can
impede a good design process. The designer Chris Jones (1988) argues: “...[we must]
recognize that the ‘right' requirements are in principle unknowable by users,
customers, or designers at the start.” This position calls into question the nature of
most formal software development contracts today. Similarly, the consultant Tom
Gilb (1990) stresses the need to focus on process, not method or static product. He
notes that current development methodologies “...are based on a static product model.
They do not adequately consider our work to be a continuous process—derived from
the past and being maintained into the future.” Yet another voice in support of this
shift, coming from academic software engineering, is that of Floyd (1987). She argues
for more emphasis on the process of software development than on the efficiency of
the resulting code: “The product-oriented perspective regards software as a product
standing on its own, consisting of a set of programs and related defining texts...
considers the usage context of the product to be fixed and well understood, thus
allowing software requirements to be determined in advance,” while the process-
oriented perspective “views software in connection with human learning, work and
communication, taking place in an evolving world with changing needs... the actual
product is perceived as emerging from the totality of interleaved processes of
analysis, design, implementation, evaluation and feedback, carried out by different
groups of people involved in system development in various roles.” It is interesting
that some of the recent movesto Agile Methods in software development and therise
of the Extreme Programming movement would seem to provide support to aspects of
the above viewpoints, and thus show, in some respects, a focus on a more “human-
centred” approach.
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Abstract.  The user experience of ubiquitous environments is a deter-
mining factor in their success. The characteristics of such systems must
be explored as early as possible to anticipate potential user problems,
and to reduce the cost of redesign. However, the development of early
prototypes to be evaluated in the target environment can be disruptive
to the ongoing system and therefore unacceptable. This paper reports on
an ongoing e ort to explore how model-based rapid prototyping of ubig-
uitous environments might be used to avoid actual deployment while still
enabling users to interact with a representation of the system. The paper
describes APEX, a framework that brings together an existing 3D Appli-
cation Server with CPN Tools. APEX-based prototypes enable users to
navigate a virtual world simulation of the envisaged ubiquitous environ-
ment. The APEX architecture and the proposed CPN-based modelling
approach are described. An example illustrates their use.

1 Introduction

Ubiquitous computing poses new challenges for designers and developers of in-
teractive systems. Because these systenmimmerse their users, the e ect they
have on the users' experience is an important element contributing to the suc-
cess of a design. Technology enhancement has the potential to have a profound
impact on a built environment transforming a sterile space into a place that is
in harmony with its purpose. The experience of checking into an airport can
be improved by providing information to travellers when and where they need
it. Frustrating delays could thereby be removed through the appropriate use of
personalised information. The experience of using a library could be improved
by providing personal and clear information about the location of the shelf in a
large library where the required book is located. Experience therefore becomes
an additional interactive characteristic of ubiquitous systems, to be explored in
addition to more traditional notions of usability.

? Jo® Lus Silva is supported by Fundaao para a Ciéncia e Tecnologia (FCT, Por-
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Experienceis di cult to specify as a requirement that can be calculated and
demonstrated of a system. It is di cult to measure and to obtain early feedback
about whether a design will have the required e ect. Currently, there are no
techniques that can be used to analyse speci cations against di erent notions
of experience (for a discussion, see [9]). An important barrier is the di culty of
developing prototypes that could feasibly be used to explore issues of experience.

This paper limits attention to ubiquitous environmentsenvisaged as enhanc-
ing physical environments. In the envisaged designs, \spaces" are augmented
with sensors, public displays and personal devices. Of particular interest in these
systems is the way that the user interacts with the environment, as a result of
both explicit interaction with the system, and implicit interactions that arise
through changes ofcontext Here context could include location, or the steps
that have to be taken by a user to achieve some goal (for example check-in,
baggage screening, passport control, boarding card scanning).

The paper describes how prototypes can be built to represent the interaction
between users, devices and services, as users move within ubiguitous environ-
ments. To avoid unnecessary development cost, early designs are explored in this
proposal through model-based prototypes explored within a virtual environment.
The paper describes a prototyping framework (APEX) that uses Coloured Petri
Net (CPN) [11] models. APEX binds a CPN model to a 3D application server
(OpenSimulator3).

The Petri nets modelling language, being an expressive and graphically infor-
mative notation, allows the description of the envisaged design. OpenSimulator
provides support for exploring the design based on the Petri net description.
Their integration thus allows rapid prototyping of ubiquitous environments, en-
abling users to navigate a virtual world simulation of the environment to evaluate
usability issues, including user experience.

This paper builds on [18]. There, the early concept of the APEX framework
was discussed, and some initial results presented. Since then, the framework
has been developed, and the modelling approach fully revised. The new models
present a number of bene ts, including better scalability and support for hetero-
geneity. The current paper describes the APEX architecture, the new modelling
approach, and provides modelling guidelines for developing prototypes.

The structure of the paper is as follows. Section 2 discusses related literature
and the goals of the project. Section 3 describes the architecture of APEX. Use
of the framework is illustrated by means of a smart library which senses the
presence of users, and guides them to the shelves where their required books are
located. Section 4 describes how the example is modelled. Section 5 describes
usage of the framework. Section 6 presents conclusions and future work.

2 Related literature and goals

Despite considerable advances in the development of ubiquitous systems, there
continues to be a tendency (see [5] for a concise overview) for the development

% http://opensimulator.org (last accessed June 14, 2010)



and evaluation of ubiquitous systems to be focussed on experimental systems,
usually prototype device designs within partial systems. The issue of how to
evaluate whole systems in real contexts continues to be a concern, see [2] for a
useful discussion of this contrast. Another important aspect of evaluation is how
to explore the user experience that a designed system creates. In this respect
there is a substantial literature taken from design disciplines, see for example [4].
In design, for example, a typical approach is to use non-functional (for example,
clay) prototypes as objects which potential users are asked to carry around in
the contexts where the actual system is to be used in order to obtain information
about how the proposed design might be experienced. One particularity of the
type of systems of interest is that the system is woven into the context, making
it harder to prototype.

APEX is designed to satisfy three requirements. The rst is that it should
enable the rapid development of both prototypes and target systems. While there
are several existing platforms for ubiquitous computing ([3, 8, 10] are examples),
a software tool is required that facilitates the development of prototypes, while
simultaneously providing the hooks for the target system.

The second requirement is that a 3D environment can be used to construct
simulations that can be explored realistically by users. 3D Application Servers,
such as SecondLife4 or OpenSimulator, provide a fast track to developing vir-
tual worlds. OpenSimulator, in particular, has the advantage of being open
source, which means that the backend can be programmed allowing con gura-
bility and extensibility.

Systems such as Topiary [13] enable users to explore prototypes of context
aware application in real world settings. They resort to Wizard of Oz techniques
to avoid the actual deployment of sensors. They are targeted to the prototyping
of applications running on user devices, and do not support theenhancementof
the physical space. A di erent class of systems, such as 3DSim [17], UbiWorld
[6] or the work of O'Neill et al. [16], have similar visions to ours (developing
simulations of the actual environments).

The third requirement is an approach to modelling ubiquitous computing.
While 3DSim and UbiWord envisage the use of programming languages to build
the prototypes, we are interested in creating them from models of envisaged
systems. A bene t of this approach is the integration of the modelling approach
with analytical approaches, to provide leverage on properties of ubiquitous en-
vironments that are relevant to their use.

Petri nets constitute an expressive and graphically informative modelling
language that has been used to describe virtual environments. Previous mod-
elling approaches based on Petri nets include the use of: Hybrid high-level Nets
(HyNets) [14], Flownets [19], Interactive Cooperative Objects (ICO) [15], and
Coloured Petri Nets (CPN) [11].

CPN modelling and analysis is supported by CPN Tools, enabling analysis
either by simulation (similar to program execution) or by more formal analysis
(state space analysis and invariant analysis). Simulation can be used to animate

4 http://secondlife.com (last accessed June 14, 2010)



the models. State space analysis can be used to check standard properties, such
as reachability, boundedness, liveness properties and fairness, as well as spe-
ci c properties de ned using the associated programming language (CPN ML
language [12]).

In summary then, given the objectives set forth for APEX, CPN was chosen
because: (i) it allows rapid development of prototypes, much faster than equiv-
alent conventional approaches using C#; (ii) it allows analysis of properties of
the model (via CPN Tools); (iii) the animation capabilities of CPN Tools allow
control of the virtual world simulations directly from the models (hence, the
behaviour modelled is exactly what is executed | this improves on current ap-
proaches in that in these approaches when a simulation needs to be programmed,
what is executed does not necessarily re ect the models and speci cations pro-
duced in an earlier development stage).

While several approaches aiming at ubiquitous computing prototyping were
identi ed above, they are mostly focused on helping ubiquitous system designers
to identify unwanted behaviour in their system, and to support informed decision
making in an iterative design cycle. APEX is more focused on theexperience
users will have of the design, and in the use of tools to enable analysis.

The above mentioned approach of O'Neill et al. [16] is the most similar to
ours, using models and a 3D simulation for the prototyping of ubiquitous envi-
ronments. In their case a games engine is used. We believe the use of a 3D ap-
plication server (OpenSimulator) has some advantages compared with a games
engine. It supports the creation of virtual environments in real time using world
building tools, and it is easily extendable by the loading of modules. In the case
of the games' engine, the environment must be previously fully created using
a map editor. Using a 3D application server means the approach is exible. A
variety of clients, customizable in appearance, can access the virtual world on
multiple protocols at the same time, and in world application development using
a number of di erent languages is also possible.

3 The APEX framework

The overall architectural view of the APEX framework is presented in Figure 1.
Three main components are identi ed:

{ avirtual environment component, responsible for managing the physical ap-
pearance and layout of the prototype, including managing the 3D simulation
and the construction of the virtual environment;

{ abehavioural componentresponsible for managing the behaviour of the pro-
totype, including the description, analysis and validation of the virtual en-
vironment's behaviour;

{ a communication/execution component responsible for the data exchange
among all components and for the execution of the simulation.

OpenSimulator enables the interactive creation of virtual environments. It
provides a su ciently rich texture to enable users to visualise the physical char-



Fig. 1. Logical architecture of the APEX framework

acteristics of the real system. A rich palette of features provides for easy ob-
ject/environment creation and manipulation. These objects, together with the
insertion and manipulation of textures, lighting, animation and sounds also pro-
vided, enable a simulation which can create a realistic visualisation of the pro-
posed real system. Pre-de ned environments and devices can be used in this
creation process.

To create a prototype, besides creating the virtual environment, the devel-
oper needs to extend the CPN base model provided. APEX uses CPN Tools to
model the behaviour of the virtual environment. Models of each type of dynamic
object/device in the environment (e.g., sensors, displays, personal devices) need
to be inserted into the global model of the environment. Adequate models must
either be available or must be created using CPN Tools. Section 4.2 will provide
a more detailed description of how that can be done.

Once the CPN model and the environment are created a component of the
framework binds them together. To achieve this, transitions in the CPN link the
behaviour described by the models to the respective objects in the environment.

Several users can be connected to the simulation using di erent viewpoints
onto the OpenSimulator server. Users can navigate and interact with the virtual
world simulation of the envisaged ubiquitous environment, enabling the evalua-
tion of usability and experience issues with the proposed design.

3.1 Behavioural component

This component is responsible for driving the simulation using the information
from the model, and to send relevant data to the virtual environment. It contains
the CPN tools, which use CPN models to describe the behaviour of the virtual
environment in response to user actions and context changes.

A generic CPN base model is provided from which virtual environment mod-
els can be derived. The aim in developing this base model was to develop a
generic style of CPN relevant to the modelling of virtual environments, includ-
ing models that can be instantiated to the physical space in which the system



is to be de ned to operate. The model consists of: (a) a module to initialise the
simulation, and to establish the connection between the CPN model, as repre-
sented by CPN Tools, and OpenSimulator; (b) a module that receives user data
(for example user identity and position) from OpenSimulator when a user moves
and uses it to update appropriate tokens; (c) modules describing the behaviour
of each device in the system. An example is presented in Section 4.

3.2 Virtual environment component

This component sends information about the simulation (e.g. user position) to
the behavioural component which takes adecision and sends indications to re-
ect these changes in the simulation. It contains the OpenSimulator server and
viewers for each client who connect to it.

The OpenSimulator server is responsible for maintaining the virtual environ-
ment information available to viewers. The features of the 3D simulation include
location, the viewing aspect and the physics of each of the objects in the en-
vironment. Pre-de ned environments and objects can be saved/loaded in/from
Opensim ARchive les (OAR). All the dierent entities (object, terrain, tex-
tures, etc.) are packaged in these les in the format used by Opensimulator to
keep data within an archive. The server enables the connection of several users
from, possibly, di erent locations to the same virtual environment via the web
through appropriate viewers.

Viewers interact with the server and are used to de ne features of the 3D
simulation presented to users, and to allow users to navigate and interact within
the simulated environment. Interaction is achieved both explicitly by a user us-
ing (virtual) devices, and implicitly through changes of context. Possible viewers
include the Hippo OpenSim VieweP or the Linden Lab's Second Life viewef.
However, a number of alternative compatible viewers exist. Note that, currently,
some of these alternative viewers only enable the environment exploration with-
out providing any modelling tool.

The behaviour described in the previous section is linked to the objects which
are identi ed by unique names. For instance, to open a gate in the simulation, the
CPN model of the gates must indicate in its open transition code the identi er of
the gate to open. Objects identi ers are easily accessible through the properties
panel provided by the viewer and associated to each object of the environment.

3.3 Communication/execution component

This component is a DLL (dynamic-link library) responsible for loading the
simulated ubiquitous environment into the OpenSimulator server, and for using
the CPN models to drive it. It is positioned between the two other components
managing the exchange of information between them.

5 http://mjm-labs.com/viewer/ (last accessed June 14, 2010)
6 http://secondlife.com/support/downloads (last accessed June 14, 2010)
" http://opensimulator.org/wiki/Connecting (last accessed June 14, 2010)



Communication in the CPN models is achieved through Comms/CPN [7], a
CPN ML library for connecting between CPN Tools and external processes, pro-
vided with the CPN Tools. The BRITNeY Suite [20] also enables the communica-
tion between CPN models and a Java-based animation package. Comms/CPN is
more adequate and simple to use for our case. Unlike Comms/CPN the BRIT-
NeY Suite has a more general purpose, providing more features besides the
communication package, which make it more complex to use.

In order to use Comms/CPN a module must be loaded into the external pro-
cess. Java and C modules are available with the distribution. However, Open-
Simulator modules (DLLs) are developed in C#. No alternatives were found for
this communication so a new C#/CPN communication package has been devel-
oped. With this development the communication of the CPN models, using the
Comms/CPN functions, and C# processes becomes possible.

The developed module sends information to CPN Tools when changes in
the environment happen, and is responsible for changing the environment in re-
sponse to data sent by CPN Tools. Additionally, it handles the loading/saving of
OpenSimulator objects/environments and the execution of commands invoked
by the user in the viewer. When inserted in the OpenSimulator server location,
this DLL is automatically loaded by the OpenSimulator. After the establishment
of the communication between the CPN model and the simulator, by the evoca-
tion of a function in the CPN model (explained in the next section), the APEX
is ready to use.

4 Modelling with CPNs (The example)

As previously stated, a generic CPN modelling approach was developed to en-
able the easy creation of new ubiquitous systems prototypes. In this section the
modules of this approach are described. Figure 2 presents the setup model. As
will be discussed, this model needs small modi cations only when being adapted
to dierent applications. The model in gure 3 deals with user position and

is generic. The developer then needs to develop a module for each device type
present in the ubiquitous system. Figure 4 presents the module for a speci ¢ type
of object present in the example used (a gate). How these modules are created
will be described in section 4.5

4.1 The example

The example used to illustrate the system is a smart library. Books are identi ed
by RFID tags and are stored on bookshelves. Screens are used to provide infor-
mation to library users. A registred library user is allowed entry/exit via gates.
When a registered user arrives at the entry gate, a screen displays which books
have been requested by the user (e.g., earlier via a web interface) and opens the
entry gate. The system guides the user to the required books through the use
of sensors that recognise the user's position in real-time. As the user approaches
the book's location a light with a speci ¢ colour is turned on. Hence several users



looking for books in nearby locations can distinguish their own request. When
the book is removed, the light on the book is turned o . As the user returns to
the exit gate a personalised list of requested and returned books is displayed on
a screen by the gate which is opened so that the user can leave.

4.2 Modelling approach

There are a number of styles of speci cation that can be achieved using CPN.
These styles vary according to the extent to which the semantics of the under-
lying objects are made explicit in the structure of the CPN speci cation, or
encoded into the tokens. The following two extremes are possible:

{ placing all the semantics in the tokens, in other words, minimising the num-
ber of places in the net;

{ using places to characterize each dierent relevant situation (user action,
context change, etc.), thereby adding transitions that explicitly describe as-
pects of the semantics of the objects.

A small example is presented to clarify these two approaches. Suppose a
device which can be in two dierent states (on and o ) is to be modelled.
Following the two approaches above, two di erent results will be reached. In the
rst, the model will consist of only one place, and one transition from and to
this place. The place will hold tokens with a semantics which can represent all
the di erent states of the device. The state of the device will be encoded as an
attribute (a colour) of the token representing the device. The transition will be
responsible for changing the colour of the token, re ecting the new state of the
device. In this situation all the meaning is in the value of the tokens.

Following the second approach, the model will be represented by two places
each representing a possible state of the device, and by transitions between them
(two in this case). No semantics will be carried by the token, all the meaning will
be represented by the structure of the model. The state of the device is known
by looking to the position of the token, i.e. at the place which holds the token.

In APEX, a mixed approach is used where the states of the dynamic objects
(open, closed, etc.) are modelled as places and user actions and context changes
modelled as transitions. Each device and user is represented in the CPN model
as a token in the respective place. Each of these tokens has an identi er which
is used as the identi er of the objects present in the simulation.

The users and object features (e.g. identi er, position) are modelled as at-
tributes in their respective tokens. These values are used by CPN ML functions
together with instructions (e.g. open close) to indicate changes that must be
re ected in OpenSimulator. Section 4.5 will provide a description of how this is
done. The guards on the transitions as well as the functions associated with tran-
sitions are responsible for part of the behaviour of the system. Both of these are
modelled in the CPN ML language, so this behaviour is modelled functionally.

This combination gives more expressiveness to the ubiquitous systems mod-
elling while avoiding clutter in the CPN speci cation. In the next sub sections,
the approach will be illustrated using the example.



Fig. 2. The CPN module to setup the library simulation.

4.3 Setting up the simulation

The initial conditions of the simulation are de ned in the CPN module shown in
Figure 2. Firing the \ initialise simulation " transition sets the initial con-
guration of the simulation, and executes the associated CPN ML code. For ex-
ample, \acceptConnection(connName,9002) " is a function of the Comms/CPN
library used to establish the connection between CPN Tools and OpenSimulator.

In this case the con guration includes three places: users", \ gates" and
\ bookshelves ". Fusion tags (inset into the lower left corner of the places) enable
instances of these places to appear in other parts of the CPN model. Hence, these
places are calledfusion places The utilization of these places will be described
in section 4.5.

Annotations at the bottom right side of the places indicate the type of token
each place can hold. Place Users" holds \ USERtokens representing informa-
tion about users in the virtual environments. This particular place is mandatory,
since whatever the model the handling of users must be supported. The remain-
ing places (\gates " and \ bookshelves ") hold tokens representing devices. These
places are system dependent and will vary for each prototype. The colour (struc-
ture) of the tokens which these places can hold is de ned in CPN Tools, and
characterises the information held in the model for each type of device.

Besides establishing the connection between the CPN tools and OpenSimula-
tor, and initializing user and device places, the \nitialise simulation " uses
two places to control the execution of the CPN model: \init " to limit execution
of the transition to one occurrence, and Yun" to inform other CPN modules
that the simulation is running.

4.4 Reading users' positions

Figure 3 presents the CPN module that collects users' data from the OpenSim-
ulator. Transition \ read user id " reads a user identi er sent by the OpenSim-

ulator server (c.f., \receiveString() " function on the code block associated
with the transition). A token with the value of the read user identier is in-



Fig. 3. The CPN module for acquiring users' data.

troduced in the \read user ids " place (c.f., \ output(idRead) "). This is used
to read the new position by means of the transition \read and update user
position ", which also updates the relevant user token (taken from the user's
fusion place). The new coordinatesx and y are read in the action part of the
transition using the function \ receivelnteger() " and a pair of coordinates
(p) is produced. This pair is then used to update the user position through the
\ updateUserPosition " function. The expression \isThisUser(u,uld) ", in the
guard of this transition, guarantees that the user token which is updated cor-
responds to the previously read identi er. In this model the number of users
remains constant during each simulation session. To add more users to the sys-
tem one must add the corresponding tokens in the placelsers". The automatic
addition and deletion of users at runtime, in accord with the users connected to
the simulation, is planned. This will be achieved via the addition of new models
to generate user tokens, and by enhancements to the C# module.

CPN modules for reading the user's position, and for managing devices' be-
haviour execute concurrently. Precedence of devices' transitions over data ac-
quisition transitions is guaranteed through the guard \not (hadASignificant-
Movement(u))" on the transition \ read and update user position ". Move-
ment of a user is signi cant (for a device) when the new position is \near" the
device. Hence, if a user is near a device, no new data will be acquired until the
device has processed the current data.



Fig.4. The CPN module for a entry gate device.

4.5 Modelling the devices of the system

Each device type in the ubiquitous environment simulation needs a correspond-
ing CPN module describing its behaviour. It is envisaged that a library of models
will be made available for supported devices. When new (unsupported) devices
are to be used, a new model must be developed and added to the library. This
section explains the process through the example of the entry gate.

Device behaviour is modelled through a combination of fusion places, normal
places, transitions, functions (described in the CPN ML language) and condi-
tions. State transitions play an important role in this process since it is through
them that the connection between the model and the simulation is accomplished,
via the associated CPN ML functions. These functions are also responsible for
describing functional behaviour not structurally expressed by the net.

Fusion places are the basis for the creation of these behavioral modules.
They establish the link between the models of the devices and the setup model
presented in gure 2. The device model for the entry gate model is presented in
Figure 4. In this example the users and gates fusion places hold the (user and
gate) tokens needed to model the behaviour.



The entry gate is equipped with a sensor to capture a user approaching
it. Transition \ show info and open gate" represents the actions of the entry
gate. It displays requested books on the screen and opens the entry gate. Func-
tions \ sendShowInfo" and \ sendOpenGaté are responsible for these actions
sending relevant instructions to OpenSimulator. These actions occur when the
gate's sensor detects a registered user arriving at the entry gate (modelled by
\isArrivingToGateArea(u,g) " evaluating to true). When the gate is open and
another registered user enters the gate area the transitionaddd a user" occurs
and this user is included in the set of users that are near the gate. This set of
users is represented in the tokens held by the placedpen gates". As already
stated, each place has an associated token type which it holds. In this case the
type of this place is \USERIDsxGATHt means that each token is a product of
a set of user IDs \USERIDY and the gate (\ GATE which they are near.

When the transition \ show default and close gate " is taken, default in-
formation is displayed on the screen and the gate is closed. For this to happen
a user must have moved away from the gate, and there should be no more users
near it. If other users are near the gate, the transition \remove a user and
update info " removes the designated user from the list of users who are near
the gate (function \ removeUsel’) and, if that user's information was being dis-
played, the information currently on the screen is changed to one of the other
user's (function \ sendShowInfo").

As explained, the di erent CPN models are connected viafusion places en-
abling token ow between them (e.g. the models in gures 3 and 4 are connected
to the setup model via the \users"”, \ gates” and \ run" fusion placeg. Put
together they form the model of the envisaged ubiquitous system.

The focus of this paper had been the architecture of the framework, and
the CPN-based modelling. Of course, a virtual environment to match the model
must also be developed. This is done through the virtual world viewer. Once
both models and virtual world simulations for all devices are in place, animation
of the envisaged ubiquitous system can start.

5 Support for design

As stated in Section 1, APEX supports both the design and the analysis of
ubiquitous systems. The developer creates the CPN model, as illustrated in
Section 4. Depending on the new types of devices that are used the developer is
required to modify a small piece of the Communication/Execution C# module
responsible for re ecting the changes in the simulation. The code responds to
changes in objects of the environment consistent with the state of the CPN
model. As an example, Figure 5 is a code snippet that searches for objects
where changes are directed to occur by the CPN model and makes the changes.
In this snippet an open or close action is received and the position of the gate
is changed accordingly.

A typical runtime con guration of the framework (see gure 6) will in-
volve deploying the OpenSimulator server, CPN tools, and the Communica-



Fig. 5. OpenSimulator objects behavior code

Fig. 6. Physical architecture of the APEX framework

tion/Execution module on a server. Once the CPN model is loaded, the server is
ready to allow free exploration and interaction with the virtual environment. At
this point, exploration and interaction with the virtual environment is possible.
Currently this is achieved by means of viewers deployed on client machines. It
is envisaged that higher delity prototypes will be possible, for example, using
a CAVE system.

Using these prototypes, it becomes possible to test di erent design alterna-
tives with real users, without the cost of developing the actual system. As an
illustration, gure 7 shows a user collecting a book. As the (registered) user ap-
proaches the gate (step a) the gate opens and the user is able to enter the library
(step b). Once the user is close to the book, the light on the book is turned on
so that the user can quickly identify it (step c).

Validating the usefulness of these prototypes in assessing users' experience
of the envisaged systems will be the subject of a next phase in the project.
However, the literature on virtual reality for purposes such as education, training



Fig. 7. Viewer interface - user common path

or medical treatment, contains good indications these systems provide for a rich
enough experience to allow relevant results to be reached (e.g., see [1] for some
interesting papers on the applicability of virtual reality to behavioural sciences).

In addition to exploring the environment, it is also possible to use the viewer
to manipulate it, load objects into the environment and to save and clear the
environment. This is achieved in the viewer by an avatar \shouting" commands:
load-oar le, save-oar le and clear.

Besides exploration of the prototype, analysis of the models can also be con-
sidered. Using the State Space tool, provided with the CPN Tools, properties can
be check in the model. For instance, reachability properties (e.g. all the states
are reachable, a state is reachable from another one) can be expressed using
functions provided by the State Space tool for this e ect (e.g. AllReachable(),
Reachable(node,node)). In the example, given speci c assumptions about user
behaviour, captured by adding an automated avatar to replace free user interac-
tion, the model can be used to check properties such as that the required book
will always be reached, collected and taken out of the library.

6 Conclusions and Future work

The user experience of ubiquitous environments is a determining factor in their
success. Enabling early exploration of the characteristics of such systems will help
anticipate potential user problems and reduce the cost of redesign. However, the
deployment of prototypes in the target environment is, in many cases, infeasible.
This happens both because of the cost of deploying such prototypes, and because
doing it can be disruptive to the ongoing system. Alternatives must be sought
that capture the experience of being immersed within the proposed ubiquitous
system, without the cost of actually elding it.

This paper described one such alternative. A simulation-based prototyping
framework for ubiquitous computing systems. The framework brings together
the expressive and analytic power of Petri nets, with the possibility of exploring
a 3D virtual simulation of the modelled system. Petri nets constitute an ex-



pressive graphical notation. Development of the models and 3D environments is
accelerated by the use of the CPN base model, and pre-de ned devices. By en-
abling potential users to explore the simulation of the system before deployment,
it becomes possible to have a low-cost approach to the prototyping problem.

Ongoing work on the development of the framework is addressing a number of
technical issues in order to better support developers and users. One immediate
aspect is the possibility of adding users to the simulation at runtime. In the
current version of APEX, the number of users must be set at the start of the
simulation run. This will be xed in the next version of the framework. Another
goal is reducing the amount of information exchanged by CPN Tools and APEX
to a minimum. This is relevant both to prevent CPN Tools from running out
of resources, and because it is envisaged that simulations will be deployed via
the web. Connecting the simulation to user devices via bluetooth is also being
addressed. This will encourage a more immersive and realist usage experience
by allowing mixed reality. It also allows the possibility of moving progressively
as part of the design and implementation process from a simulated system to a
real system. Exploring the formal analysis of the models is also being considered.
This requires the development of simulated users (capturing assumptions about
user behaviour) to allow for a complete analysis. Hence, combining this feature
with the the previous one, progress will be made towards a mixed economy of
simulated and actual components of a proposed design. This will also support
exploring how di erent levels of abstraction can be accomplished and supported.
For example, supporting and enabling the migration of devices at the physical
level via Bluetooth, at the virtual level as virtual devices in OpenSimulator, at
the model level as CPN models.

Further development of the framework will involve its evaluation with users
and developers. User evaluation concerns the delity of the results. Whether
prototype environments can be used e ectively to enable users to experience
the design. Developer evaluation is concerned with the approach's agility. It is
concerned with the ease with which accurate prototypes can be developed for
ubiquitous environments.
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Abstract. Interactive spaces with multiple networked devices and in-
teractive surfaces are an e ective means to support multi-user collocated
collaboration. In these spaces, surfaces like tablet PCs, tabletops, or dis-
play walls can be combined to allow users to interact naturally with their
personal or shared information, e.g. during presentation, discussion, or
annotation. However, designing and implementing such interactive spaces
is a challenging task due to the lack of appropriate interaction abstrac-
tions and the shortcomings of current user interface toolkits. We believe
that these challenges can be addressed by revisiting model-based design
techniques for object-oriented user interfaces (OOUI). We discuss the po-
tential of OOUIs for the design of interactive spaces and introduce our
own object-oriented design and implementation approach. Furthermore
we introduce the ZOIL (Zoomable Object-Oriented Information Land-
scape) paradigm that we have used as an experimental testbed. While our
approach does not provide automated model-driven procedures to create
user interfaces without human intervention, we illustrate how it provides

e cient support throughout design and implementation. We conclude
with the results from a case study in which we collected empirical data
on the utility and ease of use of our approach.

Keywords: Interactive Spaces, Information Interaction, Zoomable User
Interfaces, Model-based Design.

1 Introduction

Recent work in Human-Computer Interaction (HCI) suggests the use of physical
work environments with multiple interactive surfaces (e.g. multi-touch tabletops
or walls) for the collocated collaboration of multiple users. These \interactive
spaces" are often used to support groups during the collaborative management,
presentation, and discussion of information items, e.g. in science, design, and
engineering [23, 7,17]. Following the Weiserian vision of ubiquitous computing,
a fundamental requirement for such interactive spaces is a \natural” style of
human-computer interaction where computing interfaces ideally become invisi-
ble and unobtrusive. They vanish into the background of our familiar non-digital
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reality. Therefore the essential operations of our information interaction such as
viewing, editing, (re)locating, sharing, and annotating information items should
be provided by natural or \reality-based" interfaces. Following Jacob et al.'s no-
tion of reality-based interaction, such interfaces \draw strength by building on
users pre-existing knowledge of the everyday, non-digital world to a much greater
extent than before." They attempt to make computer interaction more like in-
teracting with the real, non-digital world by employing themes of reality such
as users understanding of physical objects or their body and social skills. Fig. 1
shows an example of an interactive space and di erent reality-based interaction
techniques that can provide a more natural and uid user experience that is ide-
ally not impaired by obtrusive computer user interfaces and technology-induced
barriers between them.

Fig. 1. A ZOlL-based interactive space as realized in our lab (top). Natural interaction
styles used in our ZOIL case studies, e.g. tangibles and digital pens (bottom).
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To this day, designing and implementing reality-based and tangible user in-
terfaces (Ul) for interactive spaces is a challenging task. As discussed by Shaer
and Jacob, typical challenges are the lack of appropriate interaction abstractions,
the shortcomings of current user interface software tools to address continuous
and parallel interactions, as well as the excessive e ort required to integrate
novel input and output technologies [22]. We believe that these challenges can
be addressed by viewing interaction through the lens of object-orientation. We
suggest to revisit the user interface modeling and design techniques for object-
oriented user interfaces (OOUI) from the 1990's that have widely fallen into
oblivion and to apply them on today's novel post-WIMP (post-\ windows icons
menus pointer") technologies and user interface toolkits. In this paper, we make
three contributions to this eld of research: In chapter 2, we discuss why we
believe that this step into the past era of OOUIls has great potential for the
design of future computing environments and why this is especially true when
considering collaborative interactive spaces for reality-based information inter-
action. In chapter 3, we introduce the ZOIL (Zoomable Object-Oriented Infor-
mation Landscape) paradigm that we have used as an experimental testbed for
our model-based design and implementation approach. In chapter 4, we illustrate
and discuss our approach for modeling OOUls in detail. While our approach does
not provide automated model-driven procedures to create user interfaces with-
out human intervention, we illustrate how it can provide e cient model-based
support throughout the design and implementation and we present results from
a case study in which we collected empirical data on the utility and ease of use
of our OOUI approach from designers and developers.

2 Objects in Collaborative Information Interaction

There is a variety of high-level frameworks in HCI for modeling information in-
teraction, e.g. Blandford and Att eld's \information journey" [4] or the GEMS
model from Salminen et al. [15]. Typically these models consider information
interaction as a task-oriented series of phases of higher level activities that are
separated in time, e.g.recognizing an information need, acquiring information,
interpreting information , and using interpretation. Such generic frameworks can
be used as a starting point for interaction design: During atop-down design
process, these generic high-level activities can be contextualized for the targeted
application domain and can be hierarchically decomposed into domain-specic
lower level task models (e.g. essential use cases or scenarios). These are used to
de ne the abstract user interface architecture (e.g. the navigation map) and to
later esh out the details of the concrete visual design of individual pages or di-
alogs. Such a task-oriented top-down design process (e.g. usage-centered design
[6]) creates interfaces that resemble virtual pathways to guide users through all
the stages, information resources, and interaction contexts that are necessary
for completing the tasks from the application domain. These page ows or se-
ries of dialogs de ne the virtual routes that users can take when working with

the system. Under the in uence of the page-oriented World Wide Web, inter-
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action designers have become very experienced in designing interfaces as such
task-oriented stepwise conversations between a single user and a system that
move along prede ned paths. They achieve great usability for domains with a
nite number of clearly de ned tasks or business processes (e.g. in e-commerce).
However, we believe that in the post-WIMP era such purely task-oriented think-

ing during design and implementation cannot leverage the true power of today's
novel ways of natural and collaborative interaction.

2.1 Task-Orientation vs. Object-Orientation

In the case of collaborative information interaction in post-WIMP environments
like in Fig. 1, designers have to consider interaction not only as a task-oriented
sequential process supported by a single interface and its hard-coded functional-
ity. In such settings, information interaction becomes a distributed, concurrent,
and sometimes seemingly chaotic activity that does not follow simple task mod-
els. Instead, the users' actions are situated in a constantly changing social and
technological setting, in which multiple users at multiple points of action si-
multaneously pick up, use, manipulate, recombine, create, and destroy virtual
information objects without following clearly de ned processes that terminate at
clearly de ned goals. Furthermore, such post-WIMP environments with multi-
touch or tangible user interfaces) also a ord more natural interaction styles.
Instead of clicking hyperlinks or widgets as an intermediary language to sequen-
tially converse with a system about intended actions, users want to continuously
touch, grab, and manipulate physical or virtual objects from the application
domain. Ideally the application domain itself becomes directly user-accessible
and user tasks are carried out by directly manipulating the objects representing
it. Thus the user interface changes its nature from being a task-oriented inter-
mediary language medium based on widgets into a computer-mediated world of
cooperating visual and tangible objects that provide users with more means for
exibility, improvisation, and establishing individual working styles.

The challenge of designing and programming interfaces that are entirely
based on the direct manipulation of cooperating objects instead of sequential
conversations is not new. It is similar to the challenge that designers were fac-
ing during the advent of graphical user interfaces and direct manipulation in
the 1980s [22]. At that time, Hutchins et al. referred to this new kind of direct
manipulation interfaces as \model-world interfaces" as opposed to traditional
interfaces which have been designed with a conversation metaphor of human-
computer interaction in mind [10]. Model-world interfaces provide a coherent
and consistent overall representation of the application domain in which the
user can freely navigate and directly act on domain objects using a series of low-
level direct manipulations that in sum constitute the intended high-level tasks
and activities. Essentially, the design challenges we face now in the design of
interactive spaces are the same: How can we break down an application domain
and its higher level tasks into cooperating visual and tangible objects inside an
interactive space, in which higher level tasks can be carried out in natural ways
by lower level direct manipulations of objects?
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2.2 Reuvisiting Object-Oriented User Interfaces (OOUI)

In the 1990s, IBM introduced the term Object-Oriented User Interfaces (OOUI)
to describe a new kind of direct manipulation model-world interfaces: \An object-
oriented user interface focuses the user on objects - the \things" people use to
accomplish their work. Users see and manipulate object representations of their
information. Each di erent kind of object supports actions appropriate for the
information it represents” [21]. At that time, OOUIls were considered as more
usable due to the closer match between the application domain and its virtual
counterpart on the screen. Furthermore, unlike application-oriented user inter-
faces, OOUIs provided greater exibility and consistency following a \ exible
structure-by object” instead of a \rigid structure-by function" [16]. Today, this
makes OOUIs particularly interesting for post-WIMP designs that are intended
to better support the unpredictable and ill-de ned needs and actions of situated
users which cannot be anticipated by the task models of the design phase.

During OOUI design it is important to avoid unnecessary realism in interface
metaphors or an unintelligible plethora of di erent object types and behaviors.
To achieve this, OOUI designers employ rigid object-oriented mechanisms such
as inheritance, generalization, and polymorphism to analyze and model the es-
sential characteristics of the application domain. Thereby they view the domain
through the lens of object-orientation from a user's perspective. Using these
mechanisms, the user-perceived similarities and di erences between domain ob-
ject types are modeled in common base classes or subclasses. \Interactions should
be consistent across objects of the same class; where possible, operations should
be polymorphic - applicable to di erent object types. This reduces the number
of interaction behaviors and simpli es the interface" [5]. This way the mod-
eled class hierarchy can integrate very di erent types of domain objects into a
single model while preserving a maximum degree of consistency in interaction.
This model is then used to design and implement an interface with consistent
behavior, functionality, and appearance. If properly applied users experience a
\logical" behavior throughout the entire OOUI. Thus they can more easily apply
their previous experiences to infer their strategies for handling novel tasks.

Although OOUIs strongly in uenced the design of the \desktop metaphor"
in today's operating systems, OOUI design approaches have not been subject of
intense scienti ¢ research. Most e orts only lasted until the late 1990s (e.g. [1,
2,16,5,21]) and after that there has only been some OOUIl-related work in the
context of Pawson's radical Naked Objects Patternwhich tries to eliminate the
need for speci c user interface design by making all code objects and data models
directly user accessible [18]. In conclusion, we are aware of only two publications
that have proposed entire OOUI design methodologies: IBM's comprehensive
description of the OVID methodology in [21] and the brief description of Beck
et al.'s TASK methodology in [2].

The OVID methodology (Object, View, and Interaction Design) for OOUI
design was intended to bridge user interface and software engineering by using
the UML notation and modeling techniques of successful code design and com-
bine these with user interface design and usability engineering. At the heart of
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QVID is the designer's model a conceptual model that includes \descriptions of
the objects users will employ to perform their tasks, the properties of those ob-
jects, and the interrelationships between them" [21]. To identify the objects that
users have to act on and that should be provided to them on the user interface,
textual and formal notations of tasks (e.g. use case diagrams) can be used, so
that \task analysis will reveal information about what the users do and which
objects they work with". Despite OVID's comprehensive treatment in [21], only
high level descriptions of iterative design and prototyping are provided and many
of the necessary steps, rules, or tools remain unclear.

Before OVID, Beck et al. introduced the TASK methodology for integrating
OO analysis into graphical user interface design for desktop systems [2]. Dur-
ing TASK's analysis activity, a task model and an initial object-oriented object
model is built, which is then re ned to an object-oriented application speci ca-
tion. This speci cation is used as aconceptual user interface modelduring user
interface design and the views, dialogs, and the actual screen representations
of conceptual objects are derived from it. The successful application of TASK
and its supporting tools is mentioned for the design of insurance and production
planning systems. However, the detailed tools, rules, and the amount of human
intervention for translating the conceptual user interface modelinto concrete
user interface design and its implementation are not revealed in detail.

3 Exploring OOUI approaches using the ZOIL Paradigm

To explore OOUI methodologies for the design and implementation of post-
WIMP collaborative information interaction, we have developed our own model-
based approach. Thereby, we have taken the promising parts from the TASK and
OVID methodologies and adapted them to the design of present-day multi-user
and multi-surface environments (see chapter 4). Three questions have been guid-
ing our work: Can we adapt OOUI analysis and design techniques and notations
to e ciently inform the domain-speci ¢ design of present-day interactive spaces?
Can we de ne concise translation rules for creating the initial visual and interac-
tion design for the user interface directly from our model in a simple step-by-step
process? How well can designers and programmers apply our OOUI approaches
and how do they assess their practical value?

As a testbed for our experimental approach, we have chosen our Zoomable
Object-Oriented Information Landscape (ZOIL) paradigm. ZOIL provides a ref-
erence interface design for interactive spaces, a reference client-server architec-
ture for distributed information interaction, and a software framework facili-
tating their implementation. Thus ZOIL provided us with the necessary infras-
tructure to e ciently explore our model-based approach. The ZOIL reference
design, architecture, and framework have been used before in di erent projects
to realize domain-speci c prototypes for information interaction. For example
Jetter et al. have designed a ZOIL-based user interface for basic personal infor-
mation management for interactive television devices [12] and two interactive
spaces for discussion and presentation, e.g. for students of media science or for
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scientists in the eld of nano photonics. Heilig et al. have designed an interactive
wall for a public library [9]. In future, Geyer at al. will be using ZOIL to create
collaborative design rooms for interaction design [8}.

A ZOlL-based interactive space consists of several interactive surfaces (e.qg.
tabletop, tablet PC, wall-sized display) that serve as user terminals to access
the shared information space (Fig. 1 top). Each of the terminals thereby pro-
vides a window into a much larger planar visual workspace that contains all
the shared information and functionality of the application domain. This visual
workspace resembles a zoomable whiteboard of in nite size and resolution and
is called the \information landscape". ZOIL's zoomable information landscape
facilitates the navigation in the application domain and its information spaces
by \tapping into our natural spatial and geographic ways of thinking" [19]. All
domain objects and their relations are organized and visualized in space and
scale to foster natural visual-spatial approaches to accessing, sharing, and ma-
nipulating information. Regions of the landscape with items, piles, or clusters
can represent certain user activities, domain processes, or personal vs. shared
information repositories. The landscape is used as a exible multi-scale medium
for visually accessing the application domain and its information spaces and ob-
jects. Content and functionality of an individual object can be accessed spatially
using panning and \semantic zooming" [19] without the need for opening folders
or dedicated applications and the then-necessary management of overlaying or
occluding windows (Fig. 2). This zoom navigation is also in line with reality-
based interaction: It draws strength from the users' environment awareness and
skills, e.g. their familiarity with approaching, touching, moving, and organizing
objects in physical space and the simple fact that \all objects in the real world
have spatial relationships between them" [11]. Therefore visual objects at dif-
ferent locations and scales (e.g. virtual Post-It notes, project logos) can further
augment the landscape with global or relative landmarks that support orien-
tation. Furthermore, all regions of ZOIL's landscape can be visually annotated
with ink strokes using stylus, touch, or digital Anoto pens on physical paper.
Annotations can also be made directly on objects, e.g. slides (Fig. 2).

Multi-user collaboration becomes possible by using ensembles of personal
and shared user terminals. All terminals inside the interactive space share the
same information landscape. All user-initiated changes to the content of the
landscape such as moving, resizing, rotating, or annotating information items are
immediately sent to a central server and synchronized with the other terminals in
real time (typically within 50-250 ms). However, what region of the landscape is
currently visible on each terminal can be individually controlled by the users. For
example, users can use a tabletop to interactively zoom into the tiniest details
of the landscape at many orders of magni cation. At the same time they can
display the entire landscape on a peripheral wall-sized screen to provide them
with an overview for orientation when needed. The boundaries of the currently
visible regions can also be transmitted between terminals. For example, users

! Videos of these prototypes are available at http://www.vimeo.com/12737554 and
http://hci.uni-konstanz.de/jetter/hcse2010.mp4
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can instruct the remote wall-sized display to zoom and pan to the region of
the landscape that is currently visible on the tabletop or vice versa. Thus, by
using terminals as \cameras", the roles of stationary or mobile terminals can be
exibly adjusted by the users depending on the group's task and preference.

In large information landscapes, users also need e cient ways to nd, lter,
and analyze single objects or specic clusters. For this reason, ZOIL also in-
tegrates physical and virtual \magic lenses" [3] that oat above the landscape
and through which the underlying content of the landscape can be viewed (Fig.
2). These lenses provide movable lters and visualization tools such as lists, bar
charts, scatter plots, or tables to provide an analytical view on the landscape
and to facilitate the search and ltering of items using spatial metaphors.

Fig.2. Left: Semantic zooming into objects in ZOIL uses the available screen estate
for smooth changes between iconic representations, metadata display, and full content
and functionality, e.g. for viewing, editing, or annotating the content. The example
shows a slide object (top) and a movie object (bottom) at di erent zoom levels. Right:
Physical or virtual magic lenses allow users to view the underlying landscape using
di erent information visualization tools.

To realize ZOIL's distributed multi-user and multi-device ZUI, the refer-
ence architecture is based on a client-server architecture that provides and syn-
chronizes the data model of the information landscape for all user terminals or
clients within an interactive space (Fig. 1). Inspired by Prante et al.'s i-Land
with its COAST framework for object distribution [20], we have implemented
a dedicated ZOIL server and a client-side data backend as part of our ZOIL
software framework for C#/.NET that is based on the db4o object database
and its mechanism oftransparent persistence. For peer-to-peer communication
between clients and for input device connectivity, we have chosen the simple but
robust statelessOpen Sound Control (OSC) protocol that can be used for UDP
broadcasting within the subnet of an interactive space and enables developers to

2 http://www.db4o.com/
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easily integrate novel input devices (e.g. Nintendo Wiimote Controllers or Anoto
digital pens) by connecting to input device middleware such as Openinterface
[14] or Squidy [13]. Equally important for ZOIL's realization is the framework's
support for fast client-side rendering of complex rich-media zoomable user in-
terfaces. For ZOIL, we have chosen Microsoft's Windows Presentation Founda-
tion (WPF) technology because of following reasons: First, the technology must
support high-performance hardware-accelerated renderings of vector-based user
interface components, so that smooth zooming animations over many orders of
magni cation become possible without pixelation. Second, an initial set of fun-
damental user interface widgets such as buttons or sliders, but also more complex
widgets such as video players, document viewers of web browsers should be avail-
able from the start to accelerate implementation. Third, a declarative language
for user interface de nition should be available that supports a clear separation
between business logic and visual presentation. In the following we discuss the
central role of WPF's declarative XAML language in our model-based design
and implementation approach.

4 Model-based Design and Implementation with ZOIL

Fig. 3. An object-oriented conceptual model of a ZOIL user interface.

For our model-based design and implementation approach, we have employed
an object model similar to the designer's modelin OVID or the conceptual user
interface model in TASK as a core artifact. The model uses a UML-like nota-
tion to de ne what kind of information objects are visually exposed to the user
and become user manipulatable on the di erent terminals inside the interactive
space. Furthermore it reveals what attributes or metadata these objects carry
for the user, and what operations or behaviors these objects share and provide.
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Fig. 3 shows an example conceptual model for an interactive space in which users
can collaboratively explore hotel objects that are contained in ZOIL's zoomable
information landscape using semantic zooming. Hotels carry (meta)data such as
the name of the hotel, a photo of the hotel, the country of the hotel, etc. Users
can add images from the Web or textual comments as user generated content.
Users can explicitly connect all hotels, images, and comments with visual links
to structure, annotate, or discuss. It is important to notice that Fig. 3 is not
representing the programmer's model of the user interface or its code objects
and methods, but that it describes the classes, attributes, and operations of the
domain objects and conceptual objects that the user will perceive and act on
when interacting with the system's OOUI. \The primary distinction that design-
ers and programmers must keep in mind is that OOUI design concentrates on
objectsthat are perceived by usersOO programming focuses on implementation
details that often need to be hidden from the user" [21]. Since the conceptual
model is used to inform design and implementation based on human interven-
tion, it is not necessary that the notation completely complies with the UML
standard and covers all details. It only has to cover the essentials of the Ul from
a user's perspective using a notation that has been agreed on and is intelligible
for all designers and programmers. In our exploration, we have experienced that
our UML-like notation used in Fig. 3 has met these requirements.

We have based our example of a conceptual model on typical user tasks
during collaborative holiday planning and an OO analysis of the surrounding
information space. Task analysis and OO analysis of the information space re-
vealed the objects and their relations, e.g. whether an object of a certain class
should contain or refer to one or many objects of a di erent class. These relations
are speci ¢ to the application domain and information space, e.g. the landscape
in our example contains 0-n objects of the clas€ontentltem, i.e. hotels, com-
ments, or images. Furthermore, allContentltem objects can be linked to other
Contentltem object via a Link object. The OO analysis of the information space
also helps to identify the task-relevant metadata or attributes of an class that
should be provided to the users, e.g. alphanumeric elds such adlame and
Country of a hotel, or visual images such as thd’hoto of an hotel. In a ZOIL
user interface, objects also carry implicit visual properties such as position, size,
and rotation angle that are not provided to the user as numeric values but are
used to place and render objects. In Fig. 3 all these di erent attributes are listed
in the middle section of each UML class de nition.

After having identi ed the task-relevant classes, relations and attributes of
objects, the bottom section of the UML class de nition is used to specify the
functions or operations that objects of this class should expose to the user.
Based on the task analysis, basic operations such as creating, editing or deleting
an object have to be identi ed and have to be attached to the object itself or
to other user interface objects. For example a virtual Post-It note asComment
object should become editable after zooming in to modify its content. Further-
more users should be able to delete outdated comments. Therefore Relete()
function should be provided to the user that is attached to the object, e.g. a
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delete button similar to the close button of a GUI window. However, the func-
tionality to create a new comment CreateComment(...) must be attached to the
enclosing visual workspace or screen as the create-functionality must be acces-
sible before the Comment object itself exists. Other operations can be mod-
eled for facilitating the zooming navigation, e.g. an object can be assigned a
ZoomltemToFullScreen() functionality to o er an automated zooming that re-
veals all attributes, metadata, and operations by a simple tap or click on the
object. While modeling the operations of objects, further design decisions have
to be made, e.g. whether an object is movable, resizable, or rotatable. Also the
functionality that should be executed when using drag-and-drop manipulations
can be modeled. For example, the behaviors section of a class can de ne what
should happen as soon as an object of a certain class has been dropped onto it,
e.g. creating a link to the dropped object in CreateLinkToDroppedObj(...) .

The design of the conceptual model should be accompanied by two continu-
ous activities to ensure its quality: First, choosing appropriate class hierarchies is
essential for the OOUI's coherence and consistency. Therefore the model should
be continuously checked if all new commonalities in attributes and operations
have been modeled in common base classes. Second, during OOUI design the
higher level task models have to be decomposed into sequences of lower level
direct manipulations of objects and other invocations of their operations. In
many cases it is not immediately visible if a model covers all required tasks and
therefore this should be frequently veri ed. This can be achieved by manually
simulating a user task and using the conceptual model for a sequential walk-
through that checks if all necessary objects, attributes, and operations for all
tasks are available.

4.1 Model-based Design and Implementation of Ul Objects

ZOIL's reference design and architecture provide a generic design and implemen-
tation framework in which only the application-speci ¢ details of the user inter-
face and interaction design have to be eshed out. Our model-based approach
provides the necessary translation rules in a simple step-by-step process, thereby
allowing designers to create initial sketches of visual and interaction design from
the conceptual model of the user interface. It furthermore enables designers and
programmers to easily turn the resulting sketches into an implementation model
for the user interface object based on XAML. This XAML code can then be
used to test the design as an interactive prototype. Our model-based translation
process can be described as a four phase process and is visually illustrated in
Fig. 4 for the example of aHotel object.

The rst step of the translation process is to decide which attributes and
operations of an object should appear on which level of semantic zooming. At-
tributes or operation can either appear globally at all zoom levels or they can be
assigned to di erent zoom levels, so that they only appear or become active after
the user has zoomed in. In Fig. 4, theDelete() function is global and appears at
all levels of detail. This is also true for the manipulation of the object's position,
rotation angle, or size (Move(), Rotate(), Resize()) and its functionality to react
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to objects that have been dropped onto it such asCreateLinkToDroppedObj().
The most important attributes that a user frequently needs to recognize or re-
call an object (e.g. Photo or Name of an hotel) already appear at small zoom
levels in the early stages of zooming. The attributes only necessary for more in-
depth exploration (e.g. Stars, Country, Price) appear after enough screen estate
is available, e.g. on zoom level 3. This is also true for advanced functions like
ShowOnWallScreen()that shows a hotel on a shared wall-sized display.

In the second step, this assignment is used to sketch the global appearance
and behavior of the object (Fig. 4 top right). The di erent operations and their
triggering manipulations or widgets are modeled using simple sketches: In our
example, the typical multi-touch gestures known from tabletops or smart phones
are used forMove(), Rotate(), and Resize(). A zoom-to-full-screen animation is
issued by a single tap with the nger on an object ZoomltemToFullScreen()).
Another item can be dragged on the object with the nger, activating the Cre-
ateLinkToDroppedObj() functionality if the item is of the type Contentltem.

In the third step, the individual zoom levels are sketched based on the as-
signments of attributes and operations from step one (Fig. 4 right). These sketch
models are created for each zoom level to move from conceptual design to the
concrete design of the visual appearance of objects. Since the necessary attributes
and operations for each zoom level are known, the complexity of the design task
is minimized and can be carried out with standard techniques.

In the nal step, the sketch models of the di erent zoom levels are trans-
lated into the implementation model of the user interface object (Fig. 4 bot-
tom). This translation is supported by ZOIL's software framework that extends
the declarative XAML user interface description language of WPF with ZOIL-
speci ¢ elements. By introducing ZOIL's ZComponent user interface control, an
object's appearance at di erent semantic zoom levels can be de ned entirely us-
ing declarative approaches (similar to HTML) without the need for procedural
programming. The di erent zoom levels are managed by ZOIL'sZComponent-
Frames container that selects the appearance of an object depending on the
available render size. To avoid harsh visual changes, zoom levels smoothly blend
between two appearances using an opacity animation. Furthermore designers
and programmers can easily assign prede ned ZOIL behaviors to an object us-
ing the attached behaviorsoftware pattern®. This pattern helps to encapsulate
frequently used ZOIL-speci ¢ behaviors (e.g. \object can be manipulated with
multi-touch", \object zooms to full-screen after tap", \object is a target for drop-
ping another object") in a central behavior library. Behaviors from the library
can be easily attached to classes or individual instances of objects using declara-
tive XAML code without the need to know procedural programming or to fully
understand the underlying class hierarchies. We believe that this combination of
the ZComponent object and the attached behavior pattern introduces a great
expressive power to the declarative XAML language and a very natural view of
interactive behavior into user interface programming. It greatly facilitates the

% http://blogs.msdn.com/b/johngossman/archive/2008/05/07/the-attached-
behavior-pattern.aspx
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translation of sketch models with their visual appearance and behavioral proper-
ties into implementation models. As illustrated in the implementation model in
Fig. 4, the process of translating a sketch model in XAML is thereby a straight-
forward task that does not rely on advanced programming skills.

4.2 Case Study

In order to investigate the utility and applicability of our OOUI approach in
practice, we conducted a case study with 11 participants (9 graduate-level and
2 undergraduate students of computer science). The question guiding our study
was how well participants can apply our approach and how they assess its prac-
tical value during a small-scale project. We divided the participants into ve
teams (4 teams with 2 members, 1 team with 3 members). In a rst one-hour
session we presented our modeling approach to all teams: We created and ex-
plained a conceptual model of a ZOIL user interface for accessing a ctitious
image database. The teams were then given the assignment to create an own
conceptual model for a di erent ZOIL user interface until the next session in
two weeks. The user interface to model should allow users to explore and discuss
hotels as described in the example in the previous sections. We provided the
teams with the same input for their modeling and design activity that we used
ourselves to create the example model in Fig. 3, i.e. all teams were handed 8
informal functional requirements (e.g. \user must be able to add a textual com-
ment to the workspace") and a list of 22 required object properties (e.g. \each
Comment has anAuthor ", \each Image carries Tags").

Two weeks later, we carried out individual one-hour team sessions during
which each team completed three tasks. First, each team presented and explained
their prepared conceptual model. Then we asked the team to check if their model
really supports the 8 functional requirements by carrying out a walkthrough.
We then presented the team our alternative model (Fig. 3) and asked them to
validate this unknown model by another walkthrough. After this, each team
member lled out a questionnaire to rate the di culty of the three tasks. At
the end of the sessions, the teams were instructed to design and implement a
user interface with the ZOIL framework based on Fig. 3 until the next sessions
in the following week. In these last sessions, each team individually presented
the resulting interactive prototype and each team member lled out a further
guestionnaire to rate the overall usefulness of the modeling approach and the
di culty to apply it on user interface design and implementation.

During the case study, all teams presented conceptual models that were for-
mally correct and supported the 8 functional requirements. All teams were able
to carry out a walkthrough to validate their own and unknown models. Fur-
thermore, the presented interactive prototypes covered the requested function-
ality. However, during the rst and second session participants reported initial
problems regarding the unfamiliar use of UML class diagrams to model user
interfaces. Repeatedly participants mentioned that they sometimes had fallen
back into the familiar modeling of code objects and lost track of their original
intention to model the user interface from a user's perspective. However, the
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Fig. 4. ZOIL's translation process and rules to translate the object model to user
interface design and implementation.
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Fig.5. Collected feedback from the questionnaires of the case study.

participants reported that they got increasingly used to the approach and found
it useful to support the design and implementation. Fig. 5 shows the results from
the questionnaires: the creation of a model (mean=3.45, sd=0.93) and checking
the own or someone else's model with a walkthrough (mean=3.1, sd=2.9 and
mean=2.9, sd=1.14) was not considered as particularly di cult nor very easy.
This is rather encouraging, as the students were given only a very brief intro-
duction to the approach without any proper training phase. Furthermore, the
overall utility of the modeling technique was considered as useful (mean=4.1,
sd=0.99) by the participants. Regarding the early stage of our approach and
the unfamiliar use of object-oriented modeling and design for user interfaces, we
consider these results as a promising rst evidence that OOUI approaches can
be indeed useful for designing interactive spaces.

5 Conclusion and Future Work

We have discussed why we believe that revisiting OOUIs has a great potential
for the design of future post-WIMP environments, particularly for collaborative
information interaction. We have introduced our ZOIL paradigm that we have
used as an experimental testbed for creating and evaluating our OOUI approach.
We have illustrated and discussed our approach in detail and have shown how
it can e ciently inform the design and implementation of user interface objects
following simple translation rules. Furthermore, we have presented promising
results from a rst case study on the practical utility of our approach. At the
current stage, we consider our approach as a successful rst step. However, ZOIL-
based interactive spaces o er a great design space and currently only small parts
of it have been covered by our approach. For example, the design of ZOIL's
magic lenses, visualization tools, or the integration of physical objects or paper
is not covered yet. Therefore we will investigate how new and extended modeling
notations and translation rules can be used to cover these aspects in future.
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methods to support the needs of evéduns during a model-based development
process for smart environments. Partidylauring early stages of development
building a prototypical environment forersevaluations isesource consuming.
To overcome the challenges we present a process model and according tool
support. We provide the virtual smaghvironment VIiSE to conduct expert
evaluations and user studies duringiser-centred design process, supporting
iterative evaluations.

Keywords. Model-based Usability Ewvahtion, Task Models, Smart
Environment

1 Introduction

According to Weiser's vision [9] of ubiquitous computing, devices are weaving
themselves into everyday life, allowingeople to fully concentrate on performing
their tasks, while hiding complexity of necessary devices. A smart environment (SE)
recognizes user behavior and providesstéasce to achieve thesers’ objectives. For
instance within a meeting sa@io the presenter shouldraentrate on the talk, while

the SE assists by adjusting the projector and capturing audiovisual data for meeting
documentation if needed.

While offering a higher degree of comfort, also new challenges are introduced. In
contrast to desktop computing, where a user focuses the attention on a single device,
in a SE multiple devices influence user behavior. Reflected from a task-oriented point
of view, a certain task can be started at one device, while being finished at another
device. For instance during a discussiomsocomments are quickly typed into a
PDA, being revised later back in the office at a notebook. Different user interactions
lead to a wide variety of options [7] for the design of the SE, comprising modalities
(like speech or gestures), device selecfidee direct access by a user or dynamic
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selection by the SE) and the initiative (explicit or implicit). An example for explicit
initiative is a user manually turning the light on via switch, whereas an example for
implicit initiative describes a scenario where the SE senses that it is too dark and
decides autonomously to turn the light on. As we can see, an interaction needs to be
interpreted within a certain context. @extual conditions like available devices,
currently present users, light or temperatunay influence task performance for each
user. Furthermore cooperation is an important aspect. Within SEs a certain task may
be performed cooperatively by several users, who reflect certain roles.

These characteristics of SEs impose challenges for usability evaluation. An
evaluation is particularly resource consumiiig. conduct a usestudy within a real
SE a completely functional prototype has to be set up, while evaluating a simulated
environment needs effort for instanceptepare a “Wizard of Oz"-experiment.

For model-based development of SEs some approaches apply task models [1, 2, 3,
8, 10]. We suggest reusing these task models also for usability evaluation to integrate
evaluation into development. Advantagaee (a) the reduced effort to prepare
evaluations rapidly at all stages of develent) (b) an easier interpretation of task-
based log files than of low level events dajthe direct link back to the development
models facilitates their improvement.

2 Related Work

Several recently published approaches apply task models for model-based
development of SEs. Trapp et al. [8]fide each device's capabilities with a task
model chunk. When a new device connects to the room infrastructure, the
corresponding model chunk is added to the room task model. As a result combined
functionalities may be offered. For instance a scanner and a printer may offer an
additional copying functionality. Wurdel et al. [10] model behaviour of persons with
task models and describe their collaboration. For instance, that person “A” has to
finish the talk first to give person “B” the floor. Each task is described by a set of
preconditions and effects on the environment. Feuerstack et al. [1] enhance the task
modelling notation CTT to serve as model for runtime interpretation. Domain
concepts are annotated and the object flow is modeled. Different users’ task models
are synchronized with domain objects. Luyten et al. [3] focus on modelling
distributed user interfaces for dynamicvedgonments. Task and environment models
are visualized to reduce complexity.

While several approaches for the develepinof SEs are avaliée, there are only
a few appropriate usability methods. Scholtz et al. [6] suggest a general framework
with evaluation metrics to give a starting point for structuring the evolving evaluation
techniques. Maly et al. [4] describe an approach of visualizing the user’'s behaviour as
3D representation and allow experts to creatdicial scenarios when sensor data is
not available yet. However, task models are not used. In [5] we suggest a task model-
based process for evaluating smart envionments. Performed tasks are visualized
within animated task models and serve for analysis. In this paper we extend the
approach to build a virtual smart environment, which visualizes user interactions as a
2D representation of a physical SE.
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3 Usability Evaluation Method

Software development is structured into several stages, comprising requirements
analysis, design and implementation of the final product. Accordingly we describe a
structured process of development and evaluation of SEs. This section presents the
process model (section 3.1) and subsequently discusses the usage of VIiSE to conduct
expert evaluations (section 3.2) and user studies (section 3.3).

3.1 Process Model

The process model (fig.1) describes an approach for the iterative development and
evaluation of SEs. During each develamhcycle three stages are considered.

(1) During planning stage the development methods and evaluation techniques are
chosen. If any developed artifacts of a previoyde exist, their evaluation results are
taken into account.

(2) During development stage existing fadis are refined and new artifacts are
developed. Examples are requirements documents, models and source code.

(3) Iterative evaluations cornripe direct feedback for the developed artifacts based
on feedback of user studies and expert evaluations.

Fig. 1. Process model for design and evaluation of Smart Environments

Depending on progress within development different activities are carried out during
each cycle, which shoulte subsequently outlined.

Requirements analysis. To elicit requirements a dialog with customers and
prospective users is conducted. We identify user roles and create a task model for
each role. A task model captures task dnenies and their temporal relations. To
provide additional insights (e.g. context dependencies) textual scenarios are captured,
which may serve as test cases during evaluations.

During evaluation the consistency of the designed task models has to be analyzed.
A task model animation tool allows interactively walking through the models.
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Another challenge is to evaluate the users’ stated assistance functionalities, which the
smart environment should provide, like amttically switching lights on or showing
presentation slides of a presenters’ laptdfe provide a virtual smart environment
(ViSE), which allows conducting “Wizard of Oz"-Experiments for SEs: An expert
hides in another room, observing user interactions via video camera. The expert
operates the devices within the physical environment remotely to mimic the
envisioned assistance. Changing devices’ stat¥$SE allows changing the devices’
states in the physical SE acdmgly. Involved users get feeling of the envisioned
assistance and reflect their requirements

Design. Within the design stage task models have to be enriched with further details
to more accurately reflect user belmviand to serve as initial models for
implementation. Textual scenarios elicited during requirements stage contain
additional details about cooperative dependencies between different users, like a
chairman is required to give a presenterfiber. Further details comprise contextual
dependencies for performing tasks, like having a laptop containing slides to give a
presentation. These aspects are modele€TML (“collaborative task modeling
language”) [10]. Each task is annotateithvpreconditions and effects. A precondition
formalizes the environmentstate before a particular task can be performed. An
effect describes the environmerdgte after a task is performed.

To ensure the consistency of the designed models, the virtual SE visualizes the
modeled SE and allows an interactive walk-through as collaborative animation.
Scenarios from requirements stage are animated by a usability expert and identified
inconsistencies can be corrected.

Implementation. Based on the designed task models the SE’s software has to be
implemented. The envisioned SE assists users while performing their tasks and
proceeds in three steps: firstly it senses user movements and further context
information (e.g. location sensors to separate presenter and audience), secondly it
infers the task currently performed (e.g. a person is beginning to present) and finally it
triggers devices accordingly (e.g. a projegerforms a system task “show agenda”).
Within our physical SE thisecognition of performedasks is accomplished by a
probabilistic behavior model, which is derived from previously specified task models
as discussed in [2]. Finally the software is deployed at the devices within the
environment.

To ensure an adequate integration of all software and hardware components, user
studies have to be conducted. During evaluation a vast amount of sensor data within
the SE is captured, leading to the chadle of a suitable interpretation of user
behavior to discover usability issues. Our virtual SE allows playing captured data
forth and back to interactively explore issues.

After having introduced the process model and provided tool support we take a closer
look at expert evaluations during design stage and user evaluations during
implementation stage.
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3.2 Expert Evaluation of cooperative task models

After having specified a CTML design mddis consistency according to the elicited
requirements has to be evaluated. Fig. 2 depicts ViSE within an expert evaluation.

The left part of VIiSE contains a birds'ew of the environmentomprising users,
devices (e.g. laptops and projectors) and other objects (e.g. pens and whiteboard
erasers). Interactions withese entities allow changing the SEs’ state and performing
tasks. The following interactions are supported:

X Changing the persons’ location
(e.g. moving to a an empty seat)
X Changing the persons’ corpus orientation
(e.g. to look to the front, where the presenter is speaking)
X Attaching items to persons
(e.g. a presenter is taking up a laptop)
X Changing devices’ states
(e.g. switching a laptop on)
x  Establishing connections between devices
(e.g. connecting a laptop to a VGport to connect it to the room
infrastructure)

The upper right part contains the persaithin the current scenario with their
associated roles. Feach role a task model is animdt A task can be performed if
both the temporal relations attte preconditions are fulfilled.

The lower right part contains the precdiuhs for the currentask and indicates
which conditions are currently “true” antfalse”. For the task “present with
projector” three preconditions are speaifi(see fig.2, lower right part):

X The person with the role “praser” has to be located at the
“PresentationZone”.

X The person has to carry a device of type laptop or PDA.

X The persons’ device has to be connected to a VGA port.

In the scenario in fig.2 requirements engin8tefan fulfills 8 three preconditions
and the temporal relation that he has already performed task “enters room”. Hence he
is allowed to perform the task “presents with projector”.

If any preconditions are differing from ehrequirements, they can be edited
textually to directly improve the evaludtartifacts. As an alternative preconditions
can be edited graphically. A designer may move persons to a certain location and
equip them with devices. A subsequesyition “generate preconditions” allows
updating the preconditions accordingly.
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Fig. 2. Interactive walk-through of a design model with ViSE
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3.3 User Evaluation of a physical Smart Environment

After all components are set up, a ustudy can be conducted evaluate the
physical SE. Users are invited to perform tasks specified in a test plan as individual
tasks or within a cooperative scenario. #ie same time user interactions are
captured: user movements via UbiSense location sensors, handled devices or other
items via RFID tags, performed tasks via task recognition algorithms and video
streams via cameras. Most data is alyeeaptured for normal operation of the SE.
Hence it is available for evaluation.

Fig. 3. Replay of sensor data with ViSE

VIiSE was enhanced with a replay mdfig. 3), which allows replaying captured
sensor data with different animation speeds to provide insights into user interactions.
A birds’ view visualizes user movements, depicting locations of users and devices as
according icons and way points reflecting pasation sensor data with a particular
focus on locations where tasks were performed. Graphically selecting users, devices
or way points of user movements gives further information as tool tip (e.g. which task
was performed at a certain way point) and filters sensor data. For instance spanning a
selection rectangle over the presentationezin front of the audience delivers an
overview of all performed tasks within that area. During replay further expert
observations can be annotated. For instanceently our physical SE recognizes only
a limited set of tasks automatically. Additional tasks can be identified manually
during video replay. According replay controls are depicted within a view at the right
of fig. 3. Further views provide several logs and visualizations of sensor data on
demand, for instance the progress of tpskformance as animated task model or
gantt chart.
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5 Conclusion

In this paper we have given an overviedvmodel-based development of SEs and
shown how to exploit designed task models for usability evaluation. A process model
describes a process of iterative development and evaluation. The virtual smart
environment VIiSE provides tool support at requirements, design and implementation
stage. In early development stages, wlemphysical SE for user studies is not
available, VIiSE allows conducting expertaéyations for SEs. After a physical SE is
set up VISE helps to cope with the vast amount of captured sensor data. We
emphasize on providing an integrated view on task performance, a graphical
presentation of user and device movements and video streams, for both presenting and
interactively exploring usability data.

Future research avenues comprise gty further real life experiences to
improve the presented method and tools.
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Abstract.  This paper examines the role of user-centered design (UCD)
approaches to design and implementation of a mobile social software ap-
plication to support student social workers in their work place. The expe-
rience of using a variant of UCD is outlined. The principles and expected
norms of UCD raised a number of key lessons. It is proposed that these
problems and lessons are a result of the inadequacy of precision of mod-
eling the outcomes of UCD, which prevents model driven approaches to
method integration between UCD approaches. Given this, it is proposed
that the Contextual Design method is a good candidate for enhancing
with model driven principles. A subset of the Work model focussing on
Cultural and Flow models are described using a domain speci ¢ language
and supporting tool built using the MetaEdit+ platform.

1 Introduction

This paper examines the role of user-centered design (UCD) to the design and
implementation of a mobile social software application for supporting student
social workers in their work place. The principles and expected norms of UCD
raise a number of issues which lead us to propose that these problems are a result
of the inadequacy of precision of modeling the outcomes of UCD, which prevents
model driven approaches to method integration between UCD and established
software engineering practice. A particular UCD approach - Contextual Design
[3] is explored in detail from a model/language design perspective by rst cri-
tiquing the key issues of ambiguity and lack of precision of diagrams normally
produced as a result of Contextual Design activities. Following on from this, a
subset of Contextual Design, namely, the Cultural Model is developed in terms of
abstract and concrete syntax together with its accompanying semantics diagram
using an approach to language design described by Clark et al [7]. An implemen-
tation using the MetaEdit+ tool [17] is also brie y described. The issues of a
lack of precision of UCD methods represents an ongoing research challenge in the
eld of requirements engineering and a key outcome of this paper is to encour-
age discussion of these problems and lessons to enable method re-engineering of
UCD practice.

The paper contributes to current research in human centred software engi-
neering by providing a formal syntax and semantics for aspects of the Contextual
Design methodology and in doing so provides a route whereby the exploration
of how UCD and software engineering can be integrated.



The remainder of the paper is structured as follows: section 2 introduces
key aspects of UCD and model driven development; section 3 presents the key
motivation of this work, our experience of using UCD and the lessons learnt, and
provides a short introduction to Contextual Design, the UCD approach we have
selected to be subject to a formal treatment; section 4 puts the case for using a
model driven approach to UCD; section 5 presents the approach we have taken to
develop a modelling language with more precise syntax and semantics; section 6
presents the domain speci ¢ language version for Contextual Design along with
an illustrative example of its use; section 7 presents concluding remarks and
notes for further research.

2 Background to UCD and MDD

2.1 From User-Centered Design to Participatory Design

A detailed review of the literature concerning user-centered design is not possi-
ble within the constraints of this paper but it is useful to present an overview

of key phases in development of user engagement in systems design processes.
User-Centered Design (UCD) or the variant, User-Centered Systems Design [22]
emerged in the 1980s as an important development recognizing the move from
batch computing to interactive computing applications where there was a need
to involve users in the design process. At that time, however, as Marti and Ban-
non [20] indicate: UCD did not imply that users were ... active participants in
the design process , rather they were studied, observed, measured as a way of
gathering requirements for the system development [8]. An implication of UCD

is thus one of where the designer (hopefully) reacts to feedback from the user. A
more radical school of user involvement is that attributed to the so-called Scan-
dinavian Model of UCD, namely, Participatory Design (PD) that emerged from
the research activity of people such as Bjerknes et al [5]. In PD, users are seen
as equal partners in the design and development of systems. This involvement
of users implies users as active agents and later became known as Coopera-
tive Design [11] or more latterly as Co-Design . In PD, interestingly, there is

a focus on primary work processes and identi cation of technology to enhance
and better support work activities. (The basis of business process modeling). As
UCD concepts became established they were further elaborated as ISO Standard
13407, Human-centred design processes for interactive systems [23]. These con-
cepts were developed and extended into 12 key principles for UCD by Gulliksen
[15].

While the mantra of involving users in the design process is now well in-
grained [26] it has been contested and more recently Marti and Bannon [20]
outline caveats where they argue that involving users can present problems. The
characterization of problems they have identi ed forms part of the evaluation
of our experience of co-design when applied to our development of a mobile ap-
plication for e-learning, and which led us to consider how such issues may be
addressed by model driven practice for UCD.



2.2 Model Driven Development

Orthogonal but related to UCD is the need to recognize that software engineering
development methods have also evolved and more recently model driven devel-
opment is increasingly seen as critical to good design: see [10] for an overview
of MDD where it is argued that modelling is a key technology that is necessary
to address the representation gap between human understanding of complex
modern systems and their implementations and where precision at all levels of
development is key to the increased scope of computer-based support for sys-
tems development. We argue that precision is key to increasing all aspects of
system quality including reliability, usability, e ciency, and that MDD o ers

an approach that provides precision from a range of appropriate perspectives.
MDD is increasingly being used for user-centred aspects of systems such as HCI
[27,25,24] and safety [1].

Modeling in general is viewed as a capstone of many software engineering
approaches where it is used to as an approach to user requirements de nition
and as a basis for developing information systems to meet those requirements.
Models provide a vehicle for explaining and sharing understanding of complex
problems and provide capabilities for di erent views of the underlying problem
at di erent levels of abstraction. Model driven architecture takes this premise
further by providing an overarching conceptual structure for using and applying
transformations to models in a structured and controlled manner in all stages of
the software engineering development process.

The Object Management Group (OMG) provides a set of standards to ex-
press models and model-model transformation and has been leading industry
initiatives in the promotion of technologies, methods and standards under the
banner of model driven architecture (MDA) [13]. Our position is: MDA has key
role to play in systems development and are in agreement with Constantine and
Lockwood [8], who assert that UCD can be ambiguous and vague. In contrast,
Gulliksen et al assert that model driven approaches represent a move away from
user-centered design reducing their involvement to that of the users being infor-
mants rather than co-designers . This assertion needs re-visiting in the light of
MDA approaches to user interface design and recent advances in domain spe-
ci ¢ languages. Certainly Fisher [9] has identi ed that Collaborative Design and
meta-design (using MDA principles) are key themes facing software engineering
research and practice.

3 Experience of User Centered Design

This section describes some of our experiences from a recent research project
that utilised UCD and software engineering approaches to developing a mobile
application for Social Work education. We discuss some of the key issues and
lessons arising from that experience and present an argument for model driven
UCD.



3.1 Case Study

The motivation for exploring how model driven principles could be applied to
user centred design arose from a recent research project where we applied a vari-
ant of user centred design to design and implement a mobile device application
to support Social Work Education in the UK.

In common with many other professions, the training of social workers re-
quires students to be placed in social work settings and to undergo assessment
in the workplace. Trainee social workers in England (those on an accredited so-
cial work degree (UG or PG) must successfully complete 200 days in a practice
setting. Such placement can occur in di erent size blocks according to struc-
tures and requirements of individual degree programmes. These requirements
are maintained and regulated by the Social Work professional body the Gen-
eral Social Care Council (http://www.gscc.org.uk/HomeY/).

During the practice learning process, there are several key stakeholders in-
volved, including: the student; the practice mentor and assessor; the University
academic tutor; the work based supervisor. The key outcome of the placement is
a report that outlines the skills and competencies raised along with supporting
evidence collected from the placement.

Given these background concepts the research project aimed to develop a set
of applications both mobile and web-based that supported student social workers
in the planning and design of practice learning assessments and in the collation
of research and practice evidence towards a nal report.

3.2 Experience using UCD

The project team assigned to the project was multidisciplinary. There were aca-
demic experts from Computer Science, Sociology, Social Work, along with prac-
titioners from the Social Work eld. Further, the project development teams
were located in multiple locations across the UK South. As well as the mul-
tiple disciplines located within the team, the Computer Science team further
represented alternative approaches to systems design, with representation from
both MDA and UCD. These di erent approaches led to some creative tension
manifested in early debates similar to that discussed between Gulliksen and Con-
stantine. Given the make-up of the project team, it was essential to agree to a
methodology that could accommodate disparate views. The team had previous
experience of using a co-design process for developing mobile applications for
the Nursing domain [21]. Hence this approach was adapted to suit the needs
of this project and the software engineering principles in uencing members of
the team. Thus the project deployed a variety of methodological techniques that
draw upon software engineering, social sciences research and usability.

3.3 Problems Encountered

While the system was successfully developed, its deployment and use was very
limited, and is consequently still ongoing (past the project completion date).



This is partially attributed to the implementation of the co-design approach and
it is here that it is considered that there are many lessons to be learnt. Using
the putative framework of problems identi ed by Marti and Bannon [20] as a
starting point the following lessons are presented:

user types The intended software applications were designed for several types
of users.

users as designers While it is accepted that all users can design at some level
that is have ideas, think creatively about di erent uses of tools and convey
those thoughts in some form explicit knowledge transfer it is clearly not
the case that users have the necessary design skills to engage in all stages of
the design process.

new technologies Mobile technology is evolving at a rapid pace. Increasing
power, capability and software applications possible makes it very di cult
for non-technologists to remain abreast with such change. In order for users
to make a signi cant contribution to the design process they need to have a
logical understanding of technological solutions in order to be able to con-
ceptualize new scenarios of use. This problem manifested itself very early in
the co-design process: many of our participants had their rst direct contact
with current mobile devices in our show and tell workshops.

work environments  Project champions tend to be located at management
level where there is often limited understanding of operational requirements.
This can have a detrimental e ect on active user involvement throughout
the design process. The Social Work environment in a public sector setting
meant there were work pressures that often prevented users from securing
su cient time to e ect a meaningful engagement in the co-design activities.

deployment risk  The need for su cient training, guidance, support and im-
pact assessment in the work environment also need to be su ciently de ned.
Issues of risk and technology in the workplace, although correctly identi ed
at the beginning of the project manifested themselves resulting low usages
in the work place context. There has been considerable interest within the
social sciences in developing ideas related to risk. Beck in his seminal text
Risk Society [2] argued that the technisisation of risk derives form the om-
nipresence of technology. The experience here could be seen as re ecting fear
on a number of dimensions. Reluctance to engage with the project could be
seen as a fear of technology itself and the ability of some individuals to cope
with technological demands. The social work task is in itself high risk and
high pro le and the use of technological devices for training purposes could
be seen as representing a ‘re exive' form of risk. The ndings could also re-
ect the so-called “precautionary principle'. Practitioners and students were
anticipating possible di culties in areas such as con dentiality and data pro-
tection which prevented them from considering the possible full benet of
the opportunity o ered by the project.

user confusion Confusing what users want with what they truly need. Nu-
merous user studies and approaches can create a wide and detailed user
understanding however such studies can create confusion with what users
say they want with what they really need.



multi-faceted design team The make-up of the design team can in uence the
nature of user involvement. For example, a team that is equipped with skills
in Ul, prototyping, and software design will likely involve users at stages in
the design process. A team with predominantly HCI researchers will likely
involve more users and at more stages. In this case, there was a relatively
balanced team in terms of skills and knowledge our problems were arriving
at shared common vocabularies, and attempting to involve all users and all
design team members all the time.

4 The Case for Modelling in User Centered Design

These lessons or observations from the co-design approach have the potential
to be mitigated by taking a model-driven integrated approach to the artifact
development from the co-design activities. This paper argues that artifacts from
user-centred design should be model based so that transformations between view-
points can be integrated. This requires a user-centered design approach that is
both rich, for capturing key user requirements and is also model driven such
that it can be subject to model driven transformations during the design and
implementation process.

Currently, UCD approaches are strong on user engagement and communica-
tion but tend not to be model-based in the software engineering sense. Thus it is
di cult to derive a single viewpoint to meet both the needs of stakeholders and
software engineers. Such design-slicing could be a powerful feature in presenting
key features of an overall design without information overload.

Multiple viewpoints are a recognized approach to such a challenge but tend
to driven by software engineering needs. For example, Rational Uni ed Process
[18] has attempted to integrate user centered design activities. Such models serve
software engineering well but present notational and technique challenges to the
stakeholder in the usability domain. Here, it is proposed that multiple viewpoints
that are driven from UCD method approaches have the potential to reduce or
mitigate the problems/issues raised earlier. Hence it is proposed that taking
steps to move UCD to a more model driven software engineering approach has
the potential to be more e ective than taking steps to make Software Engineering
more UCD focussed.

4.1 Contextual Design

The Contextual Design approach described by Beyer and Holtzblatt [3] is a good
candidate for enhancing using model driven principles as it already exhibits lan-
guage that one might see comfortably in the software design arena but is still
a rich user-centered design approach. The method supports the production of a
number of artifacts such as: key customer data as the basis for decision making;
processes where work is done; interactions using ow models ; cultural mod-
els for capturing intuitive elements of environment; consolidation using a hity
diagrams.



These elements are present in a number of models enumerated here and we
also indicate if there is an existing language and notation feature available from
the Uni ed Modeling Language (UML) [14] available:

Artifact Model: produces the key customer data relevant to the system. These
data are referred to in other models and also inform the technical architecture
element that is part of the User Environment Design stage. The Conceptual
Design method does not advocate data modeling approaches explicitly but
the strong similarity suggests that UML Class Models would be a strong
technique for capturing such data.

Flow Model: is an analysis tool that is used to capture communication and
coordination between roles. It will typically describe what interactions take
place such as request for information, supply of information or an action. In
Contextual Design such a model is informal but it can easily be modeled
in UML in a variety of ways. For example ow models have been described
by Activity Diagrams with additional features in [ ?].

Cultural Model: is an analysis tool that shows the cultural or political forces
in the organization. Issues addressed are forces that may impinge on roles
to prevent or modify how work is done. For the purposes of this paper, we
view cultural forces having an e ect on belief values held by individuals who
are participating in a given task.

Sequence Model: shows the detailed steps that are performed to accomplish
a task. The terminology used in Contextual Design shows strong correspon-
dence to process modeling and can be represented by UML Activity Dia-
grams. This correlation provides a useful language tool for sharing of infor-
mation between usability designers and systems designers. For the purposes
of this paper we view sequence models as capturing the many alternative
work ows that individuals can undertake when directed to perform a given
task. The choice between di erent work ows is partially determined by the
belief values held by a given individual. It follows that cultural models have
a part to play in in uencing work ow choices.

Contextual Design provides a stage that aims to consolidate ndings from the
analysis. In this stage tools such as A nity Diagrams for mapping issues across
the organization, and Consolidated work models for identifying common strate-
gies are available. These tools help in addressing the problems of multiple types
of users, users as designers, confusing what users want and what they truly
need because an overall view is possible. Such models could be captured using
stereotypes and UML class diagrams.

Similarly, process models described from di erent user perspectives may be
organized in models so that commonality and variability may be explicitly spec-
i ed. However, no formal language for expressing such variation is described.
Interestingly, the method also has elements that are focused on software archi-
tecture These elements produce artifacts that include object models and the
functions and structures needed by the re-designed systems expressed as a de-
tailed architectural model.



4.2 The Semantics of Cultural Models

We now look at the Cultural model in detail and in particular examine the
concepts represented in Cultural models from the perspectives of key compo-
nents of language design - abstract and concrete syntax and the accompanying
semantics. Inspection of examples of cultural models [4]) raises key questions.
At rst the diagrams appear to convey a signi cant amount of information. A
closer examination requires a full answer to many questions. Many of the di-
agrams represent In uencers as overlapping circles of di erent sizes. Consider
the following: Is there a signi cance in the size of circles? Is there signi cance
to the overlaps? What does an overlap mean? Are the length of the arrows im-
portant and do they signify anything? Is there a particular style to annotating
the circles and arrows? Even if the questions can be answered - and it make
take many pages of explanatory text there are still issues of interpretation be-
tween users and stakeholders. Generally, these are the same class of problems
that modelling design methods have addressed and which led to the standard-
isation of the Uni ed Modelling Language (UML) [14] and solutions to these
problems boil down to the creation (and agreement) of an abstract syntax (a set
of concepts, relationships and well-formed rules), a concrete syntax (typically a
graphical notation that supports the concrete syntax), and semantic model for
the domain which will allow unambiguous interpretation of instances of concepts
from abstract syntax. A model-enhanced version of this diagram would therefore
need to be based on a language that is speci cally designed to represent cultural
forces in an organization - the domain. Such a class of language is often termed
a domain speci c language (DSL) [6].

5 Approach

Our approach to the problem of formalising Cultural model aspects of Contextual
Design (CD) is based on the principles of model driven language engineering
[7]and through a process of analysis of the problem space, a domain specic
language (DSL) is created. The second step is to implement the language using
a meta modeling tool or by hand-coding.

5.1 Model Driven Language Engineering

A language de nition must be provided using a suitable meta-language that can
represent the key features of a language (shown in gure 1):

concrete syntax is the human-friendly representation of a language. The con-
crete syntax de nes how the language is to be presented on the screen or the
page.

abstract syntax is a machine friendly representation of language. The abstract
syntax de nes the information structures that are used to represent the
essential features of the language so that they can be processed as data
values by a machine without worrying about how they are displayed on the
screen or the page.



Fig. 1. Model Driven Language Engineering

syntax mapping relates the abstract syntax structures to their valid concrete
representation. A syntax mapping is used by a tool to link what the user
sees to how the language is stored internally.

semantic domain is a de nition of the things we mean when constructing
models in our language. The relationship between syntax and semantics is the
same as that between relational database schemas and the tables that con-
form to them: there are conformance rules and there may be many databases
that conform the same schema.

semantic mapping are the conformance rules between the syntax and the se-
mantics. For example, the semantic mapping de nes the rules by which a
database table is considered to be correct with respect to a given schema.

In addition to the elements de ned above, a language de nition must contain
well-formedness rules that de ne when concrete syntax, abstract syntax and
semantic domain elements are valid. These correspond to database rules that,
for example, require all column names to be unique.

Simple UML-style class models and associated constraints can be used as a
suitable meta-language for representing the language components listed above.
The syntax and semantics are represented as independent class diagrams and
the mappings are class diagrams that include elements from the appropriate
models and de ne relationships (associations) between the elements. There are
other meta-languages available e.g. MOF [12]. Also, Halpin and Morgan's work
[16] was used as the meta-modelling language for Archimate - the enterprise
architecture modelling language [19].

5.2 Tooling

The next step is to provide an implementation of the language, that is, a tool
that provides a binding of the various syntactic and semantic models and thus
allows users to construct cultural models of the target (or subject) domain. To
develop a proof of concept of this toolset, we utilised the meta modelling toolset



MetaEdit+ [17]. Meta Edit+ is a software toolset that supports the design and
implementation of domain speci ¢ languages. It uses a meta modelling language
GOPRR that is broadly similar to one that we used to specify our abstract
syntax and has the following conceptsGraph speci es one modelling language
such as Cultural Model; Object describes the basic concepts of a modeling
language. Objects are the main elements of the language; Examples include the
concept of Force, Role and so onRelationship describes the properties for the
objects' connections such as inheritance, call and transition; within the toolset,
the relationship mechanism is used to form bindings with objects and rolesRole
speci es the lines and endpoints of relationshipsProperty de nes the attributes
which can be used to characterise any of the previous concepts. Properties are of
di erent data types and can be used to link to external concepts. The abstract
syntax for Contextual Design was encoded in the GOPRR modelling language
within the MetaEdit+ toolset in order to de ne the concrete syntax and the
production of the accompanying tool.

6 A DSL for Contextual Design

Contextual Design (CD) invoves four di erent types of model: ow models; se-

guence models; artifact models; contextual models. It is important that we un-

derstand what these models mean in order to use them e ectively. This section
applies the approach to language design described in section 5.1 to CD.

6.1 Abstract Syntax
The abstract syntax is the cornerstone of a language de nition. In principle there
may be many di erent concrete syntax models and many di erent semantics for

the same abstract syntax model. This section de nes the abstract syntax for
each of the main models in the CD modelling language.

Fig. 2. Flow Models



Flow Models Figure 2 shows the abstract syntax of ow-models. The element
Model is used as the top level container for all CD model elements. A model
consists of a collection of roles with ows between them. Each ow represents an
interaction between roles and is labelled with both an event that it generates and
the artifacts that are involved in the interaction. An example of a well-formedness

rule associated with the classModel is: every role must have a unique name

Artifact Models  Artifact models are equivalent to class models in UML. They
describe the elements that are involved in the interactions between roles. In
terms of our language de nition, we do not need to consider artifacts in any
more detail.

Fig. 3. Cultural Models

Cultural Models  Figure 3 shows the abstract syntax of cultural models that
represent in uences by one role on another. Each in uence has a force associ-
ated with it from weak to strong. Each role manages a collection of values that
represent personal beliefs. For example an individual might believe that certain
types of technology are e ective or that the cost associated with using certain
processes is very high. In a CD modelalues is an assembly of belief value types
in the same way that a class has an assembly of attributes. As we shall see, the
speci ¢ belief values associated with a person who performs the role is de ned
in the semantics. AnIn uence together with its Force de nes a condition which
must be met by any valid instance of the belief values associated with an any
in uenced Role. A condition is a boolean expression in terms of variables. The
e ect of applying an in uence to a role is to restrict the set of possible belief
values that the role can have. A well-formedness rule that applies igh uence :
the set of variable names in the condition must be a sub-set of the value type
names associated with the belief values of all in uenced roles

Sequence Models Figure 4 shows the abstract syntax of sequence models.
Each role has an interface of activities. Each activity provides a description of
what to do when an event is received by the role. Each activity has a number



Fig. 4. Sequence Models

of alternative step assemblies $tepg that re ects the options an individual has
when responding to a request to perform a task. For example, if an individual
is requested to implement a software component they may choose to implement
the component in one of a number of programming languages and using any one
of a number of development methods. Each individual step in a step-assembly
processes some artifacts and must satisfy a collection of belief-values. The idea is
that a step cannot be performed by a role unless it is consistent with the beliefs
of the particular individual.

An example of a well-formeness rule for sequence models ite artifacts
associated with a step must be a subset of the artifacts associated with the ow
that gave rise to the event

6.2 Concrete Syntax

The complete abstract syntax for Contextual Design is large. In this paper we
have focussed on the Cultural Forces Model as it presents concepts that address
areas of the systems design process that are often not captured in software engi-
neering. Consequently we have translated that section of the abstract syntax to
the GOPRR meta modelling syntax for Meta-Edit+. The tool capability allows

the creation of an concrete syntax - the notations and graphical elements and
their binding to the GOPRR representation of the abstract syntax. Diagram 5
shows the abstract syntax for cultural models in MetaEdit+ and gure 6 shows
the resulting cultural modelling tool generated from the meta-model and also a
partially drawn cultural model of the Social work Domain.

In this diagram example Roles include Student Social Worker. In uencers,
those who can assert a force and therefore in uence how an activity is performed
include: Management, and Academic. Examples of Forces that are brought to
bear on a role include the fear of Data security (the loss of data) that was identi-
ed during the project deployment. When that force became su ciently critical,
there was a Breakdown (red lightning icon) which resulted in an restriction of
the use of the mobile devices. The Toolset for developing and presenting Cultural



Fig. 5. GOPRR Meta Model

Fig. 6. Toolset for Modelling Cultural Forces



Models was generated from the set of abstract concepts described in GOPRR,
the concrete syntax developed using the graphics tools available in MetaEdit+

and the bindings and rules for how connections work were declaratively speci ed
again in MetaEdit+

6.3 Semantic Domain and Semantic Mapping

Fig. 7. Semantic Domain

Figure 7 shows both the elements of the semantic domain (classes su xed
with Instance) and elements of the syntax domain together with semantic map-
ping associations between them (labelledype). The semantic domain de nes
the elements that we are denoting using the syntax models. In this case the se-
mantic elements are essentially sequences of step instances that have arisen from
the steps associated with activities in the sequence model. However we cannot
associateany sequence of steps with a model instance because we must satisfy
the semantic mapping constraints that are outlined below:

1. in every role instance the belief values must satisfy the condition on every
in uencer of the associated role

2. in every step instance, the condition must be satis ed by the belief values
associated with the corresponding role instance

3. a step can only be associated with a role instance where the corresponding
role has an incoming event with the same name as the activity giving rise to
the steps

7 Concluding Remarks

The motivating work - the development of a mobile application for a complex
domain (Social Work) highlighted that there are potential problems that arise
with using co-design and while the core principles of UCD are clearly desirable,
the nature of the artifacts that are produced do not transfer to the software



engineering community in a straight forward manner. Thus our experience also
con rms that there is still mileage on the need to converge on a science of design
through the synthesis of design methodologies [9]. In particular there is interest
are in how design theories, user centred design approaches in general and their
outputs can be modeled such that method integration with established software
engineering approaches can be more formalized . Hence there a role for model
driven engineering in user centered design and this paper has outlined how one
established UCD approach may be adapted to make it more model driven (and
so artifacts captured using UML modeling tools).

CD models, as de ned in the literature, have an informally de ned seman-
tics. This limits what can be achieved, especially in terms of tooling to support
CD. This paper has taken a precise meta-modelling approach to the de nition
of a language for CD modelling. In doing so, we have de ned both the syntax
and (a) semantics for CD. Our semantics de nes CD models to denote chains of
steps that arise from interactions between roles in a business context and which
process business artifacts. The semantics re ects the choices that occur in a
business environment that are resolved in terms of belief-systems of the individ-
uals involved; it does this by allowing a single model to denote multiple possible
sequences of steps for each single business activity. The semantics attributes in-
uencing factors to the ability of individuals in a business to a ect belief systems
and thereby in uence the way that in uenced individuals implement given tasks.

As a result of taking a semantics driven approach to our CD modelling lan-
guage we can now perform analysis of models. For example, it is possible to
determine whether, given a set of in uencers on individuals, there are any se-
quences of steps for a given business interaction. Suppose that this is used in a
business that encourages new employees to get advice from established employ-
ees when performing tasks. Our semantics allows us to determine whether there
are particular sets of 'old-hands' whose collective advice would be unhelpful.
Furthermore, we can measure the amount of positive in uence that mentoring
is likely to have in terms of the reduction in confusion when sta take on a new
role. For researchers, future projects will likely consider and evaluate further
how such approaches may be used to allow more alignment with the software
engineering model driven architecture paradigm.
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Abstract. With the advent of new media and the delivery edfent means of
communication, associated with the progress of oedsy the circumstances of
software use, as well as the skills and the pret@ of the users who exploit
them, are constantly varying. The adaptation of tser Interface (Ul) has
become a necessity due to the variety of the ctsieixuse. In this paper, we
propose an approach based on models for the gemewt adaptive Ul. To
reach this objective, we have made use of paraimetertransformation
principle in the framework of the Model Driven Engering (MDE) for the
transformation of the abstract interface into acrete interface. The parameter
of this transformation plays the role of the comnteikuse. The paper develops
two parts: meta-models for every constituent of doamtext of use and the
adaptation rules.

Keywords: User Interface, Adaptation, Context of use, Modelivén
Engineering, adaptation rules.

1 Introduction

The technological innovations and the evolutiothef means of communication have
opened new perspectives to guide the use of thal wpplications. Besides, the
circumstances of software use have constantly dddlowing the example of the
skills and the preferences of the users who exgiein. This is due to the appearance
of new media and the delivery of recent means ofroanication, associated with the
progress of networks. It is not only resources riériaction that can appear and
disappear, but also the objectives of the user. |atier is considered as a motive,
evolving in a varied environment, according to heeds, to diverse platforms of
interaction. That is why, in 1999 Thevenin broughhew concept: the plasticity of
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interfaces [21]. The plasticity is defined as tlagpacity of a user interface to adapt
itself to the context of use which is denoted by thriplet <user, platform,
environment>, while preserving usability.

Several approaches are proposed to make User dogsrf(Ul) adaptable to the
context of use. According to [18], these approachesclassified into four categories:
1) Translation Interface, 2) Reverse-engineeringl anigration Interfaces 3)
approaches based on the markup languages and 4)-tvaxbd approach. The latter
is adopted in this work because it has the adventd@pplying the adaptation to the
context of use of the models, leading to a strdygjraction.

The proposed approach in this paper assures tipgadida of the Ul to the context
of use. It builds on the concept of transformatmarameterized by the context as
defined within the framework of the Model Drivendtmeering (MDE) [1] [8]. MDE
goes beyond the framework of Model Driven Architeet(MDA) [15], which can be
summarised in the elaboration of the Platform Imshejent Models (PIM) and in their
transformation into Platform Specific Models (PSN), to cover the methodological
aspects. We apply the parameter setting at thd l&véhe transformation of an
Abstract User Interface (AUI) into a Concrete Usaerface (CUI), whose generation
is made on three phases. The first transformatiaarpeterized by the model of
adaptation describing the user, gives rise tost @UI, which in turn is going to feed
the second module of transformation. But, the laitél be parameterized by the
characteristics of the platform to generate a GatectJser Interface in agreement
with the preferences of the user and the propedfig¢be interaction platform. In the
last phase, the process of adaptation connectdd tivt environmental context is
launched to finish with a plastic Concrete Usereiifétce to conform to three
dimensions of the context of use.

The remainder of this paper is structured as falo8ection 2 presents a state of
the art on the model-based approaches for the atitaptof the Ul. Next, section 3
clarifies the concept of the parameterized trams&tion in the MDE approach. Then
section 4 describes the proposed approach in tefmsontext meta-models and
adaptation rules. Section 5 provides a case stiustrating the approach. Finally,
section 6 draws the conclusion and provides petisfesdo future research.

2 State of the art

This section is limited to the presentation of nidmgsed approaches for Ul
adaptation. In fact, the Cameleon reference framle\id] represents an excellent
framework of Ul adaptation as it defines four esis¢stages for the development of
the user interfaces in a pervasive environment. (Ejgtasks and concepts, abstract
interface, concrete interface, and final interface.
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/~  ContextofuseA Y /7 ContextofuseB  \
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J’ o) l [

Concrete Ul (CUI) [€ Concrete Ul (CUI)
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Final Ul (FUI) Final Ul (FUI)
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A
l Reification 1 Abstraction €~ Translation

Fig. 1. Cameleon Reference Framework [23].

In this area of research, we can quote the TERE®thaod [17] that supplies the
tasks as a single model, and allows the generatiageveral interfaces for various
platforms. We also cite the Comets (COntext sesgsitMulti-target widgeTS) [4],
which proposes essentially a model for the plastieractors that can be adapted to
the variation of the screen size. Likewise, theXlfli (User Interface eXtensible
Markup Language) [23] [14] approach represents aapproach of engineering
defined according to the Cameleon reference framev®&uch an approach describes
a context model consisted of three constituentst, .environment and platform. But
practically only the variant platform is considedting the Ul generation.

Sottet [19] [20] is considered as one of the pios¢e have joined his work to the
Model Driven Engineering and the domain of Humarm@ater Interaction (HCI).
His approach makes it possible to show that theceymis of the MDE could be
successfully applied to the Ul engineering. Sofi&t] proposes meta-models and
models transformations to generate adaptable Ul dafines a general context meta-
model. Based on the same approach (MDE), Hachdhiqdggests the introduction
of the context of use at the tasks level rathen tht the interactors level. This
approach is distinguished by the definition of tfemeric rules appropriate to all the
contexts of use. However, both approaches lack taileleé description of each
constituent of the context of use. As in [20] afd][ we opt for the proposition of a
model-based approach and its transformation acopridi the characteristics of the
context. Yet, we seek to detail the context in agance with three generic meta-
models (user meta-model, platform meta-model anit@mment meta-model).

3 MDE Parameterized Transformation

Our objective is to handle the adaptation of thetdJthe context of use (platform,
environment, user). To do so,our work builds on plagameterized transformations
defined by [22]. Vale [22] describes a parametefrizeansformation within the

framework of the model driven engineering for a teatual development. The
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methodology proposed by [22] (left of Fig. 2) catsi in defining the
correspondences "match" between the model of théexkband the PIM to define a
CPIM (Contextual PIM). Then, an ordinary MDE trasrshation is used to define the
CPSM (Contextual PSM).

Fig. 2. Parameterized transformation [22].

The correspondences are assured by a parametieig safttthe transformation,
whose basic principle is to take into considerattwproperties of the context during
the specification of transformation rules (rightFig. 2).“A parameter specifies how
arguments are passed into or out of an invocatiba dehavioural feature like an
operation. The type and multiplicity of a parametestrict what values can be
passed, how many, and whether the values are aiti¢22].

The use of the parameterized transformations issaged with the aim of either
improving new features (values, properties, openadi or changing the behaviour of
an application. For that purpose, the designetdapecify the parameters which are
intended to be inserted during the phase of tram&fion. In his work, Vale [22]
proposes that these parameters are the contextat, dhus and after the
transformation, the application will be in harmowjth this information passed in
parameter.

In the following section, we formulate the pringphvoked by Vale, in favour of
our approach to implement the notion of plasticity.

4 Proposed Approach

The proposed approach consists in generating theinierface automatically, using
the parameterized transformation technique of toel@ll Driven Engineering domain
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4.1 Overview of the approach

The proposed approach in this paper is shown inJighe abstraction levels of the
Cameleon framework [5] incorporated in our approach abstract user interface and
concrete user interface.

In our approach, the Abstract User Interface allothie transition of the
specification in the modelling of the abstract camgnts of the interface. In order to
describe the Abstract User Interface and the Comdseer interface, we have resorted
to the static model of interactions [3]. Aiming applying a model-to-model
transformation, we have refined the static modehefinteractions of [3] in the form
of two meta-models: the AUl and CUI meta-modelsdeled, AUl meta-model
describes the hierarchy of the abstract componeoisesponding to the logical
groups of interactions. The AUl meta-model and dfarmations rules to obtain the
AUI from the task model are detailed in [2].

The Concrete User Interface is deduced from thetrAbis User Interface to
describe the interface in terms of graphic cont@inénteractors and navigation
objects. We have extended the CUI meta-model pteden [2] [16] to add the vocal
components and to associate with every container tloé interface a
"PersonnalizationService" component containing prigs used to specify the
presentation of such an object as well as any oljeing a part of this container.
Quoting for example the service "useoflanguage”cthtan be active if the user
prefers a language other than French. If this send activated, the attribute language
allows the specification of the sought language.

The passage to the concrete level has for objethigegeneration of a plastic
interface adapted to the planned context. Our a@mprdéacilitates the adaptation of the
Ul to the user, because the latter is in the ceotrall the problem of the Ul and
everything revolves around him.

The first transformation (T1 in Fig. 3) allows tgeneration of the first concrete
user interface (CUI1 in Fig. 3) adapted to the gmexfices of the user having received
the information suitable to him and echoing thenthos intermediate interface.

On the other side of the coin, we are interestdtiérinjection of the characteristics
of the platform used to assure the plasticity talsahis context. Indeed, we opted for
choosing this injection order of the characterssfior multiple reasons. On the one
hand, it is around the user that revolves evergthind it is his characteristics that are
going to impose the choice of the platform. Besides the user who decides about
the device on which he even wishes to post thernmdition. Indeed, this variation is
going to require the appearance and the disappssmrah the other devices of
interaction. Furthermore, it is according to hiefprences that the modality: graphic,
hearing or even olfactive is going to be chosererlln case of change at the level of
one of the contextual dimensions, an adaptatidauached to protect the usability
[21]. Certainly, the specific properties and theawty characteristics of the target
device have to satisfy the needs of the user. §¢tsnd transformation (T2 in Fig. 3)
adapts the first CUI1 to the characteristics ofpteform which is going to welcome
the application, from which the second CUI (CUIZFig. 3) results.

So, having fixed and adapted the characteristigheftarget platform to his own
motivations and intentions, the user has now ngthint to choose the environment
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which is going to welcome the application. In fatts environmental variant has to
be in agreement with the characteristics of the asd the target platform. It is the
profile of the user, defined as being a first gnfiitr the process of adaptation, as well
as these accompanied intentions, naturally, symgtiorof the platform that are going
to determine the environmental aspects. The lateegoing to be implemented during
the process of adaptation to succeed in the gemeratta plastic Ul while taking into
account three speeds of the context. Hence, ithilhe place, we are going to inject
the environmental properties in the third transfation (T3 in Fig. 3) to have the
interface (CUI3 in Fig. 3).

Fig. 3. Parameterized transformation for the Ul plasticity

Therefore, the generation of the concrete inter{&@iél) is made on three phases.
To do so, we have to establish three meta-modwdsuser, platform and environment
meta-models), so as to implement the transformatiowiple to illustrate the process
of adaptation.

4.2 Context of use Meta-models

The context is identified by many teams [5] [18B]220] [12] by the triplet <User

Platform, Environment>. Thus, three categories @fitextual information can be

distinguished [7]:

- So much information pertaining to the platform @essor, memory, peripheral
equipments, connection network, the size of theldisscreen, and the available
interaction tools ...)
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- Those relative to the user (his profile, his cutrantivity, his preferences, his
habits, his cultural characteristics...

- The information corresponding to the environmengh(, noise, geographical
localization ...)

4.2.1 User Meta-Model

The user model has to contain information allowiihg characterization of the user.
Our meta-model (Fig. 4) builds strongly on the wark [10] and [6]. Such
information contained is classified in four catager
- Information staff (the name and the first namehaf tiser, the age, the kind)
Knowledge (The expertise level of the user in cot@pscience, the expertise level
regarding task or manipulated concept)
Preference (The modality of interaction (graphiocal, olfactive, tactile, etc.),
police, the character size, colour and the southahve)
Capacity (physical (sensory and engine) and cognéapacities)

Fig.4. User Meta-model.

4.2.2 Platform Meta-Model

Although most of the work done on plastic Ul madiagtation to the platform, it
does not provide a complete and detailed meta-mdded existing approaches are
limited to its description at a high abstractiomdeor the description of the display
surface of the platform which represents the masdunteractional resource in the
adaptations made so far. However, the adaptatiorbe prepared in the presence and
absence of the other interaction devices. For el@nfpve do not have a mouse, we
can suggest as a form of adaptation using a votatactor where the activation of
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the actions will be made vocally. Fig. 5 presenis platform meta-model [16] [2].

Generally, the platform consists of;

- Calculation resources represented in Fig. 5 by "BemputationalCapacities"

class. These resources does not only include therimaaspect, such as the
memory or processor but also the software aspedh@ssupported operating
system;
Interaction resources that are the input-outputicgsvrepresented in our meta-
model by the "InteractionDevices" class. We identifvo classes of interaction
devices: the input devices (InputDevice class ig. H) and the output devices
(OutputDevice class in Fig. 5). Certain devicesenithboth classes and are thus
input/output devices, such as the touch screen.

Fig. 5. Platform Meta-model [16].

4.2.3 Environment Meta-Model

In this meta-model, illustrated in Fig. 6, we toydover all the environmental facets
of the context susceptible to react directly oririectly on the interactive system. In
fact, we are trying to take into account the maximaf environmental aspects.
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Therefore, our meta-model consists of four clastfest explain the general
characteristics.
The first class characterizes the ambient environirfeat surrounds the interactive
system "AmbientEnvironment”. But with the invasiohthe ubiquities computer
science, the ambient conditions are changeable énoenmoment to another. This
class inherits three under classes: "ClimaticEmrivent”,
"LuminousEnvironment" and "SonorousEnvironment".
The second class composing our meta-model is #ss ETemporalEnvironment".
As for the third class, named "SocialEnvironment"characterizes the social
environment receiving the interactive system. Titéss is decorated with a single
attribute: "atmosphere" of type "Atmosphere" enuatien.
To specify the place receiving the application, uged the fourth class named
"SpatialEnvironment". Indeed, this class gives iinfation about the geographical
location of the interactive system.

Fig. 6. Environment Meta-model.

4.3 Generation process of CUI and adaptation rules

The generation stages of the Concrete User Inteté&m strongly on the work of [21]
and [14]. The three transformations of the approacd developed with the
transformation language Kermeta [13]. The transé&diom of anAUI into aCUI1 (T1
transformation) is implemented by the following f@tages:
Creation of the application: creation of the apdien in the
"ConcreteUserlInterface" target model by the "Aldtdaerinterface” of the source
model;
Realization of the abstract containers;
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Choice of the interactors;

Definition of the navigation.

We have developed a set of rules allowing T1 tamnsétion. As an illustration, in
what follows, we clarify the stage of interactart®ice. This stage aims at associating
the adequate interactor with the abstract compookAUI. Such a choice depends
on the properties of the abstract component: ife t{input or Output) its nature
(Specify, Select, Turn ...) and the user preferences.

The extract of the following code transforms evafystract component of the
"CollapsedUlUnit" type into a "UlField" and appeadts the "UlFieldSpecification"
method for the choice of the appropriate interackorthat case, it is a question of
executing the interactor's choice for an abstraotponent of the "Specify" nature.

operation  createUIField(inputmodel :

AbstractUserInterface,collapseduiunit: CollapsedUIU nit,
uiw : UIWindow) is do

UlFieldSpecification (inputmodel,collapseduiunit,uiw)

end

/IUIFieldSpecification

operation UlFieldSpecification (inputmodel :

AbstractUserlInterface,uic : CollapsedUIUnit,uiw :
UlWindow) is do
var Ink : Link

Ink := getAllLinks(inputmodel).detect{c|stdio.write In
("link"  + c.uicomponent.name)c.uicomponent.name ==

uic.name}

/ISpecify

var nat: Nature init  uic.nature

var tp : AnnotationType init  Ink.uicomponentannot.type

if (nat== Nature.Specify ) then

createStaticField(uiw,uic,Ink)
createFieldIn(uiw,uic,Ink)
end //rest of code

end

Several existing characteristics in the model efuker can have an impact during
the realization of thé&UI. Certain characteristics have an impact on thécehaf the
concrete object of interaction to know the prefeeerf the user in terms of the
modality of communication. The impact is thus esgea in terms of the reshaping of
the interface. The extract of the Kermeta code wdltustrates the impact of the
preference modality of communication on the reélira

operation transform ( inputModel
AbstractUserinterface, = paramModel UserModel)
ConcreteUserInterface is do

AUI2CUI := Trace <UIElement, CUIElement>.new
AUI2CUl.create
result := ConcreteUserInterface.new
var modpref : Modality init
getPreference(paramModel).modalityOfCommunication
if (modpref == Modality.graphical) then
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stdio.writeln( "Graphical Modality" )
/IGraphical treatment
else if modpref == Modality.auditive then
stdio.writeln( "Auditive Modality" )
/[Auditive treatment
end
end
Other characteristics in the model of the useruaiice the properties of the
objects of interactions rather than the choice aiccete object. The extract of the
following code shows the function allowing the diea of a service
(createServicePerso method). It shows the activataf the two services
“useoflanguage” and “useoftooltip” as example. Tdtter is activated if the user does
not have strong computer capacities (computeruaj)t

operation createServicePerso(nameuiw :String,pref
Preference,knl : Knowledge) : PersonnalizationServi ce is
do
var srv : PersonnalizationService init

PersonnalizationService.new
srv.name :=nameuiw

if pref.language != Language.french then
srv.useoflanguage := true

srv.language := pref.language.name

else

srv.useoflanguage := false

end

if knl.computerAptitude != Level.hight then
srv.useoftooltip := true

else

srv.useoftooltip = false

end //rest of code

result :=srv

end

The obtainedCUI1 is the source model of the second transformatian tekes as
parameters the characteristics of the platform. \&ee addressed the impact of the
property screen size and inputting/outputting dewiof the platform. The following
code produces the testing for the required dew€gsaphical or vocal interaction.

operation transform  (inputModel ;
ConcreteUserlInterface, paramModel : Plateform) :
ConcreteUserlInterface is do

CUI2CUIL := Trace <CUIElement, CUIElement>.new
CUI2CUI1.create

result :=inputModel

var width : Integer init
getScreen(getOutputD(getID(paramModel))).width
var height: Integer init

getScreen(getOutputD(getID(paramModel))).height
getCUIWindow(inputModel).each{uiw1|
if (MouseExist(paramModel) and ScreenExist(paramModel)
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and KeyboardExist(paramModel)) or
(TouchPadExist(paramModel) and ScreenExist(paramModel)
and KeyboardExist(paramModel)) or
TouchscreenExist(paramModel) then

/Irest of code

else

stdio.writeln( “Inexistant Device" )

end}

getVocalGroup(inputModel).each{vg|

if VisiocasqueExist(paramModel) or
(MicrophoneExist(paramModel) and ScreenExist(paramModel)
and then

getVocalForm(vg).each{vf|

/Irest of code

else

stdio.writeln( "Inexistant Device" )

end}

end

The third transformation injects the propertieshaf environment that will host the
application. The impact of environment propertiesesl not affect the objects of
interaction, but affects the existence or noneristeof services interface. The
following code shows the activation of service ‘afeackground”.

getService(inputModel).each{srv|

if (getLuminousEnv(getAmbiantEnv(paramModel)).lightint en
sity == Level.hight) or

(getSocialEnv(paramModel).atmosphere ==

Atmosphere.religious) or
(getSpatialEnv(paramModel).getMetaClass() ==

OutDoorEnvironment and getTemporalEnv(paramModel).time

== Time.daytime) then
srv.useofbackground = true
srv.background := BackGroundType.light
end

5 lllustrating Example

The case study relates to a credit card requesti bystomer. This application is
adapted to the context of use. The following sdenidlustrates this adaptation on a
precise case. Sarra is connected to the site dfahk to launch her request of credit
card. She has to log in first of all by introducingr user name and password. Then
she has to choose her type (private individual @ngany). Then, she is asked to
choose the type of card that she seeks to obtémebélling in an information form.
In this case study, the following context of usassumed:

User={Computer aptitude="lower", font="TimesNewRamha
language="english", color="Red" size="14", Modalityof communication
="graphical},
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Platform={iPAQ HX2490 Pocket PC},
Environment={Alone, atmosphere="work", light intétys"low"}.

I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
-l

-

Fig. 7. Abstract User Interface for the process of thelitreard possession (case of a private
individual customer).

Fig. 7 shows the abstract user interface for thecgss of the credit card
possession. This interface contains a "UIGroupledalAsk for a credit card". This
"UlGroup" gives access to two "UlUnitSuit" ("Loginand "Determine private
individual form") and "CollapsedUlUnit" ("Select stomer type").

During the detection of a context change, the sydteadapted. ThAUI adapts
itself first of all to the preferences of the uskr.the following figure, we give the
tree-based description of the use of our case siadfront of these characteristics,
the first module of transformation uses as outhattUl model (Fig. 7) and the user
model (left of Fig. 8) on which the generic tranmsfiations rules are applied, based on
their respective meta-models.
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Fig. 8. (Left) The tree-based description of User mod&8iglit) Concrete User Interface
specific to the user model.

The first module of transformation consists in sfanming an XML (Extensible
Markup Language) file source obtained from an alsstuser interface. This file is
automatically generated by our AbstractUserInterfaditor developed thanks to the
Graphical Modeling Framework (GMF) tool [9] of Husie. The result of
transformation is an XML file that is in harmonythlithe CUI meta-model. Right of
Fig. 8 produces th&UI1l visualized with our ConcreteUserinterface editbhe
realization of theAUI is in graphic mode since the user has chosen alihodf
graphic communication. A set of personalizationvieess is activated giving as an
example the service "Use of tooltip" which resultem the fact that the user
possesses low computing capacities.

As a concrete example, left of Fig. 9 gives theased description of "iPAQ
HX2490 Pocket PC" realized by EMF-based editor. Ténement of theCUIL
taking into account this platform allows the getiera of a concrete interface
replying on the properties of this platform, ashia example of the value of the screen
size (height="320" width="240"). Moreover, the ct®iof the appropriate interactor
is related to the inputting devices that existhe platform. In this case, we have a
touch screen (TouchScreen) and a text input dg\iegtinputDevice). That is why
the concretisation in the graphic form is possible.
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Fig. 9. (Left) The tree-based description of "IPAQ HX24%06cket PC". (Right) Concrete User
Interface specific to the platform model.

Taking into account the properties of the platfdiRAQ hx2490 Pocket PC" (Left
of Fig. 9), the transformation d€UI1 (Right of Fig. 8) produces &UI2 with a
remodelling of containers. Right of Fig. 9 presehts visualization of th€UI2 with
our ConcreteUserlInterface editor. For readabiligy vave chosen to present only the
window "Determine banking information." For the esiaf the screen "iPAQ hx2490
Pocket PC" and the number of manipulated concepdy, (the realization of the
abstract component "UISubUnit_Select card typeAdf is a "UlUpDropDownlList.

A "UlStaticField_Card type" interactor is addedicg the user does not have strong
computer Capacities (computer aptitude).

Our case study is situated in a closed environrieBtoorType). As regards the
ambient characteristics that specify this typerofimnment, it will be restored to the
intensity of light as well as that of the soundédevrhis model (Left of Fig. 10) is
going to feed the third module of transformationichhwill lead to the generation of a
concrete interface adaptable to the context ofpassing through the three elements
that define it.

Taking into account the properties of environmehefi of Fig. 10), the
transformation ofCUI2 (Right of Fig. 9) producing &€UI3 with new enabled
services, such as the background service whose Yalsi become "gloomy" since the
light intensity was low. Right of Fig. 10 produdég visualization of the targ&UI3.
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Fig. 10. (Left) The tree-based description of environmeradsl. (Right) Concrete User
Interface specific to the environment model.

6 Conclusion

In this paper, we have presented a methodologthtodevelopment of the plastic Ul
of an Information System. To apply "model to modedihsformations, we set up two
meta-models: Abstract User Interface meta-model@macrete User Interface meta-
model. The characteristic of the interface adaptatp its context of use was our
primordial objective. In order to reach this objeet we proposed three meta-models
describing the context of use. Encountered by a cawext, a definition of a model
for this context will be enough. So, our transfotioms rules are generic.

We foresee multiple perspectives for our work, Wwhéoncern the integration of
the ergonomic properties in our transformations Hrel determination ofausality
between the three components of the context of use.
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Abstract. In this paper we present a novel method for desktemadbile
adaptation. The solution alsupportsendusers in customizing muitievice
ubiquitous user interfaces. In particular, we describe an algorithm and the
corresponding tool support to performiesktop-temobile adaptation by
exploiting logical user interfacedescriptions able to capture interaction
semantic information indicating the purpose of the interface elemé&fetsilso
compare our solution with existing tools for similar goals
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Introduction

One of the main issues in current technological settings is how to design and
develop interactive applications that can be accessed through a wide variety of
devices (ranging from small watches to very large screens, including various types of
smartphones, PDAs and Digital TVs). This is particularly important in Web
applicatiors, which are the most common ones

The vision of ubiquitous computing [16] is that the users operate in intelligent
environments, which are aware of users’ needs and able to assist, even proactively,
the users in performing their activities and reaching their goals. To this end, one
important aspect is the possibility for a user surrounded by multiple devices to freely
move about and receive user interfagdapted to the current conteftuse.

In current mobile devices various solutions are adopted for accessing Web
applications originally developed for desktop systems. Some just cut the page to the
display area, thusshowing only a limited portion. Others, such as those using the
Small Screen Rendering Technique in @pera mini browsermprovide the narra
view in which the content igertically arranged in order to avoid horizontal scrolling.
The most sophisticatesblutions are thosesuch as the Safari browser in the IPhone,
which automatically resize the Web page to the screen size and allow the user to zoon
in and outthroughgestures in théouch interfaceHowever, their usability is often
low in terms of Web avigation,since users have to make various zoom in and out
interactions in order to identify the part of content that they are looking for.

The solutionsfor such issues can benefit from user interfanedetbased
approachs in which declarative descriphsof the user interface are used in order to
avoid dealing with a plethora of lel@vel implementation details associated with the



wide number of available devices and implementation languages. Despite such
potential benefitstheir adoption has mainlypeen limited to professional designers,
but new solutions haveecently been emerging that are able to extend such
approaches in order to achieve matevelopment by enabling end users to develop
or modify interactive applications still using conceptoaddels, but with continuous
support that facilitates their development, analysis, and use [1].

Modektbased languages are utilized at design time to help the user interface
designer cope with the increasing complexity of today’s applications and contexts.
The underlying user interface models are mostly used to generate a final user interface
code, which is then executed at run time. Howgapproaches utilizing the models at
run time are receiving increasing attentidvie agree with Sottet et.41.3], who call
for keeping the models alive at run time to make the design rationale available.

In the following we present some research work that exploits mbdséd
approaches for muitievice ubiquitous applications. We show a new tool for desktop-
to-mobile alaptation, calleccustomizable twalimensional semantic redesign. We
presentits underlying algorithm and compare its results with those of other current
tools. The environment also allows end users to customize the adaptation process.
Lastly, some conclisns are drawn along with indications for future work.

Related Work

Various approaches are possible to support adaptation for mobile devices.
Bickmore[2] proposed a classification into five categories: desgjpecfic authoring
(one version for each target device typabltiple-device autbring (one version, with
subversions for the various targets, e.g. using different stylesheets);saient
navigation (adaptation is performed directhy the client), Vb pagefiltering
(adaptation is obtained by contefiltering) and automatic reauthoring(one version
exists which is then automatically adapted for the target device). Automatic re
authoring can be further divided into transducftite original structure is preserved
and he elements are adapted, e.g. images resizedyamsforming(the structure is
adapted as wellOur approach is an example of automati@uéioring, supporting
transforming (since the original pages can even be split into multiple mobile pages if
theyare too expensive in terms of space consumption).

Various contributions have been put forward in this area and it is not possible to
mention all of them. The OPA browser [ldllocates various functions fdeb
browsing on each numerical keyaftellular phoneBuyukkoktenet al. [4] proposed
a novel technique for form summarizatiowhich is also able to automatically
summarise texts according to various policiesakko and Hiltunen [Bproposed a
technique for server side adaptation. We too support a solution using an adaptation
proxy but we also exploit logical descriptions thbw us to propose a more general
solution. The Roam system [5] is another environment for rdétrice applicatiosn
It also logically partition an application in a set of gaments but then it requires that
developers provide various implementations for different types of devices. Thus there
is little support for automatic adaptation. Studies on usability of mobile adaptdtion [7
by Kaikkonen andRoto indicate that adaptation should not completely destroy the



original structure of the desktop pages in order to allow users to still be able to
associate the mobile pages with the original ones. One impadgsum in this
adaptation process is how to hinthble adaptation. In [JGhere is a proposal that
allows users to interactively fold and unfold the tables rows and/or columns.
However, such manual adaptations are lost when users access thadainles

A Model-based Architecture for User Interface Adaptation

We have designed and developed a mbdskd architecture for user interface
adaptation which supports reverse and forward transformations that are able to
transform existing desktop Web applications for various interaction platforms. The
basicassumption is that there exists a huge amount of easily accessible content for
desktop Web applications, which can be processed and transformed to suppert multi
deviceinterfaces, even across n@veb implementation languages. The advantage of
this solution with respect to others (e.g.]]9is that it does not require that the
applications be implemented using a particular toolkit in order to make them able to
adapt

When the user accesses the application through an interaction platform other than
the deskbp, the intermediate adaptation sergamhich includes a proxy server)
transforms its user interface by building the corresponding logical description and
using it as a starting point for creating the implementation adapted to the accessing
device (see Figre 1). Lastly, the user interface implementation for the target device is
generated.

The reverse engineering module analyses the content of the HTML and the
associated CSS files and builds the logical description of the desktop user interface,
which is povided as input to the adaptation module.

Fig. 1. The Main Phases of the Adaptation Process

In the process of creating an interface version suitable for a platform different from
the desktop, we use a semantic redesign modiies part of the environment
automatically transforms the logical description of the desktop version into the logical
description for the new platform. Therefore, the goal of this transformation is to
provide a description of the user interface suitabtetHe new platform. This means
that intelligent rules are used for adapting the description of the user interface to the
new platform taking into account its capabilities (e.g. using interface elements that are
more suitable for the new platform) but erisgrat the same time that the support for
the original set of tasks is maintained. This solution allows the environment to exploit



the semantic information contained in the logical description. In this case the semantic
information is related to the basic tasks that the user interface elements are expected
to support.

This software architecture for user interface adaptatiomently uses MARIA
[12], a recent moddbased language, which allows designers to specify abstract and
concrete user interface largges according to theCAMELEON Reference
framework [3. This language represents a step forward in this area because it
provides abstractions also for describing modern Web 2.0 dynamic wséadas and
Web service accesH provides an abstract langwagndependent of the interaction
modalities and concrete languages for a numbeplaiforms. In general, concrete
languages are dependent on the typical interaction resources of the target platform but
independent of the implementation languages.

In MARIA an abstract user interface is composed of one or multiple presentations,
a data model, and a set of external functions. Each presentation contains a number of
user interface elements (interactors) and interactor compositions (indicating how to
group or elate a set of interactors), a dialogue model describing the dynamic
behaviour of such elements, and connections indicating when a change of
presentation should occur. The interactors are classified in abstract terms: edit,
selection, only_output, controinteractive description, .. Each interactor can be
associated with a number of event handlers, which can change properties of other
interactors or activate external functions.

The Adaptation Transformation

We have designed a new tool for adaptation: Qu&table Twedimensional
Semantic Redesign. It supports adaptation from des&towbile devices and
overcomesome of the limitations of prvious approaches in the area]bkcause it
allows users to configure the adaptation process and provides min@ owar costs
calculation and the adaptation results. For example, while previous solutions
calculated the screen space requested by the user interface elements mainly in terms
of verticalextension, the new algorithm calculates both the horizanthhe vertical
consumptiorof screen space.

The new algorithm takes as input the concrete description of a desktop user
interface in the MARIA language and goes through a number of steps. First, it
performs some basic transformations: if the user providdsrprees regarding the
minimum and maximum fonts for the target device then the system transforms all the
textual content in order to fit ibto the given range. Next, it calculates the cost of all
the interactors and composition operators in the provigieecification. If the
resulting total cost is sustainable for the target deties the corresponding logical
description is generatedtherwise it starts the process to reduce the cost in order to
make it sustainable. Theasic elements are adapted fbe target devicdirst: the
images are shrunkyhile preserving their aspect ratio, some interactors are replaced
with others that areesnantically equivalent but neéekss screen spage.g. a list can
be replaced with a dregpown menu) long texts are reduced in such a way that the
part exceeding a limit is shown only on request, image and text in tables are reduced



in size. After these basic transformations the overall cost@adated and if it is not

yet sustainable by the targdévice then the part of the algorithm related to page
splitting is activated. The purpose of this phase is to split the original desktop
presentation into two or more presentatitimst are sustainable for the target mobile
device. For this purpose thegalithm considers the interactor compositions
(groupings of elements or relations that involve two groups) and tables of elements
and associates some of them to newly generated mobile presentations, removing them
from the current presentation in order to decrease its overall cost.

Fig. 2 The adaptation algorithm

The elements that determine the cost of the interactors are: the font attributes (size,
style, type), the vertical and horizontal space required by a text, image dimensions,
interline value, ingractor type, ...

The algorithm has a parameter (Scrolling to Avoid), which allows the specification
of which scrolling (vertical or horizontal) to avoid in the case thatpresentation
cost exceed the limits in both directions.

When the splitting part is activated the algorithm looks for a structured element in
the logical descriptionvhosecostis sufficiently high thatremovingit would make
the presentatiorsustainable for the target device. Then, such structured element
would be allocated to a newlgenerated mobile presentation, which would be
accessible through a link inserted in the original one. The structured elements



considered are groupings, relations, data tables and layout tabies. the element
candidatefor removal is a data tabl¢he litting is implemented differently. The
table is split into two parts, thpart composed of the columns visible without
horizontal scrolling remains in the original presentatisith an additional link
allowing the user to continue to browse itanseparate presentatigontaining the
remaining columnsfrom which it is possible to retubyy a similar link.

Fig. 3. Example of table splitting

In particular, the tool supports two wajo determine how splitting should be
performed. In both cas it analyses the cost of the structured elememitsch
includes those of the composed interactors, and the cost of the tables (both data and
layout tables). Then, the decision of the set of elements to allocate to the newly
generated mobile presentatiisngiven in one case by the most expensive element. In
the other case the algorithm first calculateselementavhose removal would make
the current presentation sustainable by the target device, and then selects the one that
has the lowest cost. The rationale for this second option is that it allows obtaining a
sustainable presentation bloy removing the least amount of information possible,
thus preserving the original desiga much as possible

End-User Adaptation Customization

In the research owoser interface adaptatipone issue that we are considering is
how to provide users with more control ovidse adaptationprocess in order to
improve the usability of its results In this context more control can mean various
things. One important aspect is control otlee rules that drive adaptation to the



various platforms (the most common case is destdapebile adaptation). For
example, the adaptation engine is able to split the desktop pages when they require
considerable amousibf interaction resurces but some users may like to have more
controloverthe splitting algorithm. EndUser Development [§EUD) can be defined

as a set of methods, techniques, and tools that allow users of software systems, who
are acting as neprofessional software delopers, at some point to create, modify or
extend a software artefact. Endersalready have difficulties with single device
applications, thus it easy to understand how such difficulties increase when
considering applications for mulievice environmes. This is one further reason for
providing better support for EUD in ubiquitous applications.

Figure 5 and 6show the user interface that allows end users to configure the
adaptation process. The various parameters are grouped according to the selated u
interface aspect considered. For the fonts, it is possible to specify the minimum and
maximum font sizén the target device, and the associated measure unit. For the radio
buttons it is possible to indicate whether they should be transformed imteeactor
that supports the same semantics but using less space screen. In this case, it is
possible to specify the threshold, in terms of number of choice options, which should
trigger the transformation and the type of interactor to use for its replatedmilar
parameters are available for the list boxes. Other parameters concern theimax
number of characters for textmaximum and minimum dimensions for images. These
parameters determine the cost of rendering a presentation. This cost is comifhared
the overall sustainable cost in the target device, which is given by the screen
resolution multiplied by th&orizontal and vertical tolerance. The higher the tolerance
coefficient values are, the more scrollable the generated user interface will be. This
means that end users have the possibility to specify to what extent the adapted content
will be scrollable in the target device. The table tolerance provides an additional
factor to consider when calculating the sustainable cost. In practise, this thea
when there are tablemore scrolling will be acceptable before deciding to split the
presentation.

Fig. 4. An example application: Wikipedia



Figure 4 shows the structure of the user interface of akmelvn application,
Wikipedia, and next we see how the splitting changes depending on the customization
parameters specified. In next Figures we show two example configurations, which
mainly differ for the scrolling to avoid parameter (in one case is vertical and in the

other is horizontal) and the coefficients for display tolerance (in one case they are 20
and 80, in the other one they are 20, 500).

Fig. 5. First Example of Adaptation Configuion and Associated Results



The customization interface also allows the user to set the priority of the type of
scrolling (horizontal or vertical) to avoid and the algorithm splitting policy to apply.
In this way, we obtain the specification of user erefces regarding adaptation,
which can also be reused for other applications more easily than solution such as
collapseto-zoom [15], where the user can express preferences only associated to a
given application.

Fig. 6. Second Example of Adaptationr@iguration and Associated Results



Then, we can see for each configuration the resulting adapted mobile pages. In the
first case the main page is split into three mobile pages (Figure 5). In the first mobile
presentation we have highlighted the automlgiggenerated links to the other mobile
pages. In the second case (Figure 6), only two pages are generated from the splitting.
This is because in order to fit with the vertical scrolling was sufficient to cut only one
big element, which referred to the maientral content part.

Please note that the resulbf the adaptation applied to e sites such as
Wikipedia can change depending on the change of the actual content, which
continuously varies in such sites.

An Example Application

In order to better undstand how our approach works we can consider an example
deskbp Web application (see Figurg. For the sake of clarity we do not use a
particularly complex example.

Fig. 7. An example user interface

When the reverse engineering module performs the analysis of this page code, it
builds the corresponding logical description (which is highlighted in the Figure). At
the first level it identifies a group (G1) associated with the header, a group (G2)
associted with the central part, and one group (G3) mainly associated with the data
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table. Lastly, a final long text at the bottom is identified. Recursively it identifies the
elements included in each group. The top group is composed of an image and some
text, the central group is composed of an image and a form, the bottom group is
composed of text and a data table. The form is then composed of a number of
interactive elements and texts. Ndet us assume that the following parameters have
been specified to configure the adaptation process:

Minimum font size = 10px

Maximum font size = 18px

Max image width = 200px

Max image height = 150px
Horizontaltolerance= 10%
Verticaltolerance= 10%

Radio button transformationyes

Radio button threshold = 3
Radiobutton mapping = drop down list
Scrolling to Avoid = horizontal
Interactor composition to cut = highest
Long text limit = 300

According to the algorithm previously describdilst some basic textual content
adaptation is performed. For example, the téklight information crawler",
contained in Groping G1, has a siz€3px) greater than the value specified in the
parametemaximum font size, and consequently is reduced to this limit

Then, the algorithm calculates the costs in terms of screen consumption of the
basic interface elements, and then consequently calculates the costs of the higher
elements in the logical structure.

Fig. 8 The costs of the example

Figure 8shows the resulting costsoiFeach element a pair of valuissprovided
indicating both the horizontal and the vertical costswe consider the specified
values for horizontal and vertical tolerance and the resolution of the current device



(360x480 pixels), the maximum sustainabt@izontal cost would be 396 pixel, and
thevertical 528 pixes. If we look at the overall pagmst, given by the cost of GO, we

can notice that it is higher than the sustainable cost and consequently the adaptation
transformation should move on to the next phase, which involves adaptation of the
use interface elements. In particular, in this case we have:

x  The transformation of long textsince GO containa text longer than 300
characters, the text is split into two parts, one reachable only on request
through a link;

x The transformation of imagethe image contained in the G2 grouping is
larger than the limits indicated by max image width amax image
height, thus it is scaled from48x248 pixel to a resolution df98x143
pixels.

x Conversion into equivalent interactorthe radio buttols (an exarple is
the interactorSC in the Figur¢ are transformed according to the
adaptationparameters that indicate thatdio buttons be converteédto
drop-down menus when there are more than three options.

X Reduction of space taken bp data tablesthedatatable DT, contained
in the Groping G3,is reduced by decreasirtpe size of all the texts
contained in it.

Figure 9 shows the updated costs in the user interface versions with the elements
adapted as described. It is possibledte that even the resilty overall cost is still
too largefor the target device. Thus, the phase dedicated to page splittictivisted.

Fig. 9. The updated costs of the example

As described previously the splitting algorithm is driven by two parameters:
Scrolling to Avoidand Interactor composition to cut. In our example the first one is
set to horizontaland the second one tughest According to these values, the
splitting algorithm looks for the element with the highest cost, which is suitable to
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avoidng horizontal srolling. In this case itis the data table DTin Figure 9
According to the rules previously introduced the table is split in such a whay as
allocate to a newly generated mobile presentation the portion exceeding the horizontal
limit. Thus, at the endfdhe first cycle the algorithm producéso newly generated
additional mobile presentatianene for theexcessivetable portion and one for the
excessiveext (see Figure 30

Fig. 10. The presentation generated by the semantic redesign

Comparison with Other Approaches

We have conducted a study comparing our,twoterms of adaptation resultwjth
two publicly available tools for desktdp-mobile adaptation: Mowser
(http://mowser.com) and Skweezer (http://www.skweezer.c&igure 11shows an
exampeé form interface adapted using the three systems.



Fig. 11.Form adaptation comparison

By comparing the three versiom® have noted that Mowsresizesonly the images
largerthan 150 pixels, ignores style sheets and text attributesatedién the pages
becausét assocates them with predefined shedt provides no partidar support for
long texts, tables, arthange of interactors. In addition, it aims to reduce vertical use
of screen spacehut this is obtained by requiringsersto perform considerable
horizontal scrolling.

Squeezefrfollows a different policy. It reducethe image quality but it doemt
change their dimensionsike Mowser, it ignoresthe colours and the properties
specified by the style sheets but it preserves some HBBH( kb>, <i> and <u>) for
the text formatting. Also Squees does not support long terhnsformations, table
management(see Figure 2), or interactor changes. Differently from Mowser,
Squeezer aims to reduce horizontal scrolling, which implies increasing the vertical
one. It also aims to reduce the page download time by reducisig#ed its content
in terms of bytes
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Fig. 12.Table adaptation comparison

The results of this comparison were encouraging because our tool has shown to be
more flexide. Indeed, it allows end users to customize the adaptation parameters and
is able to adapt a higher number of interface element types than the other two tools
(e.g. tables and long texts do not receive specific adaptation transformations with the
other two tools).

Conclusionsand Future Work

Ubiquitous environments call for adaptive systems in order to adapt to the varying
interaction resources. Modbhsed approaches can provide useful support in this
context. We propose a solution for desktapmobile adaptation of Web user
interfaces, which overcome limitations of previous ones.

The solution is able to dynamically handle Web pages and build the corresponding
logical description through a reverse engineenngdule able to analyse all the
HTML and CSS associated tags. In the adaptation interface elements can be replaced
with others that are semantically equivalent but require less screen space. The scripts
are preserved in the adapted version. Content suddashk, Java applets are not
currently adapted.

In addition there is a need for providing users with more control on ubiquitous
interfaces, according to the ender development paradigim this paper we have
presenteda solutionthat also allows enduses to customize thelesktopto-mobile
adaptation in order to change the results that can be obtained by automatic user
interface generation.

We plan to further extend this work in various directions. The customization user
interface can be improved in order make the effects of the various customization
parameters more understandable. In addition, in this work we have considered only
desktopto-mobile adaptation but other types of transformations can benefit from the
approach proposed, e.g. graphitmal/ocal adaptation.
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Abstract. Mobile and portable devices require the de nition of new

user interfaces (Ul) capable of reducing the level of attention required
by users to operate the applications they run to improve the c almness
of them. To carry out this task, the next generation of Uls shoul d be
able to capture information from the context and act accordin gly. This

work de nes an extension to the UsiXML methodology that speci es how
the information on the user is modeled and used to customize the Ul.
The extension is de ned vertically through the methodology, a ecting

all layers of the methodology. In the Tasks & Concepts layer, we de ne
the user environment of the application, where roles and indi viduals are
characterized to represent di erent user situations. In th e Abstract Ul

layer, we relate groups of these individuals to abstract inte raction ob-

jects. Thus, user situations are linked to the abstract mode | of the UI.

In the Concrete Ul layer, we specify how the information on th e user
is acquired and how it is related to the concrete components of the Ul.

This work also presents how to apply the proposed extensions  a case
of study. Finally, it discusses the advantages of using this approach to
model user-aware applications.

1 Introduction

In 1994, Mark Weiser introduced the notion of Calm Technoloy in [16]. The
aim of Calm Technology is to reduce the \excitement" of information overload
by letting the user select what information should be placedat the center of
their attention and what information should be peripheral. A way to support
Calm Technology is the use of the context information to redwce users' work.
According to [11], context-aware applications [4] are chaacterized by a hi-
erarchical feature space model. At the top level, there is a idtinction between
human factors, in the widest sense, and the physical envirament. Both, the
human factors and the physical environment, de ne three catgories of features
each. While, the human factors are de ned in terms of featurs related to (a) the



information on the user (knowledge of habits, emotional st&e, bio-physiological
conditions, ...); (b) the user's social environment (co-Ieation of others, social
interaction, group dynamics, ...); and (c) the user's tasks(spontaneous activ-
ity, engaged tasks, general goals, ...); the physical envagnment are de ned in
terms of features related to (a) the location (absolute podion, relative position,
co-location,...), (b) the infrastructure (surrounding re sources for computation,
communication, task performance, ...) and (c) physical coditions (noise, light,
pressure, ...).

This article explores the development of multi-modal Uls that are a ected by
human factors. Concretely, it focuses on those features rafed to the information
on the user (i.e. emotional state, bio-physiological condions, skills, experience,
...) and the user's tasks (i.e. , de ned by the role played in tie society).

The proposal is based on an extension to the UsiXML [14] methdology based
on the social model of CAUCE methodology de ned in [13]. Whike UsiXML pro-
vides a model-based approach to design multi-modal Uls badeon the Cameleon
reference framework [2], the social model provide desigremith the ability ex-
press how user features a ect the application Ul.

The paper is organized as follows. In Section 2, we present ¢hmost rele-
vant related works on the development of multi-modal Uls. Then, the UsiXML
extension to support user awareness is exposed in Section&fterwards, the ex-
tension is applied to a case of study in Section 4. Finally, irSection 5 we expose
conclusions and future works.

2 Related Work

Teallach tool and method [1] exploit three models: a task modl, a domain
model as a class diagram, and a presentation model both at légal and physical
levels. Teallach enables designers to start building a Ul fsm any model and
maps concepts from di erent models one to each other. Howevethe tool does
not support the development of context-aware Uls. Moreover from the user
modeling point of view, Teallach does not support any type ofuser pro le nor
awareness.

The approach exposed in [3] describes a toolkit of interacts, which are de-
signed to develop Uls that handle both input and output using multiple mecha-
nisms. The toolkit supports adaptation for a change in the resources available to
the widgets, or a change in the context the platform is situaked in. However, the
approach does not support any model to capture user informaon from exter-
nal sources that are not directly related to the platform or the widget contents
de ned in the interface.

XIML [5] is a more general UIDL than UIML as it can specify any type of
model, any model element, and relationships between. The gde ned models
and relationships can be expanded to t a particular context of use. The term
context is interpreted as the platform of the application is running and not the
application is adapter to such platform, instead of the infarmation that a ects,



or is relevant, to the application. No other issue related tothe context awareness
is taken into account by the model.

SeescoaXML [8] supports the production of Uls for multiple patforms and
the run-time migration of the full Ul. However, the development does not take
into account the de nition of the user-aware behavior of the Ul.

The CTTE (ConcurTaskTrees Environment)[9] is a developmern environ-
ment to support the development and analysis of task modelsdr interactive
systems. Based on these models, the TERESA (TransformatiorEnvironment
for inteRactivE Systems representAtions) [10] produce dierent Uls for multiple
computing platforms by re ning a general task model. Thus, various presenta-
tion and dialog techniques are used to map the re nements inb XHTML code
adapted for each platform such as the Web, the PocketPC, and mbile phones.

Although CTT (the language used to describe the task model othe applica-
tions developed using TERESA) supports the role de nition and the de nition
of di erent task models for each role, the task and role concpts are so coupled
that the de nition of similar interfaces derive in di erent models (one for each
role). Besides, this approach does not take into account thattributes of role def-
initions, although CTT allows designers to assign values tcstandard attributes.
Thus, the de nition of custom attributes is not supported di rectly.

RIML [12] consists of an XML-based language that combines fgures of
several existing markup languages (e.g., XForms, SMIL) in &XHTML language
pro le. This language is used to transform any RIML-compliant document into
multiple target languages suitable for visual or vocal brovsers on mobile devices.
Although RIML provides the ability to specify multi-modal U |, RIML is focused
on the view of the application independently of the context it is being executed.
Therefore, no context or user awareness is taken into accotin

3 The user-aware UsiXML extension

UsiXML de nes a development process based on the Cameleon Reence Frame-
work [2] to build multi-device interactive applications. T he development process
is divided into four layers.

The Task & Concepts (T&C) layer describes users' tasks to be arried out,
and the domain-oriented concepts required to perform these¢asks.

The Abstract User Interface (AUI) de nes abstract containers and individ-
ual components [7] (two forms of Abstract Interaction Objeds [15]) by grouping
subtasks according to various criteria (e.g., task model stictural patterns, cog-
nitive load analysis, semantic relationships identi cation), a navigation scheme
between the container and selects abstract individual compnent for each con-
cept so that they are independent of any modality. Thus, an AU is considered
as an abstraction of a CUI with respect to interaction modality.

The Concrete User Interface (CUI) concretizes an abstract WU for a given
context of use into Concrete Interaction Objects (CIOs) [13. It also de nes
the widget layouts and the interface navigation. It abstracts a FUI into a Ul
de nition that is independent of any computing platform. Th erefore, a CUI can



also be considered as a rei cation of an AUI at the upper leveland an abstraction
of the FUI with respect to the platform.

Finally, the Final User Interface (FUI) is the operational U | running on a
particular computing platform either by interpretation (e .g., through a Web
browser) or by execution (e.g., after compilation of code inan interactive devel-
opment environment).

These layers are de ned by the UIModel depicted in Figure 1. Each model
that is part of the UIModel represents an aspect of the Ul to bedeveloped. Thus,
the proposal de nes the User Model to represent how the feattes of the user
that a ect the UL.

| T

Fig. 1. UIModel models de ning the Ul

3.1 The Task & Concepts layer extension

The User Model is the core of the user-awareness modeling. i$ de ned in the
T&C layer of the UsiXML methodology. The goal of this model is the represen-
tation of the user features that a ect the Ul.

To carry out this task, the model represents this information in two levels of
abstraction: the user feature level and the user pro le levé

{ The user feature level de nes the features of the user that aect the UI.
Thus, designers are able to represent the user features thatre relevant to
the application domain providing exibility when describi ng user pro les.

{ The user pro le level is based on the information de ned at the user feature
level. It characterizes the features according to runtime guations. Thus,
designers are able to identity di erent groups of individuals that share the
same characteristics.



Both, the user feature level and the user pro le level are roted in the User-
Model metaclass, as depicted in Figure 2. It represents the ser characteristics
that a ect the Ul at both levels of abstraction.

| \ -
!
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Fig. 2. The UserModel metamodel

The user feature level de nes the user characteristics in tans of Roles and
Features. We have de nedRole as a set of usefFeatures where aFeature repre-
sents an attribute related to the user playing this role in the system. For instance,
a Patient Role may de ne the age, cardiac pulse, temperature and glucose Vel
Features.

In order to represent Roles that have commonFeatures, we have de ned the
RoleSpecialization relationship between Roles. It is a directional relationship
de ned by the source and the target attributes. The semantic meaning of the
RoleSpecialization relationship is de ned as follows:

Let A and B be instances of theRole metaclass; LetF woS(R) be the function
that takes the Role R as parameter and returns the set of~eatures de ned by R
Role without taking into account the RoleSpecialization  relationship
Let F(R) be the function that takes the Role R as parameter and returns the set
of Features de ned by R Role taking into account the RoleSpecialization
relationship . Finally, let S(A;B) be the RoleSpecialization relationship that
de nes A as the source and B the target of the relationship.

Then,

F(B) = FwoS(B)
F(A) = FwoS(B) [ FwoS(A)

The user pro le level de nes user characteristics in terms & Individual s and
FeatureConstraints

Users are characterized according to thé-eatures de ned by the Roles they
play in the system. The characterization at this level is de ned by the Feature-
Constraint s metaclass that is related to anindividual playing a Role. Thus, the
RoleRealization metaclass de nes the relationship between theRole and the In-
dividual. Then, the Individual de nes a set ofFeatureConstraints that are related
to the Features de ned by the Role it plays in the system.



For instance, following the example exposed on the user feate level, the
Patient Role may be realized by theaPatientWithFever Individual that de nes
a FeatureConstraint where the temperature Feature is higher than 38 Celsius
Degrees.

Thus, the same user may be aPatientWithFever or not, according to the
body temperature of the user.

Finally, the UserModel is related to the TaskModel by the means of re ecting
how the characteristics de ned by the UserModel are propagated to the Ul in
the T&C layer of the UsiXML methodology. Each Task de ned in the TaskModel
is a ected by an Individual that describes the user situation in which the Task
is performed. Therefore, in order to perform aTask, all the FeatureConstraints
de ned by the Individual that is related to the task must be satis ed.

3.2 The AUI layer extension

The AUIModel is part of the AUI layer of the UsiXML methodolog y. Although
the user awareness extension does not a ect the AUIModel denition directly,
it introduces some modi cations in the AUI layer by the means of the de nition
of new inter-model relationships in the MappingModel.

These relationships are established between Abstract Intection Objects
(AlO s) and Individual s. However, they do not a ect Abstract Individual Com-
ponents AIC s in the same way they a ect Abstract Containers AC s.

On the one hand, ACs are directly a ected by Individuals. On the other
hand, AIC s are a ected through Facets that are a ected by Individual s.

The Figure 3 shows the extensions of the MappingModel and howt a ects
the AUIModel.

4

Fig. 3. MappingModel extensions in the AUI layer



Let suppose that an Individual is related to an AC. If all the FeatureCon-
straint s of the Individual are satis ed, then the AC is \active", \enabled" or
\available". Otherwise, the AC is \inactive", \disabled" or \unavailable".

AIC s de ne Facets TheseFacets are manipulated by the FeatureConstraints
de ned by the Individual they are attached to.

Let suppose that anIndividual is related to a Facet If all the FeatureCon-
straint s of the Individual are satis ed, then the Facet is \active", \enabled" or
\available". Otherwise, the Facet is \inactive", \disabled" or \unavailable".

Therefore, the behavior of the Ul is a ected by pro les de ned in the Tasks
& Concepts layer of the UsiXML methodology. This relationship is de ned by
the FacetObservesand ContainerObservessubmetaclasses of th®©bservesmeta-
class, which belongs to the MappingModel.

Thus, as anAC or a Facet can \observe" many Indivuduals, a con ict among
FeatureConstraints may arise. Therefore, we enable th&acet or AC when any
of the Individual s match the user state.

Depending on the development path, these relationships cahe derived from
the TaskModel and the IsExecutedIn inter-model relationships de ned in the
MappingModel using transformation rules de ned in the TransformationModel.

3.3 The CUI layer extension

The extension to support the user awareness in the CUI layers depicted in
Figure 4.
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Fig. 4. Relating Sensors and Interpreters to Features

The metamodel is divided into two parts:

{ The CUI model extension
{ The mapping model extension



The CUI extension goal is the description of the system is awa of the
information on the user. To carry out this task, we have introduced the Sensor
and the Interpreter entities that are in charge of capturing, interpreting and
providing information to be processed by the system.

The information can be perceived in di erent ways accordingto the sen-
sor it is used to capture it. Therefore, we have de ned two types of Sensors:
EventDrivenSensors and PollingSensors. The information that is perceived by
sensors should be interpreted accordingly. To perform thigask, we have de ned
Interpreter s. Interpreter s are in charge of transforming information that comes
from Sensors into information that is compatible with the user environment
de nition.

We have de ned three types ofInterpreter s: the Pollinginterpreter that deals
with information coming from a PollingSensor, the EventDriveninterpreter that
is in charge of interpreting information from an EventDrivenSensor, and the
Composedinterpreter that is responsible for the interpretation of information
coming from several sensors. Thénterpreter hierarchy is an implementation of
the Composite design pattern [6].

The information processed by the CUI extension is propagate through the
rest of the model by the mapping model extension. Thereforethe connection
between the CIO s and the rest of the models is performed through thenter-
preterUpdates submetaclass of theintermodelRelationship de ned by the Map-
pingModel. This relationship is used to de ne the relationship between Features
de ned in the user environment model and the Interpreter s.

Thus, Individual s are noti ed of the changes of the information on the user
through FeatureConstraints.

3.4 The transformation process and the FUI

In this section, we point out some issues related to the tranfermation process
that takes place between the abstract user interfaceAUl and the concrete user
interface CUl. The way the information captured by the models is translated to
source code depends on th&lO we are dealing with.

If we are dealing with abstractContainers, the translation of an Individual
that matches the state of the user usually results in the modication of a prop-
erty in the CIO that represents it. For instance, the visible, enabled or opaque
property of the CIO is set to true .

However, the mechanism used b)AIC s is not the same becauséndividual s
are related to Facets. Therefore, some aspects of thé&\IC s may match some
Individual s and some of them may not.

Suppose that anAIC de nes the following Facets: Input, Output and Nav-
igation. In addition, each Facet is related to di erent Individuals:1; $ input,
I, $ output and I3 $ navigation.

Thus, if 1, is the unique Individual that matches the user environment, then
the AIC may be represented by aTextField . However, if | is the unique Indi-
vidual that matches the user environment, then theAIC may be represented by a



Label. Finally, if |13 is the unique Individual that matches the user environment,
then the AIC may be represented by aButton or a Link .

Therefore, the sameAIC can be turned into dierent CIOs, at runtime,
according to the user state. The Figure 5 represents the posse results of the
transformation, according to the interface speci cation taking into account the
user environment.

The situation is solved using di erent mappings for the sameAlO . Thus, the
user state de nes which component is available according tahe user environ-
ment.

Fig.5. Possible results on the Final User Interface

4 Case of study

The application that will serve as case of study is the \Healhy Menu". The
goal of the application is the presentation of dishes accoiidg to the role and the
biophysical state of the user. Thus, views and controls arewstomized to provide
the user with Calm Uls.

The explanation is focused on issues related to the de nitio of the user
environment and the relationships between this environmenhand the Ul. Other
issues are left behind for the sake of clarity.

4.1 The user model

The application de nes ve roles: Users, Patients, Doctors Nurses and Visitors.

The Users of the application are identi ed by the idNumber, roleName and
userName features.

As all other roles are specializations of the User role, thesroles inherit User
features. Besides these features, Patients are characteed by the age temper-
ature and glucosefeatures; Doctors by the specialty; Nurses by the experience
(in years); and Visitors by the patient they are visiting (th e patientld feature).

As we will focus on the Patient role, we have de ned ve Individual s for this
role (aPatient, NormalPatient, PatientWithHyperGlycemi a, PatientWithHipo-
Glycemia and PatientWithFever); and only one for each remaning role (anUser,
aPatient, aNurse, aDoctor and aVisitor).



EachIndividual is de ned by a set of FeatureConstraints. For instance, we say
that a Patient is normal, if the body temperature is between 3.5 and 38 Celsius
degrees and the Sugar level in blood is between 70 and 110 rimibles/liter.

The Figure 6 shows the user model of the application. Roundedectangles
represent Roles, the dashed rectangles de ned inside themepresent features,
the specialization of roles is represented by a triangle-ated arrow pointing to
the role that is being specialized, circles represent instaces and the rectangles
on drawn on the right of these circles represent feature conisints.

Fig. 6. Healthy screen user model

4.2 The task model

The simpli ed version of the task model for the Healthy screen application is
de ned in Figure 7.

Fig. 7. Healthy screen task model



The UserLogin task allows the system to identify the user that is using the
application. The information that is retrieved from the system is exposed to the
user by the means of theShowInfo system task. Then, the user is able to choose
the menu (SelectMenu task). To improve task model readability, the menu is
divided into three types of selection de ned under the SelectDrink, SelectMea)
SelectDessettask. Each task represents a possible menu option. For instece,
SelectWater (to select water as a drink) is available to all users. Howewe Se-
lectWine (to select wine as a drink) is available for normal patients aly. It is
also possible to assign more than one individual for each t&s Therefore, it is
available if any of the involved individuals match the \user state".

4.3 The AUl model

Once the user model was de ned, we de ne theAUl model. The AUl model
de nes the Ul without taking into account its modality.

Although the AUI layer introduced two new types of mappings to describe
the relationship betweenAlO s andIndividual s, the extension does not introduce
new elements to AUIModel. Therefore, AUIs are described inlhe same way they
are described traditionally.

The Figure 8 depicts a partial view of the AUl model focused on the Patient
Role. On the left, we show an overview of the containers that are rkated to the
roles de ned in the user environment. On the right, we show a @tailed view of
the Patient role AUL.
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Fig. 8. Partial Healthy Menu AUl model

Then, theseAUI s are linked to Individual s to re ect the modi cations in the
\user state" accordingly.

The Table 1 shows theObservesrelationships that relate AC s and Facets to
Individual s . These relationships are de ned in the mapping model and dgcribed
in terms of the O¢(l; AC ) and the O (I;F ) functions. While the O function
represents theContainerObservesrelationship, which relates anIndividual | to
an AbstarctContainer AC, the O; function represents the FacetObservesrela-
tionship, which relates anIndividual | to a Facet F.



AUI mappings
Containers

O(aP atient; P atientMenu )
O¢(aNurse; NurseMenu )
O(aDoctor; DoctorMenu )
Oc(aV isitor; VisitorMenu )

Facets
O (anUser; nAccept) Os (anUser; oldN umber )
O (anUser; cAccept) Or (anUser; oDesease)
O¢ (anUser; nReject)
Ot (anUser; cReject)
Os (aP atientW ithHipoGlycemia; oDrink ) Os (aP atientWithFever; iDrink )
Os (aP atientW ithHipoGlycemia; oMeal ) Os (aP atientWithFever;oMeal )
Os (aP atientW ithHipoGlycemia; oDessert ) Os (aP atientWithFever; iDessert )
O (aP atientW ithHyperGlycemia; oDrink ) Of (aNormalP atient;iDrink )
O¢ (aP atientWithHyperGlycemia;oMeal )  Of (aNormalP atient;iMeal )
Os (aP atientW ithHyperGlycemia; oDessert ) Or (aNormalP atient; iDessert )
O (aP atientWithFever; oDrink ) Of (aNormalP atient; oDrink )
Os (aP atientWithFever;,oMeal ) Or (aNormalP atient; oMeal )
O¢ (aNormalP atient; oDessert )

Table 1. AUl mappings

To conclude this section, we analyze thedrink AIC de ned in Figure 8 to
show an example of how to de ne the AUI and how to link it to the Individual s
de ned in the user model.

From the AUI perspective, the drink AIC represents the component that is
in charge of providing users with the information about drinks. This information
may be input and output information (if the user is able to select the drink, i.e.
aNormalPatient), or may be output information only (if the user is not able to
select the drink, i.e.aPatientWhyHyperGlycemia). Therefore, two Facets (©Drink
and iDrink ) were de ned for this AIC.

From the Mapping perspective, lets analyze the individual aPatientWith-
HipoGlycemia and its relationship with the drink AIC . The O; (aPatient With
Hipo Glycemia, oDrink) is the only relationship between individuals and facets
of the drink AIC . Therefore, the drink AIC is an output control. However, if
we analyze the aNormalPatient individual, we see that the Of (aNormal Pa-
tient, iDrink) and the Of (aNormal Patient, oDrink) relationships de ne an in-
put/output relationship.

4.4 The CUI model

The CUI de nition is based on two sensors:PollingGlucoseSensorand Polling
TemperatureSensor Both of them are instances of thePollingSensor metaclass.
It also de nes two instances of thePollinginterpreter metaclass, theGlucoseln-
terpreter and Temperaturelnterpreter.



Table 2 shows the mapping between the Patient role featuresrad sensors.
The function Ry (Sp; 1) represents the relationship between @ollingSensor (Sp)
and a Pollinginterpreter (I ). The function U(l; F ) represents an instance of the
InterpreterUpdates submetaclass ofUpdates which relates an Interpreter to a
Feature.

CUI mappings
Sensors
Rp (P ollingGlucoseSensor; Glucoselnterpreter )
Rp (P ollingT emperatureSensor; Temperaturelnterpreter )
Features
U(Glucoselnterpreter; P atient:glucose )
U(T emperaturelnterpreter; P atient:temperature )

Table 2. CUI mappings

To illustrate the use of the elements de ned in the CUIModel, we will expose
how the temperature feature is related to the environment.

The temperature is captured from the environment through a Polling Tem-
perature Sensor To poll the sensor, we have to link it to a Polling Temperature
Interpreter in charge of requesting the sensor status and propagating ito the
rest of the system.

Finally, the Polling Temperature Interpreter is linked to the temperature fea-
ture of the Patient role to propagate the changes from the enironment.

4.5 The HealthyScreen FUI

The result of the FUI of a Patient is depicted in Figure 9. The rst capture
shows the Ul for a Patient whose vital parameters are consided normal, the
second one shows the Ul for a Patient whose body temperatures iabove normal,
and the third capture shows the Ul for patients a ected with H ipoGlycemia or
HyperGlycemia.

Finally, we show how the elements de ned by the user awarenasextension
work together in this case of study. To see the e ect of the useawareness, we
set the initial state of the individual as aNormal Patient. Then, we modify the
temperature feature of the individual, and we set it to 39 Celsius degrees

This change in the temperature is captured by thePolling Temperature In-
terpreter that is constantly polling the Polling Temperature Sensorto be aware
of the changes in the environment (in this case the user). Ore the interpreter
captures the information, it is propagated to the temperature feature de ned by
the Patient role. All features are linked to the features corstraints that reference
them. Thus, the chance is captured by the individual that is de ned by these
constraints. If all the feature constraints that are de ned by the individual are
satis ed then the individual is able to propagate this information through the



Fig. 9. Healthy Menu GUIs

IndividualObserves mappings to the AUI. Consequently, the Ul is aware of the
changes produced by the change on the temperature level.

5 Conclusions and Future Work

This work exposes a model-based approach to develop user-ang multi-platform
and multi-modal Uls based on the UsiXML methodology. It encaurages the
separation of the user modeling from the application domainto improve the
model reuse during the development of Uls.

The approach embraces all steps of the application. It meanthat covers from
conceptual modeling of the user environment to the speci ction of the sensing
infrastructure to support the di erent user pro les dynami cally.

In the \Tasks & Concepts" step of the methodology, we introduced two lev-
els to de ne custom characterizations of the users. While tle rst level allows
designers to specify the user features that are taken into aount by the appli-
cation, the second one allows designers to quantify these ahacteristics in order
to characterize a group of individuals that have common chaacteristics.

As consequence, designers are able to specify customize@usharacteristics
instead of standard characteristics that are di cult to int erpret because of their
general nature. Besides, it provides designers the abilityo characterize di er-
ent groups of individuals that de ne the same characteristics, and so the user
characterization can be easily reused.

This separation also allows the de nition of static and dynamic characteris-
tics at the same time in the same space of de nition.

Finally, another advantage of using the UsiXML methodology is the separa-
tion of the de nition of concepts and tasks from the de nitio n of Uls. Thus, the



characterization of users can be modi ed without having to modify the abstract
user interface model, and vice versa.

As future work, we are actually working in the de nition of an extension of
the user awareness in order to model the social awareness tifet user interfaces.
The social awareness allows the Ul to be aware not only of theser is operating
it; it makes the Ul be aware of other users that are part of the ystem. Thus, we
cover the description of the social environment of context aare applications.

Another issue we have considered as part of future works is # inclusion
of the location awareness as part of the Ul speci cation to cwer other context
aware characteristics of the Ul, such as the infrastructureenvironment, user
position, etc.

Finally, we are also working on the de nition of a common feaure-based
framework allowing designers to express characteristicshat are related to the
combination of the social and location features of contextaware Uls, such as the
co-location.
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Abstract.  Personas are useful for obtaining an empirically grounded
understanding of a secure system'’s user population, its contexts of use,
and possible vulnerabilities and threats endangering it. Often, however,
personas need to be partly derived from assumptions; these may be em-
bedded in a variety of di erent representations. Assumption Personas
have been proposed as boundary objects for articulating assumptions
about a user population, but no methods or tools currently exist for
developing and re ning these within the context of secure and usable
design. This paper presents an approach for developing and re ning as-
sumption personas before and during the design of secure systems. We
present a model for structuring the contribution of assumptions to as-
sumption personas, together with a process for developing assumption
personas founded on this model. We also present some preliminary re-
sults based on an application of this approach in a recent case study.

1 Introduction

Personas are useful for obtaining a grounded understanding of a system's con-
texts of use, and communicating that understanding within a design team. Re-
cent work on applying personas to help elicit and specify secure system require-
ments found that the data and analysis from which personas are derived also
help identify threats and vulnerabilities [10]. Although adherents of personas ar-
gue that these should be primarily derived from real-world observations [7, 14],
the necessary resources for eliciting and analysing such data may not always be
available. In these cases, it is necessary to rely on second-hand data about users
and their contexts, much of which might be derived from assumptions.

Many usability professionals are familiar with analysing assumption-based
usage data, but this may not be the case for software engineers. Engineers are
usually employed for their technical expertise and domain knowledge; we cannot
reasonably expect them to have a working knowledge of usability design tech-
niques as well. They do, however, have tacit knowledge of the problem domain
and a sensitivity to the values at play within its contexts of use. The challenge
is to not only trace assumptions made about personas to their source, but to



explicate the claims these assumptions represent. By doing so, we also explicate
tacit knowledge about users and their contexts. Like data directly elicited from
real-world observations, this data also suggests hitherto unknown threats and
vulnerabilities related to a system.

Techniques from Design Rationale research are useful for tracking the re ne-
ment of assumptions to architectural components and software. Such techniques
may also be useful for tracking the same assumptions to less re ned concepts
used in security analysis. Security design has the same needs for discharging
potential ambiguity grounded in assumptions; these may be sources of attack
vectors if the vulnerabilities they expose are exploited. In this paper, we present
an approach for developing assumption personas for secure system design, and
describe how this approach can be embedded into an existing design process and
associated tool-support. In section 2, we brie y introduce personas and describe
the related work motivating our approach. In section 3 we present an overview
of our approach, and in section 4 we report on some preliminary ndings which
arose when applying this approach in a recent case-study.

2 Related work

2.1 Personas and Assumption Personas

Personas are behavioural speci cations of archetypical users. These were intro-
duced by Cooper [6] to deal with programmer biases arising from the wordiser.
These biases lead to programmers bending and stretching assumptions about
users to meet their own expectations; Cooper called this phenomendesigning
for the elastic user Personas are now a mainstay in User-Centered Design, with
articles, book-chapters, and even a book [14] devoted to developing and applying
them in practice. Personas have also been applied to Requirements Engineering,
an area of intersection between HCI and Software Engineering [4].

Accepting that data-driven personas are an ideal rather than a norm, Pruitt
& Adlin [14] proposed Assumption Personas persona sketches created to ar-
ticulate existing assumptions about an organisation's user population. These
personas are grounded in assumptions contributors hold about users, and the
context of investigation. These assumptions may be derived from interpreted
or mis-interpreted experiences, and coloured by individual and organisational
values. Assumption Personas help people see the value of personas in design,
and how di erent assumptions shape them. As a result, when exposed, they can
guide subsequent analysis or data collection for data-driven personas.

Personas are not, however, without their critics. Chapman & Milham argue
that, as ctional archetypes, personas are di cult to verify as there is no way to
falsify them [5]. They further argue that questions remain about how personas
should be reconciled with other information, understanding what data underpins
their characteristics, and what happens when di erent interpretations are made
from the same persona.



2.2 Integrating Personas with Secure Software Engineering

Chapman and Milham's criticism about the stand-alone nature of personas can
be addressed by integrating them into the software engineering process. This
has been the subject of our recent work on the IRIS (Integrating Requirements
and Information Security) framework, which integrates usability into the design
of secure software systems [8]. As part of this work, a meta-model for usable
secure requirements engineering was devised, which integrates the persona with
other concepts in usability, security, and software engineering. From this model,
we have developed CAIRIS (Computer Aided Integration of Requirements and
Information Security): a tool for managing information about personas and other
design elements, and evaluating the e ect to security and usability of di erent
design decisions [1]. CAIRIS manages requirements, task, and risk data, and
automatically generates di erent types of visual model to represent the ongoing
analysis. We demonstrate this approach in [9] by illustrating how categorical
information about a task performed by a pre-de ned persona is associated with
the results of risk analysis, and how the usability of this task can be visually
represented before and after a related risk is mitigated.

In [10], we presented a process for developing personas for secure systems;
this is based on collecting and analysing empirical data from qualitative and con-
textual interviews. The personas derived from analysing this data were validated
and further re ned in participatory requirements and risk analysis workshops.
We also found that empirical data used to derive personas could be re-used for
other analysis.

Even though personas may be grounded in empirical data, the quandary
about the validity of personas remains. It may be possible to verify the quality of
the empirical-data or the robustness of the methodology to develop them, but we
cannot easily falsify the representativeness of personas. The vision of the system
may be tentative enough that what may have been valid working assumptions
at the beginning of the persona development process may be invalid by the time
the personas are presented to project stakeholders. It is, therefore, useful to
understand how characteristics about personas track back to their assumptions,
and why.

2.3 Toulmin's Model of Argumentation

Codifying the rationale underpinning assumption personas guides analysis and
decision making, but the rationale capture problem characterised by the reluc-

tance of those involved in design activities to record their rationale, cannot be

ignored [3]. Although the Design Rationale community has proposed several
di erent approaches for building rationale capture into the design process, the

Security and Requirements Engineering community has taken a recent interest
in capturing rationale using the vehicle of informal argumentation. These ap-

proaches are founded on Toulmin's Argumentation Model: a logical structure

for reasoning about the validity of arguments [15], the elements of which are
de ned in table 1 .



Table 1. Elements of Toulmin's Argumentation Model

Element Description

Claim A proposition representing a claim being made in an argument.

Grounds One or more propositions acting as evidence justifying the Claim.

Warrant One or more rules of inference describing how the Grounds contribute
to the Claim.

Backing The knowledge establishing the Grounds for believing the Warrant.

Modal Quali er A phrase qualifying the degree of certainty in the argument for the
Claim.

Rebuttal One or more propositions challenging the validity of the Claim.

Alexander & Beus-Dukic describe a number of simple rationale models for
Requirements Engineering based on this structure [2]. From a security stand-
point, Haley et al. have proposed using Toulmin's model to support arguments
for security requirements [11]. In their approach, an argument for a system satis-
fying its security requirements is presented for analysis. Each proposition within
this argument is treated as a Claim, and argued accordingly. Rebuttals represent
Trust Assumptions; these can be countered as part of another security argument,
or examined in subsequent threat modelling activities.

3 Approach

We have chosen to embrace, rather than ignore, the contribution assumptions
make to assumption persona design. We propose a novel approach to structuring
the contribution of assumptions to persona speci cations, and integrating this
conceptual structure into an existing approach for secure systems design.

3.1 Developing assumption personas

Personas are usually represented as a narrative describing the behaviour of an
archetypical user. Authoring these narratives remains a creative exercise, but
we propose augmenting these by structuring the assumption data contributing
to them. We have aligned this structure to Toulmin's Model of Argumentation,
introduced in section 2.3. Adopting this approach allows us to treat assumptions
directly contributing to part of the narrative as a Claim. The task of justifying
this Claim both strengthens the foundations of the persona, and guides subse-
quent elicitation and analysis activities. These Claims are represented concep-
tually using one of more Characteristics; these are propositions about a speci c
aspect of a persona's behaviour. Characteristics are categorised according to
one of the behavioural variable types de ned by IRIS personas; these are based
on the behavioural variable types proposed by Cooper [7]: activities, attitudes,
aptitudes, motivations, and skills. Also associated with a Characteristic is a



Fig. 1. Conceptual model of assumption persona data (left), and Toulin model visual-
isation based on an individual characteristic (right)

qualifying phrase representing the strength of belief in the Characteristic; this
qualifying phrase aligns with the Modal Quali er in Toulmin's model.

Persona Characteristics originate from one of two sources. The rst source is
some form ofArtifact : a document related to the problem domain or the system
being speci ed, such as a speci cation, or a transcript from an interview or de-
sign workshop. The second is a desig@oncept an instance of an object de ned
within the work-in-progress IRIS analysis, such as a description for an asset,
a goal or requirement, or even another persona. Because an individual source
may give rise to multiple Characteristics of the same or di erent behavioural
categories, aReferenceis associated with a given source and Characteristic. The
contents of a Reference will depend on the source type. In the case of an Arti-
fact, a reference contains information tying an attributable piece of information
or comment to a source document or verbal comment, e.g. page number, docu-
ment version, or person. In the case of a Concept, a Reference contains the name
and type of the contributing concept. In both cases, the Reference will contain
as much textual attribution information as necessary to justify the persona's
Characteristic. The name of the Reference object is a synoptic proposition of
this attribution information. With regards to Toulmin's model, References align
to either Grounds, Warrants, or Rebuttals. Where a Reference represents a War-
rant, the corresponding Artifact or Concept acts as the Warrant's Backing.

The meta-model in gure 1 (left) summarises these concepts and their re-
lationships. The stereotypes adjacent to each class represent the corresponding
concept name from Toulmin's model.



3.2 Applying and re ning the assumption personas

Before assumption personas are used, they are presented to a workshop or focus
group containing representative system stakeholders. Following this workshop,
the remaining steps of the process are carried out in the context of smaller
design sessions, as described by [10]. These sessions entail requirements and risk
analysis activities, where, rather than referring to users, personas are used in
their place. In both the workshop and design sessions, new assumptions about
personas may be identi ed, or existing assumptions challenged. Armed with
the proposed meta-model, tool-support can be developed to elicit the structural
elements of the assumption persona argumentation model. Aside from guiding
and structuring the elicitation of assumption data, the structured argument of
Characteristics can be cross-checked with the persona narrative. If it becomes
di cult to write a believable narrative based on the Characteristics identi ed,
then these need to be re-evaluated.

We modi ed the CAIRIS tool introduced in section 2.2 to illustrate how tool-
support can take advantage of this approach. As well as allowing Characteristics
associated with a persona to be quickly reviewed against the narrative, we found
that Characteristics could be quickly created or modi ed when assumptions are
introduced or challenged during design sessions. Structuring the data according
to the meta-model also facilitates the automatic generation of visual Toulmin
models for persona Characteristics. An example of such a model for a specic
Characteristic is provided in gure 1 (right).

Unsubstantiated Claims and Rebuttals are also an additional source of risk
analysis information. In the case of the latter, obstacles { conditions represent-
ing undesired behaviour preventing an associated goal from being achieved [12]
{ can be elicited from these, and its placement guided by the related Charac-
teristic negated by the Rebuttal. This placement guidance is possible because a
persona invariably participates in tasks operationalised by one or more goals or
requirements.

4 Preliminary Results

We used this approach to help specify requirements for an online portal for a
medical research project. The nature of this project was such that eliciting em-
pirical data from representative users during the study was impossible. During
the course of the project, an assumption persona { Alex { was developed to em-
body the assumptions held by the project team about the researchers expected
to use the portal. The assumptions underpinning this persona were initially
derived from a high-level requirements speci cation document developed by a
di erent team within the same project; as such, Alex represented the assump-
tions that team had made about the expected user population. After developing
this persona, a half-day workshop was held with the complete project team to
agree the scope for a subsequent requirements and risk analysis of the portal.
During this workshop, Alex was presented to the team. The team both agreed
and disagreed with the characteristics of Alex. Where there was disagreement,



the structured nature of the assumption data was used to track the questionable
characteristic to its originating source, which was discussed in more detail within
the team. Following the workshop, a number of new assumptions were elicited,
which formed the basis of new characteristics about Alex.

After the workshop, three 2-hour design sessions were held with team mem-
bers to carry out requirements and risk analysis relating to two speci ¢ tasks
carried out by Alex. As part of this analysis, scenarios were developed describ-
ing how Alex would carry out these tasks with the aid of the portal. During
these sessions, Alex's characteristics evolved; by the end of the 3rd session, 23
di erent Characteristics about Alex had been captured. Some of these were mod-
i cations to assumptions captured in the initial stages of persona development,
but several were derived from assumptions which surfaced while eliciting other
concepts, such as tasks and goals. In all cases, these characteristics were justi ed
by Grounds, and in many cases, a Warrant and Backing were also elicited.

Haley & Nuseibeh [13] observed that experts provide essential domain knowl-
edge about the subtleties of threats, but non-experts ask journalist questions
challenging implicit assumptions assumed by the domain expert. Our prelimi-
nary results during the design sessions concur with this observation. When the
tasks carried out by one of the personas was modelled during one session, one
non-expert participant raised pertinent points about implicit assumptions in the
task description; these were not accounted for by the personas, and led to the
rebuttal of one Characteristic.

Although identifying Grounds for Characteristics was found to be straightfor-
ward, identifying Warrants provided to be more di cult. In particular, we found
that, prior to their initial validation, many of the Characteristics were based ex-
clusively on Grounds, rather than Warrants as well. As such, value judgements
about the source data and the context were directly re ected in these Charac-
teristics. Although the initial workshop surfaced a number of these issues, it was
usually not until the personas were directly used to model tasks in design ses-
sions that many invalid Characteristics were identi ed. Applying the personas
within a speci ¢ context did, however, help identify missing inferential data, or
guide the refactoring of the argumentation structure for a ected Characteristics.

5 Conclusion

Personas are a mainstay in User-Centered Design, yet there is a dearth of guid-
ance on how to build and re ne these from assumptions, as opposed to empirical
data. We believe this guidance, and corresponding tool-support, may contribute
to a wider adoption of personas in secure software engineering, and a better
understanding of how to use these in a secure software engineering context. This
paper makes three contributions towards these ends. First, we have presented a
model for structuring the assumptions contributing to personas; to help guide
subsequent analysis, this model has been aligned these with Toulmin's Model of
Argumentation. Second, we have illustrated how tool support rei es this struc-
tured model, and guides subsequent risk analysis. Finally, we have reported some



of the preliminary results validating our approach in a recent case study. A more
detailed report of this study will appear as a future publication.
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Abstract.  In Western society, the elderly represent a rapidly growing
demographic group. For this group, dementia has become an important
cause of dependencies on others and causes di culties with independent
living. Typical symptoms of the dementia syndrome are decreased loca-
tion awareness and di culties in situating ones activities in time, thus
hindering long term plans and activities. We present our approach in
creating an interactive system tailored for the needs of the early phases
of the dementia syndrome. Given the increasing literacy with mobile
technologies in this group, we propose an approach that exploits mo-
bile technology in combination with the physical and social context to
support prolonged independent living. Our system strengthens the in-
volvement of caregivers through the patient's social network. We show
that applications for people su ering from dementia can be created by
explicitly taking into account context in the design process. Context de-
pendencies that are de ned in an early stage in the development process
are propagated as part of the runtime behavior of the interactive system.

1 Introduction

In Europe, at least half of the elderly population who su er from dementia, have
mild form of dementia [24]. Elderly citizens who are su ering from any form

of dementia, are increasingly dependent on their social environment. Although
people in early stages of dementia, are often able to perform everyday tasks
without help. Their dependence on caregivers and need for assistance increases
as the dementia syndrome progresses. This dependency puts strains on both the
patients and their caregivers. As a patient's dependency on caregivers grows,



patients feel reluctant to leave their home for the fear of getting lost, losing track
of time or forgetting their goals. While the person with dementia is outside on
his own, caregivers are burdened by worrying for the patients' safety.

In sum, during the course of the dementia syndrome, patients are likely to be
less autonomous.They increasingly depend on caregiverswith respect to their
everyday tasks and activities. Most of the cases, in the early or mild stages of de-
mentia, the caregiver is a family member or friend [30], thus part of the informal
social network of the patient. A solution to this problem might both increase
patients independence and relieve caregivers from (parts of) the stress they ex-
perience while taking care of their relative with dementia. A potential solution
might be found in the realm of virtual connectednesgo the social context.

In this paper we show how to map two of the main issues with dementia on
the design of a mobile interactive systems. Roughly, people with dementia su er
from being lost in time and lost in space. Space and time are two important
aspects that are taken into account in typical context-aware user interfaces [10,
1]. Besides these typical contextual parameters, the social network itself is also
considered as part of the context in our approach. This implies that these con-
textual parameters (time, space and social network) should be part of the design
process for building an interactive systems for people with dementia.

In order to validate our concept, we have developed a prototype of an inter-
active system, which is an aiding tool for persons with dementia. The prototype
was built taking into account the important factors for independence of persons
with dementia as mentioned above time, location and social network of a per-
son with dementia to provide context aware help. It o ers help only when it is
necessary, without patronizing the user all the time.

2 Background

2.1 Dementia

Dementia is a term for a syndrome related to the loss of cognitive functions. It is
usually the result of conditions that cause dysfunction of the brain. Draper [12]
de nes the dementia syndrome as an acquired decline in memory and thinking
(cognition) due to brain disease that results in signi cant impairment of personal,
social or occupational function. He explains that other brain functions such
as orientation, language, reasoning and language processing are also a ected.
Dementia progresses over time. However the progression of dementia is individual
and di erent brain functions do not decline at the same rate, some symptoms
develop later in the course of the disease than others. The progression of dementia
can be roughly classi ed according to the degree of severity. For example, by
applying the scale developed by Leonard Berg [20]. The focus of this paper is
on questionable and mild dementia. Further stages require increasing personal
caring, which is outside the scope of our work. Dementia also puts enormous
strains on the patients social context, especially as dementia progresses [12]. In
most cases, the caregivers are spouses and when they can no longer care for the



patient, their children take over [30]. In a comparative study between caregivers
for dementia and caregivers for non-dementia people, Ory et al. [26] found that
the former was in almost all aspects more demanding than the latter.

2.2 Assistive Social Navigation

As mentioned earlier a person with dementia needs help with memory, spatial
and temporal orientation. A context aware reminder and navigation system can
help to partly regain independence by providing focused navigation information
when necessary.

People often make decisions about their actions based on what other peo-
ple have done in the past or on what other people have recommended them.
This process is referred to as everyday social navigation [11]. When people need
clue about some actions or things, they mostly base their decisions and actions
on recommendations by people they know or people who share at least some
common ground (e.g. person buying a book may also want to see what other
people bought, who bought the same book). The process of nding the required
information source and identifying the relevant information requires a lot of ef-
fort when it has to be performed in situ. An alternative method is to gather
information by asking other people for advice [21]. Identifying the appropriate
person for answering questions in a particular context and in suitable time is
not a straightforward task [19], it is di cult even for people who do not su er
from dementia.

This becomes more di cult for a person with dementia, especially when he
is spatially or temporally disoriented. Because of the disorientation, he becomes
frustrated and it gets more di cult for him to formulate his enquiry. Assistive
social navigation istailor made information provided as suggestion for a partic-
ular end user. The suggestion is produced by a familiar person e.g. caregiver. In
our case, the end user is the elderly person with dementia who needs informa-
tion or help to complete any tasks by himself. When a person with dementia is
lost in time or space (e.g. forgets where he is, where he is going or what he is
supposed to do), he usually cannot get back to his normal state immediately. A
person with dementia is often aware that he is lost, or he forgot his goal [29]. In
this kind of frustrating situation he is unable to carry out his normal activity.
Often he can recall his goal with some clues. But only his informal caregiver (e.g.
spouse), who is aware about him and his tasks, can easily provide that targeted
clues. Thus the caregiver can assist the person with dementia to navigate to
complete his tasks only when it is needed; maintaining his autonomy when he is
not disoriented.

2.3 Technologies for Dementia Aid

The need for independence for both people with dementia and their caregivers is
commonly agreed on by researchers in the eld [31, 29, 14]. Mulvenna et al. [24]
conducted a study to analyze the need of people with dementia and their care-
givers. They chartered the needs for more independence by means wfemory



assistanceand by providing more context such asspatial and temporal orienta-
tion, social contact and, social interaction. The person(s) who are in early stages
or in mild stages of dementia are capable of living independently, and have occa-
sional need for help [2]. A context-aware system can exert such support without
patronizing the user. Based on these ndings, the context-of-use will be explic-
itly taken into account in our approach to create an interactive systems that
prolog independent living of elderly people with early and mild dementia.

Over the last decade, numerous IT-based support system for elderly peo-
ple with dementia have been proposed [22,17,29]. One of the main objectives
of those was to ensure helping elderly people live a safe and independent life.
Providing cognitive support as a way of improving quality of life in general [16]
has also been proposed. There are di erent ways in which such system o ered
support for independent living in some extent such as, tele-monitoring, remind-
ing important activities [13], such as time to take medication etc. Reminder is a
form of usually short message that helps people remember what is to be done.
It consists of two independent features, signal and description [28]. An alarm
clock could be a signal only reminder whereas an email noti cation is both vi-
sual signal and text description of the task to be done. Dey et. al. [9] proposed
context-aware reminder system, other reminder system taking into account time,
location, user present in the vicinity, user's activity.

Robinson et al. [29] developed a prototype to facilitate independent living
for patients with light dementia that includes a communication platform for
patients with dementia and their families. Hettinga et al. [16] evaluated the
safety of navigation aid for people with mild dementia. The authors conclude
that there is no evidence suggesting that the use of navigation devices for people
with mild dementia are unsafe. Miskelly used a tracking system to de ne safe
zones for persons with dementia. When the dementia person left the safe zone,
the caregiver would receive a noti cation with name of person, location and
cause [23]. Social awareness has been studied to enrich context information to
provide context aware and appropriate help for nomadic persons [19, 5], and
limited social awareness such phone book with the picture of social contact for
persons with light or mild dementia has been proposed [8]. In our approach, we
combine navigation aid and tracking system along with reminder service and
social awareness as a mediator, to provide a tool to plan and assist activities of
daily living to regain independence.

3 Scenario

This section motivates the use of an assistive application for a person with de-
mentia. We use the COMulCSer approach presented by Haesen et al. in [15].
This approach uses a storyboard to reveal important information on the con-
text of the user and helps to elicit the requirements to be taken into account.
Furthermore, based on [18] it provides us with context information for usage in
other models instantaneously.



A storyboard illustrating a regular day for a person with mild dementia
is shown in Fig. 1. The storyboard depicts the sequence of activities that the
person with dementia performed during that day. At one point, the person with
dementia loses his orientation and cannot perform his task without help. At this
point, the storyboard introduces other roles, such as a caregiver, that support
the target user of our system. This information will be fed in the construction
of the social network underpinning the target application.

Fig. 1. A day in Mr. John Doe's life, a) Jane helps John to plan his day, b) John meets
his friend at the restaurant, c) John buys groceries and d) John is lost

The depicted scenario of Fig. 1 goes as follows: John is in his early seventies,
married to Jane. They have been living in a small village for more than three
decades. Their daughter llsa is married and lives in the same village. John is a
retired school teacher. He is an enthusiastic bird watcher and spends a lot of his
time on this hobby. Since his retirement, he enjoys reading books and hiking.
Lately he started forgetting things but managed to hide it from Jane by taking
notes or blaming it on others. But now he started having di culties to nd his



way back home. This happens even when he is in familiar places he has known
for years. Initially he took this very lightly and did not pay attention. Until one

day it took John an exceptionally long time to arrive back home; he was lost
and came back with the help of nomadic foresters. Jane became highly worried
after this incident. She started watching her husband more closely and noticed
that her husband forgets small things on a regular basis as well. After talking
to the family doctor and friend, Dr. Miller, he was diagnosed as having early
stage of dementia. This diagnosis was made two months ago. Since then, John
has been quite sad. He often worries about his future and gets angry a lot when
he cannot remember things.

Today, John planned to go to local restaurant, and to the grocery shop after-
wards. Next, he will come back home. In the late afternoon at 5PM he is going
to the see Dr. Miller. In the morning, Jane made a simple to-do list on paper.
She also wrote their home phone number, the phone number of their daughter
llsa and the phone number of Dr. Miller, in case she cannot be reached. She
wanted to make sure that John does not forget all his tasks that he wanted to
perform, and that he does not feel afraid of getting lost again. It was already
after 4PM and John did not come back home yet (shown in the last frame of
Fig. 1). Jane started worrying, should she call him to check everything is OK
and remind him where he needed to go?

Besides having the sequence of actions crystallized and overview of the con-
text of use by using the COMulCSer approach, it also provides support for
describing the personas involved in the scenario. Next in our approach, these
personas will be converted into roles in the user interface. The personas can
also be used as Iters when integrating the social network, i.e. when the patient
requires support from a speci c type of caregiver the persona can be used as
an indication for this type. In our scenario a doctor acts as the caregiver in the
depicted situation.

3.1 Elicited Requirements

The scenario presented in the previous section describes the current situation
and reveals the requirements for an interactive system for persons with dementia.
We want to emphasize the following context of use especially plays an important
role for our target application:

{ the dementia person's time and location

{ the caregivers' time and location

{ the social context and the participants' states, e.g. a caregiver is busy or
available

Time and location deserve special attention, since these are two parts of the
context of use that a person with dementia has the most di culties with. This
means a mismatch between the time and location of the person with dementia
with the time and location on which a speci c task should be executed needs
to be explicitly handled by the resulting interactive system. A task and dialog



model provide more insight in how the system can actually support the user.
The scenario further hints at the computing devices and communication services
that should be available to support an improved scenario. For our purpose, a
smartphone is su cient to support the tasks and activities at hand.

4  Approach

4.1 User Interface Design Considerations for People with Dementia

Based on the scenario outlined in the previous section and related work in
Sect. 2.3, it is clear that the design of an interactive system for elderly people
with symptoms of early or mild dementia poses a number of challenges. Besides
typical physical age-related impairments, such as reduced eye sight, decreas-
ing motor skills or hearing di culties, dementia adds further requirements to
the interface design. Thedeteriorating short term memory, spatial and temporal
orientation and the increasing di culties with performing complex tasks make
traditional user interfaces very di cult to use for dementia patients. Newell et

al. [25] make several recommendations for the design of information technology
for people with cognitive impairments. These are classi ed based on the type of
impairment:

{ Mitigate memory impairment. The interface should be simple and limit the
possibilities for error. Users should be able to recognize errors and correct
them. The system can assist by providing feedback and asking, where ap-
propriate, the user to conrm an action and o er sensible reminders and
prompts. Additionally, the user interface can assist the user's memory by
providing navigation in the interaction.

{ Avoid cognitive overload. The interface should limit options and be simple.
Whenever possible, the dialog ow should be linear and parallel tasks pos-
sibly avoided.

{ Take into account individual characteristics of dementia. Systems for pa-
tients with cognitive impairments must be adaptable to the patient's per-
sonal conditions that change over time.

The rst two guidelines are appropriate for every end user and are especially
desirable for people with dementia. Due to their cognitive decline, persons with
dementia have di culties performing parallel tasks and recalling the ow of task
even if they are familiar with the task.

Context-awareness is a key feature to achieve personalized, situation-aware
adaption of services, which is in accordance with the guidelines described above.
Context-aware interactive systems are able to adapt according to the situational
context in which they are executed. The context includes characteristics of the
user, the device, the environment or a combination of these. Context can be used
as input in the design process (for the parts that are known beforehand) and
processed during runtime usage of an interactive system [6]. The latter ensures
adaptability of the system while it is being used.



4.2 A Model Driven Design Approach

As appropriate handling of context is crucial to our application, we explored
ways to e ectively take all the relevant context in uences into account from
the start of the development process. Task models, such as the ConcurTaskTree
(CTT) [27], are established starting points in the development process of inter-
active systems, such as the reference framework proposed by [6]. We explored
the usage of the Contextual ConcurTaskTrees [4]. This allowed us to e ectively
represent in uences of context changes on the tasks. However, the high-level of
abstraction and the restricted set of information proved too limited to e ectively
create the application.

We thus looked for a more concrete notation that helped in clarifying the
overall picture. Robinson et al. [29] developed applications for people with de-
mentia and suggest eliciting the users requirement into the design by using sto-
ryboards. This improves the involvement of all stakeholders in the elicitation
process. A storyboard is also a useful tool to capture the context of use. It clearly
helps to highlight the social context of the persons who are communicating.

Fig. 2. Relation between the models used to develop the system. On the top, part of
the storyboard showing the actors and their context. In the middle, the dialog model
and arrows pointing the involvement of context and at the bottom, application model
arrows showing in uence on the dialog and the presentation model

Section 3.1 and 4.1 discussed the requirements for the interactive system for
a person with dementia. A storyboard is drawn that described the person with



dementia and the caregivers using the system that ful lls the requirements in
Sect. 3.1. The storyboard shows a sequence of scenes depicting the situations
and context in which the interactive system needs to operate. A scene shows
the person with dementia and his mobile device and other (secondary) users
(e.g. caregivers). We also add the time and place of a scene. Each scene is also
accompanied by a textual description that further speci es the details. We used
the COMulCSer tool [15] to annotate important characteristics in the storyboard
(e.g. actors, location, time) and textual scene description.

The storyboard depicts the caregivers and the location and time when the
user performs an activity. For example, one scene shows the user visiting the
doctor at a certain time and place. The last scene shows the person with dementia
getting lost. This scene hints at an incident were the person with dementia
may require help. The context information time and location are associated
with events that occur when certain prede ned context rules are triggered. For
example, the user is not at a given location at a prede ned time or the user has
reached the location for this task on time. The speci c rules that are triggered
by this context information are discussed into detail in Sect. 5.5. We further used
low delity prototyping by sketching the user interfaces that would be shown to
the user in the di erent scenes of the storyboard.

Based on the speci cations captured by the storyboard (top of Fig. 2), we
de ned a dialog model (middle of Fig. 2) that describes the behavior of the
application. The sequence of scenes indicates the states in the dialog model and
how they are connected. The visual nature of the COMulCSer storyboard allows
to easily identify all aspects of the context that are relevant for each state in
the dialog model. Context events that are related to time and location trigger
a ect the ow of the dialog. The dotted arrows in Fig. 2 indicate this in uence.

In contrast with typical behavior of context-aware systems, the system does not
adapt its presentation according to the context of use but tries to gure out how
it can help the user to accomplish the tasks at hand. This means the context
is not used to automate the system but rather the system works in a mixed
initiative approach, the goal is to empower the user by pro-actively providing
information cues and making suggestions.

Next, we need to create the presentation that exposes the behavior described
in the previous paragraph. First, we have the presentation based on the sketches
done in the earlier stage of the development. The presentation model and dialog
model link is established by sketching the interfaces for the dierent scenes
and clearly relating them with each other. There is also a link between the
social context and the presentation model that needs to be taken into account.
The availability states of caregivers are represented di erently; we chose distinct
colors for that purpose.

In the last step, the components of the system and their functionality are
de ned. This is taken as well from the requirements captured at the start of the
development process. We identi ed a component for the to-do list manager, the
social network, a component for location-based events and for time-based events.
These components are described with the application model (bottom of Fig. 2).



Fig. 3. The development process, ne grained steps in which context, and context
in uences are explicitly described have borders with full lines

The application model is then linked to the dialog and presentation model for
orchestrating the behavior of the overall system.

The links between the application model and the dialog model are bi{direc-
tional: from the dialog model, functions described in the application model can
be called. Dialog changes that are initiated by the application logic are triggered
through time and location related events. Section 5.5 provides more details about
these events. The link between the application model and presentation model
determines how objects that are returned by an application are displayed. For
example, depending on the availability status, a caregiver is displayed di erently.

Figure 3 summarizes the dierent steps taken to develop our application.
It clearly shows the mix informal and abstract formal notations during the de-
velopment process and the explicit de nition of context (in uences) in almost
all steps from the start of the development process. The task model step has
a dashed border because the information it provided was not complete enough
and could be completely replaced by the storyboard.

5 The Resulting System

5.1 Overview

Our system consists of three main building blocks: the user interface, context
rules and the application logic. The user interface layer consists of three parts,
namely 1) the to-do list and navigation module that is used by the person with
dementia, 2) The to-do list manager that is the interface for the primary caregiver
to manage the to-do list of the person with dementia and 3) the communica-
tion module that connects the person with dementia with the caregivers. The
application logic consists of 1) the context module that receives time and loca-
tion information, 2) the to-do list repository that stores the plans for the person
with dementia and 3) the social network that connects the person with dementia
with his or her social context. Between the user interface and the application
logic reside the context rules. The rules use the current time and location, and
assigned time and location for the current task to change the dialog.



Fig. 4. System overview

The system runs on di erent communicating devices: the person with demen-
tia uses a smart phone that runs Google Android. The communicating caregivers
can use any Java enabled communicating devices that can connect to the phone
network and the Internet. In the prototype described in this paper, the behavior
of the system is presented in Java. The description of the user interface presen-
tation uses the native XML user interface description language of the Google
Android platform.

5.2 To-Do List and Navigation

The to-do list and navigation (see Fig. 4(a)) is used by the person with dementia
to navigate through his plan. It receives the plan from the to-do list repository.
The main navigation display shows information about the current task that is
relevant to the user. This is an arrow indicating the direction where the user
is expected to go, the name and time of the current task and a button that
takes switches to the communication interface. An example of the to-do list
and navigation interface is shown in Fig. 5(b). The to-do list and navigation
module receives the location information from the context module through the
context rules. This corresponds to the linking between the dialog model and the
application model (see Fig. 2). The rules initiate intra and inter-dialog changes
in response to the current time and location, and time and location associated
with the current task.

5.3 To-Do List Manager

The to-do list manager (see Fig. 4(b)) is used by the primary caregiver, in most
cases the spouse, to compile a plan for person with dementia. A plan is a set



of tasks that is uploaded to the to-do list repository which is accessed by the
to-do list navigator of the person with dementia. For each new task the caregiver
de nes the name and description of the task, the time and location associated
with this task and possible relevant caregivers (e.g. daughter, brother, personal
physician). To avoid confusing the user, the list of the caregivers de ned at this
stage are always displayed in the communication screen (see 5(c)).

5.4 Communication Module

The communication module (see Fig. 4(c)) o ers a communication channel be-
tween the person with dementia and his caregivers. The person with dementia
can choose between selecting prede ned text messages or making a phone call.
The list of available caregivers is provided during run-time via an XML-RPC
connection from the social network module, discussed in Sect. 5.7. The care-
givers are marked in a color that depicts their availability status. This is shown

in Fig. 5(c). It also contains an option to return to the navigation screen.

(@) (b) ©)

Fig.5. The system in action, 5(a) visualization of the social network, dashed line rep-
resents unavailable user 5(b) navigation screen showing the navigation arrow pointing
towards the location of the current task to perform, as well as information about the

task and 5(c) communication screen showing list of caregivers, their availability status
is distinguished by colors

5.5 Context Module and Context Rules

The context module (see Fig. 4(e)) listens for time and location information.
These are passed to the context rules (see Fig. 4(d)). The context module is



implemented as a location listener that is registered with the the Google Android
platform Location Manager to receive location updates. It further contains a
local thread that queries the current time in prede ned intervals. The context
rules are executed after each time interval.

Context rules mediate between the context events sent by the context module,
the current task and the dialog model. Based on time and location, intra or inter-
dialog changes can occur.

{ Intra-dialog changes occur for example when the user has reached the loca-
tion for the task but is early or when the user is on time. In this case, the
person with dementia is noti ed with an alert that pops up on the screen.

{ Inter-dialog changes are triggered when a disorientation of the user is sus-
pected. This is measured when the user has not reached the location for the
task at the expected time. In this case, the user interface is changed to the
communication screen. The user can at any time switch back to the to-do
list and navigation screen.

5.6 To-do List Repository

The to-do list repository is a database that stores the lists of tasks that the
person with dementia wants to perform. This database is accessed by the primary
caregiver to create the to-do list (i.e. the plan). The rest of the time, it is accessed
by the to-do list and navigation module to inform the user about the current
task.

5.7 Social Network Module

The social networking module exploits the Ubiquitous Help System (UHS) [19]
as a basis for the social networking communication platform. The UHS is based
on a client-server architecture. An HTTP/XML based communication frame-
work is used to facilitate a UHS client to communicate with other UHS clients.
The UHS client can send and receive plain text and attached les such as a
regular email. When a user needs help and asks query, the controller of the UHS
sends the query to other clients via server. The controller of the receiving client
initiates processing for pro le and availability status matching, and replies with
the appropriate information.

In the prototype we developed, a user is identi ed by a Friend-Of-A-Friend
(FOAF) pro le. This contains information about the social relations of the user
and traditional information that identi es the user (such as name, address).
FOAF is a Resource Description Framework vocabulary (RDF) [3] for describing
people and social networks.

6 Discussion

In this paper we presented an interactive system and showed that applications for
people with dementia can be created by explicitly taking context into account in



the design process. In our approach, context dependencies are de ned in an early
stage in the development process. We utilized the COMulCSer storyboarding
tool to elicit our design requirements. This tool supports annotation of context
information (time, location, social context) and proofed to be more informative
than task models.

Typical context aware user interfaces consider space and time as important
aspects. In addition, our approach includes the social context of the users in-
volved in a communication process. The inclusion of social factors goes further
than simply using internal context of the user. We have exploited the Ubiquitous
Help System (UHS), introduced in earlier work, to empower social networking
feature into our prototype. This completes the di erent types of context that
need to be supported for applications that target people with early-stage de-
mentia.

However, in our current prototype, the interaction from the caregivers' per-
spective has not been fully explored yet. Our aim was mainly to present an ap-
propriate approach that addresses the three di erent types of context (location,
time, social) that are important for these users explicitly during the development
of such a system. In our future work, this issue will be addressed in order to have
a system, which can be tested with real users.

The development of this prototype learned us that informal notations play an
important role in the development of context-sensitive interactive systems, such
as the one described in this paper. The explicit relations between the informal
description and the formal models, such as the dialog model, inspire us to explore
potential automation or consistency checks between the informal speci cations
o ered by the scenario model and the presentation sketches, especially since
there are already existing formalizations of both notations [18, 7].
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Abstract. While multimodal interfaces are becoming more and more used and
supported, their development is still difficult and there is a lack of authoring
tools for this purpose. The goal of this work is to discuss how multimodality
can be specified in modehsed anguages and apply such solutionthe
composition of graphical and vocal interactions. In particular, we show how to
provide structured support that aims to identify the most suitable solutions for
modelling multimodality at various detail levels. This is obtained using
amongst other techniques, the well-known CARE properties in the context of a
modetbased language able to support service-based applications and modern
Web 2.0 interactions. The meth@ supported by an authoring environment,
which provides some specific solutions that can be modified by the designers to
better suit their specific needs, and is able to generate implementations of
multimodal interfaces in Web environmentdn example of modelling a
multimodal application and the correspondiagitomatically generatediser
interfaceds reported as well.

Keywords: Multimodal interfaces. Moddbased design, Authoring tools.

1 Introduction

Multimodal user interfaces supparious user input modes. Ongoirggtinological
evolution is makig such interfaces more and maféordableand is proposing them

in the mass market as well. However, developing multimodal user interfaces is still
difficult and there is a lack of authoring environments for this purpose.

Modelbased approaches have received renewed attention in reearg
because they can help developers in managing the complexity of designing and
developing multidevice applications. Most of the proposed medatded approaches
have focused on desktopdamobile applications, sometimes with support for vocal
interfacesas well,but there has been little effort in applyingrihéo multimodal user
interfaces, and such rare studies have found limited applicatienssults werstill
too preliminary to provide general solutions.
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In this paper we present a logical language and an associated authoring
environment able to provide a useful and general solution to such,iasdewhich
can be exploited by developers of multimodal user interfaces. In the paper after
discussing related work we introduce our approach toodamlling multimodal
interaction;next we show how it has been formalized XL logical language to
addres composition of vocal and graphical modalities, and we present how such
language is supported within an authoring environment. Then, the transformation
from the logical description to implementation is discussed, and an example
multimodal application obtained through this environment is presented as well.
Lastly, some conclusions are drawn along with indications for future work.

2 Related Work

The problem of designing multhodal interfaces has been addresses in some previous
work but still needs more general and bettaigineered solutions. Damask [7]
includes the concept of layers to popt the development of croesevice (desktop,
smartphone, voice) user interfaces. Thus, the designers can specify user interface
elements that should belong to all the user interface versions and elements that should
be used only with one device type. Hower, this approach can be useful in
developing single modality versions (graphical or vocal) but does not provide
particularly useful support when considering multimodal interfaces, which require
specific support to indicate how to compose the involved modalkiesrmsMM [5]

is an attempt to extend XForms in order to derive both graphical and vocal interfaces.
In this case the basic idea is to specify the abstract controls with XForms elements
and then use aural and visual CSS for vocal and graphicinieg, respectively. The
problem in this case is that aural CSS have limited possibilities in terms of vocal
interaction and the solution proposed requires a specific ad hoc environment in order
to work. For this purpose we propose a more general solabignto derive different
implementationsfor desktop and mobile device©brenovic et al. [1]l have
investigated the use of conceptual models expressed in UML in order to then derive
graphical, forrbased interfaces for desktop or mobile devices or vocal ones. UML is
a software engineering standard mainly developed for designing the internal software
of application functionalities. Thus, it seems unsuitable to capture the specific
characteristics of user infaces and their software. In [[Lthere is a pwposal to
derive multimodal user interfaces using attribute graph grammars, which have a well
defined semantics but limitations in terms of performance. The possibility of deriving
mutlimodal interfaces was addressed in [t using hardcoded solutions for the
transformation and logical descriptions that were unable to describe typical Web2.0
interactions and access to Web services.

A different approach to multimodal user interface alegment has been
proposed in [6], with aims to provide a workbench for prototyping them using off
the-shelf heterogeneous components. In ttege modebased descriptions are not
used and it is necessary to have an available set of previously defined components
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able to communicate through ldevel interfaces, thus making it possible for a
graphical editor to easily compose them.

To summarise, we can say that the few research proposals that have also
consideredmultimodal interfacediave not been able to obtain a general solution in
terms d logical descriptions and provide limited support in terms of generation of the
corresponding user interface ilamentations. For example, in [12the
transformations were habded in the a@va implementation, while in [15the
transformations were spéieid using attributed graph grammars, whose semantics is
formally defined but have considerable performance limitations.

In this paper we present a general logical language niattimodal
interaction, which is included in an overall environment able tpauplevelopment
of multi-device user interfaces. The associated authoring environment includes a
transformation tool able to derive X+Vmplementations from the logical
specifications and satisfies the requirements for multimodal interface generation
disaussed in previous work [10such as modality independence, support for
specifying hierarchical grouping, etc.

3 Background

MARIA [13] is a recent moddbased language, which allows designers to specify
abstract and concrete user interface languages according to the CAMELEON
Reference framework [2]. This language represents a step forward in this area because
it provides abstractions also for describing modern Web 2.0 dynamic user interfaces
and Web service accesses. In its first version it provides an abstract language
independent of the interaction modalities and concrete languages for graphical
desktop and mobile platforms. In genemncrete languages are dependent on the
typical interaction resources of the target platform but independent of the
implementation languages. In this paper we present a concrete language for
multimodalinterfaces, which has been designed within the MAR#nework.

In MARIA an abstract user interface is composed of one or multiple
presentations, a data model, and a set of external functions. Each presentation
contains: a number of user interface elements (interactors) and interactor
compositions (indicang how to group or relate a set of interactors); a dialogue
model, describing the dynamic behaviour of such elements and connections,
indicating when a change of presentation should occur. The interactors are classified
in abstract terms, e.g. edit, selection, output, control. Each interactor can be associated
with a number of event handlers, which can change properties of other interactors or
activate external functions. While in graphical interfaces the concept of presentation
can be easily mapped on that of a set of user interface elements perceivable at a given
time (e.g. a page in the Web context), in the case of a vocal interface we consider a
presentation as a set of communications between the vocal device and the user that
can be considered as a ik unit, e.g. a dialogue supporting the collection of
information regarding a user. In defining the vocahcretelanguage[14] we have
refined the abstract vocabulary for this platform. This mainly means that we have
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defined vocal refinements for thelements defined in the abstract language:
interactors (user interface elements), the associated events and their compositions.
The multimodal support has been built on top of such parts following an approach
discussed in the next section.

4 Approach to Modelling Multimodal Interaction

In this paper we preset multimodal environment ableo support composition of
graphical and vocal interactions. There are many ways to compose such modalities.
The goal is to provide a structured support that aims to identify the most suitable
solutions at various granularity levels. In order to indicate how to combine the
modalities, we have considered the wealbwn CARE properties (CARE:
Complementarity, Assignnmé¢, Redundancy, Equivalence)][4t various granularity
levels. We apply such properties in the following manner:

. Complementaritythe considered part of the interface is partly supported
by one modality and partly by another one;

. Assignmentthe considered paiof the interface is supported by one
assigned modality;

. Redundancythe considered part of the interface is supported by both
modalities;

. Equivalence the considered part of the interface is supported by either

one modality or another.

How such propertis will be applied to the user interface elements depends on the
modalities and platforms considered. In the following, how these properties are
applied tomixed vocal+graphical interfaces in both desktop and mobile devices is
described, but the approach presented can be applied to other types of modalities.
Since we want to provide a flexible environment, the possibility of applying such
properties is supported in the definitiaf the various aspects characterising our
logical descriptions: the composition operators, the interaction and thewtplyt
elements. In addition, in order to have the possibility of controlling multimodality at a
finer level, the interaction elements are structured into three pfessdsof them can
be associated with a different CARE property)

x Prompt: represents the interface output indicating that it is ready to receive

an input.
X Input: represents how the user can actually provide the input.
x Feedback: represents the response of the system after the user input.

In practise not all the CARE properties can be applied to all the three plodses
interaction. In particlar, equivalence can be applied only to input: when two
modalities areavailableand either one or the other can be used to enter the input.
Vice versaredundancy can be applied to prompt and feedtmgknot to input, since

a redundant input would mean that the same input is provided through different
modalities, which does not seeuseful or efficient. Complementarity could be
applied to all three phasebklowever, in the case of input it can meaningfully be
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applied when structured input are considered. Indeed, atomic inputs that require
simple actions (e.g. button selection) ¢andy be obtained through a complementary
use of two modalities.

By default the tool provides some specific solutions in terms of posSSKIRE
propertieswhich can be modified by the designers to suit their specific nééglsre
1 shows the control panel to define the CAREpprties that are made availalde
the refinement of the main abstract concéfitsre is one tab for each of therihe
CARE propertieshat have been deemed ma¢aningful appear greyed out. Designers
can freely select those progegthat seem more appropriate for their multimodal
applicatiors, and then the authoring environment will be ablegenerate user
interfaces accordinglyollowing transformations that will be introduced in the next
sections Thus, our environment all@the designexto customize what multimodal
support to providén user interface development

Fig. 1. Control panel focustomizingCARE properties.

While the CARE propertiemade available are similar for the two types of platforms
that we consider (multimodal desktop and multimodal mabiltere are differences

in the default properties proposed by the environment, taking into account the richer
set of graphical resources of the desktop platform and that the mobite dax often

be used on the move. Thus, in the case of the multimodal desktop, hésaich
graphical resources, the composition operators are supported graphically. The
interaction elements are structured in such a way that the prompt is graphigtl, inp
can be either graphical or vocal, and feedback is in both modalities. Theutplyt
elements are graphical. In the case of a multimodal mobile, whicHebasrich
graphical resourceghe composition operators are supported both graphically and
vocaly, and the interaction elements are supported in such a way that the prompt is
both vocal and graphical, the input either graphical or vocal, and the feedback is
expressed in both modalities. The oeolytput elements can Hmoth graphical and
vocal or they use the two modalities in a complementary way, if they take a lot of
resources.



Marco Manca, Fabio Paterno

None

Element tvpe Interaction n CARE Properties | CARE properties for
yp Phase for Desktop Mobile
Composition
Operator
Grouping Graphical Assignment Voca}l ASS|gqment
Relati Output Redundancy Graphical Assignment
elation Redundancy
Only Output
Interactor
Description,Object, Graphical Assignment Vocal Assignment
Feedback, Alarm, Output Redundancy Graphical Assignment
Table p Complementarity Redundancy
Complementarity
Interaction
Interactor
Graphical Assignment Graphical Assignment
Input Equivalence Equivalence
Single/multiple Vocal Assignment
selection Graphical Assignment ~ GraphicalAssignment
Text Edit Prompt Redundancy Redundancy
Numerical Edit Vocal Assignment
Graphical Assignment  Graphical Assignment
Feedback Redundancy Redundancy
Vocal Assignment
Graphical Assignment Graphical Assignment
Input Equivalence Equivalence
Vocal Assignment
Graphical Assignment, Graphical Assignment
Activator Prompt Redundancy Redundancy
Vocal Assignment
Graphical Assignment  Graphical Assignment
Feedback Redundancy Redundancy
Graphical Assignment Graphical Assignment
Input Equivalence Equivalence
Vocal Assignment
: Graphical Assignment| Graphical Assignment
Navigator Prompt Redundancy Redundancy
Vocal Assignment
Feedback Vocal Assignment Vocal Assignment

None

Table 2. How CARE Properties amade available for graphical+vocal desk&om mobile
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Table 2 provides details on how the CARE properties are initially proposed by
the environment tohen generategraphical and vocal interfaces in batbsktopand
mobile platforms. Thust shows what properties have been deemed meaningful in the
case of graphicand vocal interfaces, and thesm& made available the authoring
environmentWe indicate inbold the specific propertighatareinitially pre-selected
by default in the systenThus, the properties in bold are those applied if the designer
does not change anything in the toll. particular the first column indicates the
element of the abstract interface considered. Differatgraction phases (input,
prompt, feedback) have to be considedegending on the interactioelementin
guestion

In the case of onkputput elements for the multimodal desktop platform the
graphical assignment is proposedile for the mobile one redundancy is suggested.
For the interactive elements, in the desktop case we suggest equivalence for input and
graphical assigment for prompt and feedbacWhile in the mobile case we prefer
redundancy for prompt and feedback and still equivalence for input.

The composition operators aim to put together some interface elements in such a
way that logical closeness or hierarchy of importance or some ordering is highlighted.
Thus, usually there is some output information to indicate the involved elements (for
example, it could be a graphical container or a sound at the beginning and the end of
the grouped elements

The navigator &ws the user to move from one presentatibthe application
to another This type of element usually has no immediate feedback because the
actual feedback is given by the change of the application presentation loaded.
However, it is possible to have some kind of vocal feedback to indicate that a change
of presentation is undevay.

5 A Logical Language for MultiModality

In the MARIA framework the concrete languages are derived from the abstract one by
refining the abstract vocabulary takimga account the considered platform and the
associated interaction modality. In the case of a multimodal concrete language we
have b consider refinements for multiple modalities and indicate how to compose
them. In particular, the MARIA concrete language for composing graphical and vocal
modalities is based on the two previously defined concrete languages (one for the
graphical[13] and one for the vocal modalifit4]). It adds the possibility to specify

how to compose them through the CARE properties.

As we introduced before the MARIAbstractlanguage structures a user
interface in terms of a number of presentation. Each presentation has composition
operators (usually groupings). The composition elements contain interactors that can
be either interaction or onlgutput interface basic components, which can have
eventshandlersassociated to them indicating how they react to events. Each of these
components of the language, ranging from the presentations to the elementary
interactors, have different refinements for the graphical and the vackllity and in
the multimodal concrete language we indicate how to compose them. Thus, a
multimodal presentation has associated both graphical settings (such as background
colour or image or font settings) and vocal settings (such as speech recogniser or
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synthesis attributes). A grouping in the multimodal concrete language can exploit
both visual aspects (using attributes such as position, dimension, border backgrounds)
and vocal techniques (for example inserting keywords or sounds or pauses or
changing sythesis properties). The interactors are enabled to exploit both graphical
events (associated with mouse and keyboards) or -gpeaific events (such as no
input or no match input or help request).

Fig. 2. An example of multimodal interactor derived from the graphical and vocal ones
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In order to better understand how this approaolks, we can take an example
abstracinteractor, the text edit. At the abstract level there is no assumption regarding
the modality that should be used to perform this interactiofrigare 2 there is a
graphical representation dfow this abstract interactor is refined into two parts
depending on the modality, andeththere are the possible CARE properties that have
deemed meaningful for this interactor (in the top part of Figurén2bhe graphical
case we haveithera text area or a text field interacts possible refinementhile
in the vocal case we obtainvacal textual input, which is composed of a request, a
grammar to specify possible inputs and the associated feediback he mulimodal
languagencludes boththe vocal and the graphical refinements of the interaatat
adds attributes associatedtiwinstances of the CARE properties, which indicate the
possible wayso compose them in the various interaction phases (input, prompt,
feedback).

6 The Transformation into an Implementation

In terms of target implementation larages, we have consideraV [1] because it
supports multimodality through the Web, which is the most common interaction
environment, it is a standard and currently some publicly available browsers (such as
Opera) support it, thus allowing developers to immediately test the resulting
interfaces X+V is an integration of HTML and VoiceXML. The VoiceXML part is
included in the head of the X+V document, while the HTML is in the body part
Thus there is a clear distinction betwettese two parts innaX+V implementation

The connection between the two parts is obtained through the sevamdt the
associatethandlersFor example, the expression:

<input type =" text " id =" from " name =" departure_city " ev: event ="
inputfocus " ev: handler ="# voice_city "/>

indicates thatvhen the inpufocus event occurs in the from element of the graphical
form then the voice_city evehtaindler(which is managed in the vocal part) should be
performed In an X+V specification the synchronization between the values in the
vocal and graphical part are obtained through the sync element

<XV: sync xv: input =" departure_city " xv: field ="# departure_city field "/>

This sync element associates the value of an input element inHIREIL part
(departure_city) with the indicated field \é@iXML element(departure_city_field)
This means that when an element is entered vocally tlieassociated with both the
vocal field and the input HTML element. The same result is obtdirnkd element is
entered graphically. In addition, if the us#ranges the focus in the graphical part



Marco Manca, Fabio Paterno

then the corresponding vocal element, if any, is enafilad. sync element is not
located in the VoiceXML form but it is a direct child of the HEAD element.

User interface generation is obtained through X&iahsformation$3]. They are
obtainedthrough stylesheets that transh an XML document into a new one in the
target languagén our case the XML languages involvare the multimodal concrete
MARIA language and X+V)The transformation is composed of a set templaigsy
which are defined by patterns indicating the source nedeslitions that should be
verified, and templates indicating whaprresponding element in the target document
should bancluded For example:

<xsl:template match="cui:presentation">
<html>
<head><title>Presentationtitle</title></head>
<body>Pr e s entation cont ent</body>

</html|>

</xsl:template >

Indicates that a presentation in the sowmecretdanguage should be associated with
the indicated elements in the cagyending HTML code.

The value of the CARE properties for the various user interface parts determines
what should be generatedsgignment indicates whether only thecal or only the
graphical part is generatedquivalence means that input in both modalities are
generatedin particular for the vocal part a VoiceXML field is generated, for the
HTML part an input element and then also a X+V element to synchronise the two
parts. Complemearity and redundancsequire generation of both the graphical and
the vocal parts, even if they differ ihe actual content that is generated.

The transformation is composed of three stylesheets: one for the graphical part
and two for the vocal part, orte generatelements that are in already existing forms
and one is for elements that require the creation of§arwhichto put the currently
generateaglement.

Thus, the transformation creates an X+V page for each presentation in the
concretedescription in such a wathat in the head tag there is the caltraf template
to generate the X+V elements to synchronise the vocal and the graphical inputs and
the templates to generate the vocal elements, while in the body tag there are the
templatesfor generating the graphical elements. The X+V sync element is created
only for the implementation of those interactors that are associated with the
equivalence property for the input phase.

The transformation is alsable to handle complex data structusesh as tables
In the case tablemustbe rendered vocallyhen it is possible to support either linear
browsing (the elements are rendelied by line) or intelligent browsingn whichthe
corresponding header is rendered for each data elementlas wel
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7 Authoring an Example Application

Tool support for the method presented has been implemented and integrated in the
MARIAE environment which is publicly available at
http://giove.isti.cnr.it/tools/Mariae/. In order to see how it works we can consider an
example application. We consider a home application, which allows users to control a
number of domestic appliances.

The application is composed of four presentations: one for the user login, one
showing the rooms that it is possible to monitame showing the appliances in the
room selected, and one to change the settings of the appliance selected, if any.

Fig. 3. Authoring a multimodal concrete presentation.

Figure 3shows the authoring environment in which the login presentation is
being edited. The designer has specified a grouping elertiegin_form), which
includes the input fields. It also contains a vocal elengeotiping_start,which is
used to rendea vocal messageStart login form!. On the righitop partof the
environment there is a panel for setting the multimodal attributes (the CARE
properties) of the currelgt selectedelement. In the main ow#al part there are the
elements that compose the currently selected presentation. They are graphically
represented as the XML syntax of the specification may be not easy to read and
manageThe currently selected element highlighted in red is a text edit interactor for
the entering of the user name. Since the CARE properties indicate the use of both
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graphical and vocainodality it has a graphical part with a text edit interactor and a
vocal one with a vocal textual input interactor. The vocal part has two request
elements witlthe count attribute, which allosvdeveloperso implement the tapered
prompting technique. The first request asks for 'Insert your userrartte® case the

user does not pride an input within a given time or the input is not recognised then
the second request provides a more detailed indication of what has to be entered. The
vocal textual input alsallows the specification of a grammar for which the grammar
options represent the possiliguts.

Figure 4shows the multimodal implementation rendered through an Opera brafwser
the login preseation

Fig. 4. The multimodal user interface corresponding to the previous presentation

Then, we can se@igure 5) how it is possible to create connections among the
various presentations through the authoring environment. The interactor_id attribute
identifies the navigator interactor that triggers the presentation change, while
presentation name indicates the target presentation. The Figure also shows the values
of the multimodal attributes for such interac{®&eedback = Redundancy, Input =
Equivalence, Prompt = RedundancyBy assigning such properties, which imply the

full use of both graphical and vocal modalities, the navigator interactor isclude
vocal part, with its prompt and feedbaeld uses an image lirfkr the graphical

part
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Fig. 5. Editing connections among multimodal presentations.

Once the new presentation has been completed we obtain a presentation for the room
selection. It containa groupingwith an initial vocal message 'Select the room you
want to monitorto introdu@ the navigator elemenéssociated with each selectable
room For each navigator there is a vocal prompt that indicates what vocal input to
enter to select the corresponding room (e.g. 'Say living to go to the living room’).
Figure 6shows the correspding user interface implementation.

Fig. 6. The multimodal user interface implementation supporting the multiple connections
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Conclusions and Future Work

This work introduces a novel logical language foultimodal interfaces and the
associated environment, which allows designers to easily commpodtEmodal
interfaces and derive X+Wnplementations. It providegesignerawvith the possibility

to work through logical descriptions of the usgerface and support fahoosing the
mostsuitable combination of varioumodalities at different granuisy levels and for

the various parts of the user interface.

This has been integrated in an environment for radtiice interface design and
development, thus facilitating the implementation of multiple versions adapted to the
various target modalities because of the use of a common abstract vocabulary, which
is then refined according to the target platforms. This avoids requiring developers to
learn a plethora of details of the many possible implementation languages

This result has been validated through the development of suonigmodal
applications (one of them is briefly described in the papehnjch can beendered
through publicly available browse(®pera) The authoing environment is publicly
available for download of the executable code.

Future work will be dedicated to empirical tests in order to better assess how the
development process is facilitated with this approach, especially whenrdewilte
interfaces shald be developed (e.g. desktop, mobile, varad multimodal versions

of the same application).

We also plan to develop an automatic system able to support grajehnaltimodal

user interface content adaptatiémuiture work will be Bso dedicatedo exending the
environment in order to provide support for additional modalities, such as tactile and
gestural interaction, in sewrpossible combinations, still for both stationary and
mobile cevices.

Acknowledgments

This work has been supported by the EU ICT STREP Project ServFace
(http://www.servface.eu/)

References

1. Axelsson J.,, Cross C., Lie HW. McCobb G. Raman T.V. aNdson L..
XHTML+Voice Prdile 1.0. Recommendation, World WedWeb Consortium (W3C),
2001.See http://mww.w3.org/TR/xhtml+

2. Calvary, G., Coutaz, J., Bouillon, L., Florins, M., Limbourg, O., Marucci, L., Paterno, F.,

Santoro, C., Souchon, N., Thevenin, D., Vanderdonckt, J.: The CAMELEON reference

framework. CAMELEON project, Deliverable 1.1 (2002)

Clark J., Xsl TransformationsXSLT) version 1.0. Technical report, W3C, 1999.

Coutaz J., Nigay L., Salber D.,.Blandford A, May J., Young R., 1995. Four Easy Pieces

for Assessing the Usability of Multimodal Interaction: the CARE Properties. Proceedings

INTERACT 1995, pp.115-120.

P



11.

12.

13.

14.

15.

Supporting Multimodality in Service-oriented Model-basedDevelopment Environments

Honkala M., Pohja M.: Multimodal interaction with XForms. Proceedings ICWE 2006:
201-208.

Lawson J., AlAkkad A., Vanderdonckt J., Macq B.: An open source workbench for
prototyping multimodal interactions based on-tb#-shelf heerogeneous components.
Proceedings ACM EICS 2009: 245-254

Lin, J., Landay, J.A.: Employing Patterns and Layers for Edidge Design and
Prototyping of Cros®evice User Interfaces. Proc. CHI: 131322 (2008)

Myers, B.A., Hudson, S.E., Pausch, R.: Pd&4tesent and Future of User Interface
Software tools. ACM Trans. Comput. Hum. Interact.-28(2000)

Multimodal Interaction Activity (W3C)http://www.w3.0rg/2002/mmi/

Nichols, J. Myers B. A., Higgins M., Hughes J., Harris T. K., Rosenfeld R., Pignol M.,
2002. “Generating remote control interfaces for complex appliances”. Proceedings ACM
UIST'02, pp.161-170.

Obrenovic, Z., Starcevic D., Selic B., A Moeetiven Approach to Content Repurposing,
IEEE Mdtimedia,JanuaryMarch 2004, pp.62-71.

Paterno, F., Giammarino F.: Authoring interfaces with combined use of graphics and voice
for both stationary and mobile devices. AVI 2006: 33%-

Paterno, Santoro, C., Spano, L.D.: MARIA: A Universal Language for Service-&tient
Applications in Ubiquitous Environment. ACM Transactions on Compgdtenan
Interaction, Vol.16, N.4, November, pp.1%2:30 (2009)

Paterno F., Sisti C., Deriving Vocal Interfaces from Logical Descriptions in Multi-Device
Authoring Environments, Proceedings ICWE 2010, Wien, July 2010, Springer Verlag
LNCS 6189, pp.204-217.

Stanciulescu, A., Limbourg, Q., Vanderdonckt, J., Michotte, B., Montero, F.: A
Transformational Approach for Multimodal Web User Interfaces based on UsiXML. Proc.
ICMI: 259-266 (2005)







RTM E: Extension of Role-TaskModeling for the purpose
of Access Control Specification

Birgit Bomsdorf

University of Applied Science Fuld&arquardstral3e 35, 36039 Fulda, Germany
bomsdorf@hs-fulda.de

Abstract. Interactive systems are often veéoped without taking security
concerns into account. We investigagedombination of both HCI models and
access control specifications to overeotthis problem. The motivation of a
combined approach is to narrow the gap between different modeling
perspectives and to provide a comtrenapping of modeling concepts. The
general goal is a systematic introductemd tool support of security concerns

in model-based development of intereet system. In this paper we report
results of our work currently concentrating on the early design steps. The focus
of this presentation is on the specifioa of task and role hierarchies,
conflicting privileges andelated tool support.

Keywords: Task modeling, Role modelingole task assignment, Tool
support, Access control.

1 Introduction

Task and domain models are commonly usedhe purpose of conceptual modeling.
The combination of the two describes how users may manipulate objects while
performing tasks. Access control management requires similar information, i.e.
detailed specifications of the users’ivleges to access ddjts and to perform
operations on them. Security, however, is often postponed until the end of the design
cycle or until the implementation of a system [4], [12]. Interactive systems are
therefore developed without taking authorization concerns into account.

An access control model defines the pemions of users (e.g. human users,
processes, computers) to access system ks (g.g. on an object, data base content,

a file). Role is the centratoncept of prevalent access control models (Role-Based
Access Control, RBAC [10]). Awoaches such as [6],][15] extending RBAC as

well as the task-modeling approach TADEUS [13] have been showing the demand of
differentiating between roles based on the structure of an organization (organizational
roles) and roles based on the privilege to perform tasks (task-grouping roles).

In HCI this distinction exists but is hardly introduced into the kernel concepts of
tools supporting task-based modeling. In some tools an explicit role model does not
exist (K-MADe [1], Diane+/Tamot [7], TaskArchitect [14]). In contrast to this, in
CTTE [9] separate task models are cregied role defining all tasks that can be
performed by that role. The role specification, however, does not support inheritance
of privileges. This is supported in WSD[8] but resulting role hierarchies are not
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formally integrated with task models. All &l, concepts such as agent, actor, role,
and group are used equivocally and ambividjyeeven within a single HCI approach.
Furthermore, (semi-) automatic support in modeling the group, role, and task
hierarchies taking care of their mutual dependencies is hardly supported. These facts
complicate the combination of HCI modeling with security concerns.

Guo [5] has been showing in his work how the complexity of the three hierarchies
and their relationships may be handledha context of access rights. Based on his
proposal we extended our modeling approach [2]. The extensions are also combined
with MAD [1] aiming at modeling extensioms general. Therefore, for the remaining
of the paper we refer to it by the abbreviation FF {Role-Task ModeExtension).

In the following, as indicated by the nantbe focus is on tasks, roles and their
mutual dependencies. The approaches repartf®?] and in [4] are comparable with

our work. They aim at the integration of access control specifications with models
known from Software Engineering and Web-Engineering, respectively. However,
privileges are formulated by means of roles and system functionality, not considering
the context of users performing tasks to reach goals.

2 RTME: Integrative Modeling

Fig. 1 depicts an overview of the model and the interrelations of our integrative
approach. It enables the explicit specification of organizational roles, rnguoiepls

as well as of task-orientatles to define privileges. Users (individual persons) are
specified as well. They are membef groups whereby, becauseagioptsrelations,

they are enabled to perform taskserformsrelation) and hence to act on objects
(involvesrelation), i.e. to invoke methods. Our current tool, which is based on these
concepts, supports the creation of group, role, and task hierarchies taking into account
their interdependencies. Underlying functions check consistency violations and
support to solve them. Hereby they contribute to the reduction of modeling
complexity and to avoid modeling errors.

belongs_to > adopts }
users groups roles

performsi
involves

tasks ——————» objects

Fig. 1. Overview of modeling concept

2.1 Task Model

Figure 2 depicts a task model example by means of the notation as introduced in
MAD [1]. The simplified task model consssof three unconnected task trees. The
task online shoppings a composition of the subtaskate sellerandbuy product

which is further refined. The tagell onlineis subdivided into two subtasks, whereas
administrate websitesimply consists of a single task. Additional concepts are
commonly in use to specify the order of task execution, such as temporal relations,
and conditions constraining task perforro@ne.g. pre- and post-conditions. These
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concepts are not detailed here since the subsequent considerations reference only the
task hierarchy. The following remarks are added only to complete the description of
the example: The sequencing of the direct subtaskslofe shoppingas well as of

sell online is open because of théo order declaration in eacltase. The option
enablingdefines that subtasks are to be performed one after the other, in which the
sequence is given by the graphical order from left to right in the diagiementary

is used for leaf tasks, i.e. for tasks without subtasks. The GiPEldenotes optional

task execution.

Task symbol explanation:

symbol to collapse and expand hierarchy

¢ <«— hierarchical position
<«— task name
T task sequencing
A

connection of task symbols

Fig. 2. Example of a task and a role model

2.2 Role Model

A role-task-mapping “performst” (see figure 1) means that the user who has taken
role r possesses the privilege to perform t. The set of all privileges of a role r is
denoted byprivilegegr). Roles are structured by a so called poly-hierarchy that is
given by a graph. While the task hieraraxpresses composition relations, the role
hierarchy describes inheritance of privileges. An edge from a role rl to a role r2
indicates that the privileges assigned to rilare a proper subset of the privileges of
r2, i.e. privilegegrl) e privilegegr2). For this kind of relation it is said that rl is
junior to r2 and that r2 is senior to rl [10].

In our example we want to allow eachrgn to browse theatalogue. However,
only persons adopting a roeiyer should be enabled to buy a product and to rate a
seller. First of all we create a ra®eryoneand assign to it the tatkowse catalogue
Fig. 3 left hand shows the result of this editing step. Inserting the first role is done
easily. It is positioned betweeninRoleand maxRoleas shown in the example with
privilegegminRol§ ¢ privilegegeveryong  privilegegmaxRolé.

Each graph posses a minimal and a maximal role that are introduced for the
purpose of computing a role model’s hierarchy and taking care of conflicts. A detailed
description is provided in [5]. Please note that the set of privilegesirdRoleis
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always empty whilenaxRolepossesses all the time all privileges defined by the task
model.

Now we create a roleuyerand assign the taskline shoppingand hereby also all
of its subtasks to the role (sk#erited role task(s)n the role editor window). This
step results in a model (see Fig. 3 bottom), in whigyeris positioned into the role
hierarchy according to the privileges addedte role as well as to the hierarchy
existing so far. The taslbrowse catalogueis part of online shopping i.e.
privilegegeveryong ¢ privilegegbuyen holds true, based on which the position is
determined. Similarly the roleseller and administrator are inserted to define
privileges foradministrate web sitandsell online These two tasks are not connected
to the tasks taken into account so far. Hence, both roles are inserted separately into the
role hierarchy (see figure 5 right hand). Explanations of more complex cases can be
found in [5] and [11].

Fig. 3.Inserting the roléduyer

2.3  Conflicts

Task models as well as role models mogtigd to complex hierarchical structures.
Complexity is increased by their mutual dependencies. Thus, different conflicts
within a specification may result from agsing roles and tasks to each other. The
existing hierarchical structures both the tasks and the roles are to be considered. It
is not allowed to assign more tasks to a junior role than to one of its senior roles. This
would result in arassignment conflidiecause in such a cgzévilegegsenior rolg o
privilegegjunior role) would hold true. This, however, is conflicting with the
definition of the role hierarchy (given above). A strategy for avoiding such modeling
errors is incorporated in RT®] Each time a user of our role editor selects a task that
would cause a conflict a warning is shown and the user is prompted to perform a
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correction. Similarly RTNE evaluates editing steps while the task model is under
construction or is being modified.

In addition to suclassignment conflictRTME enables to define explicit cases of
conflicts, namedprivilege conflictsand role conflicts which are checked during
modeling.

2.3.1 Role Conflicts

A role conflictis defined for two roles rl and r2, formally denoted byA¥E r2. It
specifies that roles are mutlyaexclusive. In such a case a user must not take both
roles; it is also forbidden to assign the two roles to the same group. Hence, either rl
can be assigned to a group g or r2 can be assigned to g. FurthermoreA i@ L it

must hold true that no path exists between rl1 and r2 in the role graph.

Basically, the two roles rl and r2 mus independent from each other, i.e. the
only common junior isninRole[5]. (A role is a common junior role of two roles if it
is junior of both.) In additionmaxRolemust be the only senior role of the two
conflicting roles r1 and r2 [5]. Thus, a rotenflict can only exist if rl is neither
senior nor junior to r2. Otherwise, rl and r2 would have at least a common privilege
violating the mutual exclusiveness.

Obviously, a defined role conflict does not only impact group but also task
modeling. Fig. 4 shows two role conflicts specified for the example given above:
seller A AEadministratorandbuyer A /Eadministrator Hence, common privileges
of the rolesseller andadministratoras well as of the roldsuyer andadministrator
are mutually exclusive. The attemfilr example, to define the taskiministrate web
site as a subtask afnline shoppingresults in an error now. Please note that the task
online shoppings assigned to the roleuyerwhile administrate web sites assigned
to administrator In the caseadministrate web sitshouldbecome a subtask ofline
shopping the role model would have to be modified as well so that a junior relation
exists betweebuyerandadministrator

\

Fig. 4. Role conflict example
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2.3.2 Privilege Conflicts

In addition to formulating conflicts between roles REMnables to define conflicts

of privileges. Aprivilege conflictspecifies two tasks t1 and t2, noted by t1 < > t2, that
must not be assigned to a role r at the same time. TheneodRolels an exception to

this rule as it comprises all privileges existing in the model. However, this exception
causes no problem sinogaxRolecannot be assigned to any user or group of users.

Fig. 5. Specification of a privilege conflict.

Fig. 5 shows a privilege conflict defined for the tasikt® sellerandsell online
(rate seller< > sell onling. Henceyrate sellerandsell onlinemust not be assigned to
the same role. The role editor in Fig. 6 shows the attempt to allow a user who takes
the rolesellerto rate sellers. However, the tasl onlinehas been assigneddeller
and thus the sairivilegegseller) cannot be expanded bgte seller RTME forbids
the modification showing an error message. It is up to the developers to decide on
corrections. For example, they might remove the privilege confiitd éeller< > sell
onling). In the same wagrivilegegbuye)), that already containste seller cannot be
extended wittsell online(see for privileges of buyers the role editor content shown in
Fig. 3).

Fig. 6. Privilege conflict impacting role modeling.

The defined privilege conflict has a similar impact on task modeling. Thesédisk
online cannot be specified as a subtasksaté seller (see Fig. 7). If theate seller
sell onlineconflict is not specified the role seller would become a junior robeipér
because of the automatic ragucture computation.
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Fig. 7. Privilege conflict inpacting task modeling.

3 CONCLUSION

The modeling steps presented in this paper basically consist of privilege definitions.
Hereby the groups a person belongs to, the roles a person may adopt, the tasks a
person can perform, and the objects ageis allowed to access are specified. The
definition of group structures, similarly to role modeling as presented above, is done
by subset relations (also resulting in an acyclic graph with directed edge)E RTM
handles the specification of group hierarchies and dependencies on role models in a
very similar way as role-task modeling.

The underlying theory combines our own work on task modeling [2] with the work
on conflict handling by [5]. Hence, our approach provides not only a sound theoretical
basis but contributes also to integration of HCI with Access Control. The extensions
with respect to our previous work are twofold: On the one hand the differentiation of
organizational groups and roles defining privileges is incorporated. On the other hand
RTME implements an integrative group, role and task modeling approachERTM
assists in structuring the model taking imtccount model properties defined so far.
Each time a modeler inserts an additloassignment the resulting hierarchies are
determined and the new assignment is inserted only if it causes no conflicts. This
technique allows, for example, assigpiroles and tasks to each other without
performing required restructuring of the hierarchies. Elé¢aluates instead the new
graph models considering resulting and explicitly defined rules of conflicts. This
approach meets the fact that the moderdrichies result from the groupings of
privileges.

Construction of model hierarchies and conflict control is based on the rules defined
for the meta-model (assignment conflicts) together with the conflict rules defined by
the modeler, namely role conflicts and privilege conflicts.

In the examples modeled so far by means of EThM underlying algorithms have
proven to be very useful. However, thedels were relatively small. We are aware
that in the context of regdrojects more support is heeded to reduce complexity and
mental load. A common technique is to provide various views on a model in
conjunction with filtering mechanisms. The first implementation of EETM1]
provides such view generation. The miedean, for example, extract all objects a



Birgit Bomsdorf

special person has access to or all persatsatie allowed to take a specific role. The
interactive extracted views are presenteditiagram similarly to those used during
editing.

The RTME editor is in the state of a progpe. It possesses import and export
functions (on the basis of XML) enabling the exchange of models with other tools.
Currently our own task modeling approach and MAD are supported. Generally,
RTME can be combined with task models in which a super task is the sum of its
subtasks, i.e. the superior task does not define additional functionality.

Acknowledgments. The author likes to thank Andreas Reitschuster for his
contribution to this work.
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Abstract. Usablity testingis techniqudor analysis of the usability problems of
applications, but it requires significant effort to prepare the test and especially
to analyze data collected during the té&tw techniques such as usage of task
models were introducedo improve and speed up the test analysis.
Unfortunately, only few applications provide the task model. Therefore, we
propose a method and tools frartial reconstructioof the task list and the task
model called skeleton This reconstruction is dorfeom the usability expert's
application walkthroughs. The task model skeleton is generated automatically,
but it should provide similar information during the usability data analysis as
manually createdull-scaledtask model. In order to evaluate usage ef tifsk
model skeleton we conducted a usability study with the wetmie client
Roundcube. Results shatvat the task model skelet@anbe used as a good
substitution for the manually created task model @bilgy testing wherfull -
scaledtask model isiot available.

Keywords: Usability testing, Task list, Task model, Web applications

1 Introduction and Motivation

Incorporating usability testing into software application development process, as
presented e.g. if2], can significantly increase the ieféency of the development
process and the acceptance of the final application by the users. The problem is that
usability testing is not an easy and straightforward process. It consists of several steps,
see steps rectangles in Fig 1, which are time coimgy In each step of the usability
test wide range of supportive data and documents are created, e.g. task list, screener,
various questionnaires and forms for annotations, test logs. Also, additional data can
be recorded like audio/video recordings atss log of the tested application. This
information is not always interconnected, e.g. task list and audio/video recordings
collected during the execution of the usability test. These not properly interconnected
data is hard to analyze in the Step 4 & tisability testing process. If the data is
interconnected sufficiently (e.g., usage of task model to create relations between
collected data seem to be a very promising approach), we can use more sophisticated
analytical methods, e.g. statisti¢@] or visual analysi$1], to find usability problems
of the tested application.



Fig. 1. Schematic diagram of the usability testing process with the task model. In the lower part
there are steps of the usability testing process and upier part there are the task list and the
task model incorporated into the process of usability testing.

1.1 Usability Testing with Task Models

In order to interconnect the collected data the task model can be uséd. Inwe
can sedahatthe task mdel is created prior the start of the usability test and it is used
in Step 3 during the execution of the usability test and mainly in Step 4 during the
analysis ofthe data collected from the usability test. In Step 3, we also use task list,
which is thefoundation of the usability test. Usually, the task list and the task model
are created separately, even though there is relation between them. During the
execution of the usability test the task model can be used for interconnection of
observer's annofans with the task, as presented in [1]. It can be also used for post
test interconnection of log records generated during the remote usability test with the
task from the task model, as presented in [6].

Main benefits of the task model usage can be fonrbde analysis (Step 4), where
it is used as an interconnection between the task list and the collected data. For each
user interaction collected we can judge whether it belongs to the currently solved task
or not without any time consuming searchtlie video recording or in other data
sources. Several usability test analysis tools, which take advantage of task models,
were introduced in [1], [4] and [5]. They show collected data in the form of timelines
visualizations in order to present the length afhetask, length of the interaction and
they give information whether the interaction was expected in the current task.



1.2 Issues of Usability Testing with Task Models

Problem of usage of task models in the usability tests is the necessity to hagk the ta
modelat disposal during the te§there are 2 typical scenarios that may happen:
¥ Task model is availableThis is typical for applications that were generated
automatically or semautomatically based on the task model. Therefore the
task model was cated during the design of the application.
¥ Task model is not available If we want to use the task models, we need to
create them. Creation of the task model may not be an easy process, due to
the oftencomplexity of the task or the tested application.afioa of the task
model is also additional activity that must be performed before the test
begins.

For themajority of applicationsthe task model is not availabéa the time of the
usability testing Therefore, we were looking for the possibility of@uatic or semi
automatic generation of the task model or similar data structure, which would have
similar properties like the task model during the usability test execution and during
the analysis of the data from the test (Step 3 and Step 4 in Fig. lsoltion,
depicted by dashed lines in Fig 1, is based on the expert walkthroughs that are created
during the task list creation stéptep 2.2 irFig. 1). From these walkthroughs theesk
list skeletonand thetask model skeletoare creatednstead of lhe task list and the
task model. The task list skeleton astemplate for the task list with the list of
expected steps. Details of the task list skeleton ahapter 2.3 The task model
skeleton isa sequence of expected user interactions. Compardédtiéttask model,
the task model skeleton is much simpler, without task relations or without hierarchical
structures. Details of the task model skeleton aohapter 2.4

2 Creation of Task List Skeleton and Task Model Skeleton for
Web Applications

Presented approach of creation of the task list and task model skeletons is on one hand
generic but on the other hand it may differ on each application platform (e.g. web,
desktop). In this paper, we will focus on the tools for the web application testing and
on creation of the task list and the task model skeletons for web applications.

2.1 Related work

Similar approach of automatic task model creation was presented by Paganelli et al.
[8]. Authors parsed the HTML structure of each web page and dra@encur Task

Tree (CTT) task model for the whole web application. Problem of the presented
approach is that it generates quite big task models even for quite simple web
applications,e.g. application with about 10 web pages is represented by CTT task
model wih 181 statesSuch huge tree is good for computer processing but will be
complicated for human expert. Another drawback is that it follows the HTML



interactive objects only. Current rich web applications are using JavaScript to provide
interaction with tle user. Therefore the presented algorithm will not detecs pfithe
interactions and task model states based on the JavaScript. While our approach is
based on recording of interactioesecuted by an expentalkthroughwe are able to

record all of themAlso the task model is containimguchsmaller number of states

that make it easily understandable.

2.2 Interaction Log Recorder

Our approach of automatic task list and task moel@nstructioris dependent on
logging of user interaction (log record). Logging is used to detect and save both
expert walkthroughs in Step 2.2 and user interactions during usability test (Step 3).
Eachlog record musiprovide sufficient information about the type ofiteraction
performed and about the new state into which the applichidmoved. In this work
we were focused on implementation @flog recorder for web applications. Our
recorder is based on Selenium IDiEtg://seleniumhg.org/projects/ideivhich isa
browser plugin using JavaScript to listen to mouse clicks and key presses and records
the data about interaction. Recorder is application independent so we do not have to
install custom JavaScript code into the tested application in order to recoeadttiote
log. The structure of the log record is standard Selenium IDE XML log fof@jat
While the standard Selenium IDE pltig does not store time stansp we have
implemented custom function to inclutteeminto the log record.

2.3 Task List Skeleton

The task list skeleton @template ofatask list with the list of expected steps. It is a
rich text document where expected stgeserated by the expert walkthroughe
automatically inserted into task list templatging XML transformations. If therare

more walkthroughs for the particular task, these walkthroughs are transformed into
separated lists of the expected steps. In the Table 1, theneei@ample ofthe task
definition from the usability test of the Roundcubenail client. Details abouthe
usability test are in the chapter 3. The task description (in italics) must be entered by
the usability expert who prepares the usability test. When the missing parts of the
document ardilled in the document becomes finalized task list and can be insed
usual way by the usability test moderator and logger.

2.4 Task Model Skeleton

The task model skeleton ig sequence of expected user interactions. Visual
representation othe task model skeletomutomatically generatetbr the Task 5
(expert walkthough 5.1) is irFig. 2 There are 3 interactions that must be executed in
order to complete the task. Fig 3, the manually createtisk model for the Taski$
presented which is based on two expert walkthroughs (walkthrough 5.1 and
walkthrough 5.2). Campared with thdull-scaledtask model, the task model skeleton



is much simpler, without task relations or without hierarchical structures. Each
subtask of the task model skeleton reflects one step in the task list.

Table 1. Example of thetask list skeleton for the task 5 from the Roundcuimeaé client
usability test.

Task list skeleton
Task description Open first new message in inbox and read it. Add sender of the m«
to the address book
Expected steps 1. Click at the link "Info bulletin”.
2. Double click at the link " Info bulletin
3. Click at the image "add".
- or -
1. Click at the link "Info bulletin".
2. Double click at the link " Info bulletin
3. Click at the "rcmbtn10'. (Address book)
4. Click at the "rcmbtn105"(New contact)
5. Type "Info" into field " rcemfd_name ".
6. Type "infa@lkom.cz" into field " rcmfd_ email".
7.Click at tte "rcmbtn100".

Fig. 2. Visual representation of task model skeleton 5.1 for task 5.

Each subtask of the task d&l skeleton contains the same information about the
user interaction as was recorded by the interaction log recorder. Thanks to that we can
perform comparison of the subtask in task model skeleton with particular interaction
in user log record in order tmatch the interaction with the subtadikask model
skeletons are stored in XML file format in order to be easily loadetidanalytical
applications used in analysis step (Step Bignl).

Fig. 3. Task model for task 5 repregmg possible task model created from the task model
skeletons 5.1 (in Fig 2) and skeleton 5.2



4 Use Case: Web BEnail Client Roundcube

In order to evaluate our proposal of the web application usability testing with the task
model skeletons, we executdte usability test of the webmail client Roundcube
(http://roundcube.net). At the beginning, heveanalyzed the application and created
the expert walkthroughs using the interaction log recorder (see chapter 2.2). Task list
and the task model skeletavere created using XML transformations and the task
descriptions in the task list were added. During the teshaverecorded the user
interaction usingthe interaction log recorder and then \have analyzed the data
using Interactive Visualization Emainment (IVE) tool[7]. IVE is an interactive tool

for visualanalysis of data from usability studi¢¥E uses an internal object database
and convertor plugns to convert collected usability test data into the internal
database. Usability expert uses e€interactive visualization views to analyze the
data. Each interactive visualization view is developed as aipltigat has access to

the IVE internal database and it can communicate with otheripdughrough a
simple message dispatching system

3.1 Test Setup, Task Model and Task List Skeleton Creation

According to a minimal required number of participants for usability study [3] we
selected 6 participants, both technically experienced andembmical ones. None of
them had a previous experienaith the Roundcube client, but some of them had
experience with other webmail clients, such as Gmail. The test was conducted in
the usability lab and including prand postest questionnaires it took from 30 to 40
minutes. Beside the data collected the interaction log recorder wieave also
recordedanaudio and video froreachsession.

During the application analysis weve selected 11 tasks and prepared the task
model skeletons and the task list skeleton for them. Tweksfocused on typical-e
mail activities like reading, sending and forwardinrgails. Wehavealso focused on
e-mail folder management and work with address book. Each task in task list and task
model skeleton was created using one expert walkthrough except the task 5, where we
have recorded two walkthroughs. Creation of the task model skeleton and the task list
skeleton generated only a small time overhead over the standalone task list
generation, because we needed to save recorded interactions for every taskas/hich
slightly broken the flow of recording process Also recording of the alternative
walkthrough for task 5 required rollback of the system to the previous state that took
few minutes. Overall process of the task model skeleton generation and the task list
skeleton gemation was perceived positively.

3.2 Analysis of Usability Test Results with help of Task Model Skeleton

In the Fig. 4, there are two timelines representing data collected dbemgability

study of the Roundcuberaail clientof the participant p7. Tie lower timeline shows
length of each task. The upper timeline shows recorded log interaction combined with
task model skeleton. Each rectangle represents one user interaction. The color of the



rectangle highlight, whether the interaction was correcerancorrect (white) or it
may be correct, because the interaction is expected in some moment in the task
(yellow). The interpretation of the sequence of various colors is:
¥ Sequence of green rectanglesSuch a sequence represents optimal
execution of thegask (e.g. Task 6). There may be white rectangles before the
first green rectangle (e.g. Task 2), which represent unexpected interaction
before the optimal execution started.
¥ Sequence of green rectangles, which is interrupted by white rectangles
and continues with green rectanglesSuch a sequence represents event,
when participant performs optimal execution of the task, gets lost, but he/she
is able to recover back.
¥ Sequence of green rectangles, which turns into sequence of yellow
rectangles.Suchs sequece represents same start as in previous example,
but the participant recovers with interaction from the task but not the
expected oa(e.g. user starts from beginning).
¥ Sequence of yellow rectanglesSucha sequence (e.g. Task 3) represents
situation wherthe participant starts the execution of the task with interaction
that is part of the particular task model skeleton but is not the expected one.
Example of such case is usage of browser navigation buttons or optional
execution of first (or expected) imgetion.

The interpretation of the timeline visualization allowed us to focushemmost
problematic tasks, e.g. in task 3 Wwavefound that the participant performed search
action from different web page and in the task 5 the participant added wraagtcon
In the task 2, the participant was not sure if he/she finished the task, so he/she
performed last interaction again.

Fig. 4. Visualization of the timeline for participants 7.

4 Conclusion

In this paper wéhavediscussedhte advantages of the usability testing with the task
models. We pointed out that the biggest barrier of this methtite missing task
model for the most of the tested applications. To overcome this barridravee
suggested the modification of the taik treation step be extended to create also the
task model. The result is the automatically created task model skeleton and the task
list skeleton. These are then used for task model based usability testing and analysis.
We haveconducted the usabilityely of the web email client Roundcube with 6
participants in order to evaluate our concept of the task model skeleton. The analysis
of the data showed that we were able to match user's interactions with task model
skeleton and to show which interactiorldmged to which task. Then we showed the



interpretation of data visualization and examples of usability problems that were
found.

However, we found out that in the web environment the browser controls can
influence the list of recorded interactions, ¢ usage of the back navigation button.
Therefore, the future work in this area should be addition of web browser interactions
recording into the interaction log recorder. With this knowledge, we can introduce
refinements to the user log record and betisualize user interactions as correct or
incorrect. Sometimes it was hard to recognize, what was the object the participant
interacted with. The example is click at "rcmbtn101" which means that the user
clicked at the address book. As a future work, heutd reflect this andesignbetter
identification of targets both during the interaction recording and data analysis.
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Abstract. Several activities related to human-computer adgon (HCI)
design are described in literature. However, ihds clear whether each HCI
activity is equally important. We propose a mulBdiplinary framework to
organise HCI work in phases, activities, methodgs;and deliverables. Using
regression analyses on data from 50 industry pij@e derive weights for the
HCI activities in proportion to the impact they make usability, and compare
these with the recommended and assigned weights. stbres of 4 HCI
activities (user studies, user interface desigabpilisy evaluation of the user
interface, and development support) have the nropact on the Usability
Goals Achievement Metric (UGAM) and account for 588ariation in it.

Keywords: HCI activities, design process, weights.

1 Introduction

A human-computer interaction (HCI) design processade up one or more phases,
each of which may consist of one or more HCI atiisi Each activity may be
associated with one or more methods. A method neayire specific skills. An
activity may result in a specific deliverable timaay be an end in itself, or may be an
input for another activity in the HCI design prosex the software development
process.

For example, usability evaluation is an HCI activitat is a part of almost every
HCI design process. Usability evaluation could bEgrmed by several methods such
as a think-aloud test, a performance test, a heurmvaluation, a cognitive
walkthrough, or an expert review. Performing eaathud requires a specific set of
skills — e.g. the think-aloud test requires skifigprototyping, qualitative test design,
user recruitment, interviewing users, and analysitaga. The activity results in
deliverables such as usability problems with theigte potential ideas to improve the
design, and possibly a decision about the fututeseoof development.

Several HCI activities are described in literatu@ne or more methods and
deliverables are prescribed for each activity. Authof HCI design processes often
express their preference for one method over therotHowever, it is not clear
whether each HCI activity is equally important.drspecific project, some activities
may happen with high level of fidelity, other adtiiz’s may be cut short, and some
activities may not happen at all. Given the contskipping an HCI activity may have
a significant impact on the usability of the prouehile skipping or cutting short
another activity may only have a marginal impact.



In section 2, we review traditional design literatand HCI literature to articulate
the characteristics relevant to design of intevactirtefacts. In section 3, we identify
8 HCI activities that we believe are important imyaCI design process and organise
them in a multi-disciplinary framework along witheir associated methods, roles,
and deliverables. In section 4, we propose a metihedpress the relative importance
of these activities. In section 5, we describe wdtthat we conducted with 50
industrial projects in India to arrive at the relatimportance of these activities
empirically. In section 6, we present our conclasio

2 Design Activities

2.1 Activities in Traditional Design Process

Archer defines design as a goal-driven problemisghactivity [1]. According to
Jones [2], the effect of designing is to initiatel@nge in man-made things that in
turn affect the manufacturers of those products, distributors, the purchasers, the
users, and ultimately the society. An important@blthe designer is to predict each of
those behaviours and responses at each stagelifetbethe product.

One of the ways to understand design is to chartdésign process [3]. Several
authors agree that at its bare bones, a systehagign process comprises of three
fundamental activities [1], [2], [3], [4]:

Analyse the user needs, the problems and the appties to identify the goals
and the constraints

Synthesise alternative solutions

Evaluate them against goals and redesign the prechere necessary.

Authors also agree that the design processeseaeivie. Problems found with the
proposed design at the time of evaluation are firesinew design solution and this is
done until the most appropriate solution is fouAd.iterations progress, the design
also moves from generic to detailed. Designers leodved many methods to carry
out these activities. The main effect of the desiggthods is to externalise what good
designers do intuitively to allow design of complnd innovative systems that might
be beyond the experience of any one designer.

The need for expanding upon the design brief itsefbre converging to a solution
has been expressed by several authors, includingsJf?] and Laseau [5]. Jones
broadly divides design methods into three categoti@t correspond to the three
stages of design — divergence, transformationcangtergence [2].

Divergence refers to the act of extending the baunaf the design situation to
have a large search space in which to seek a @oluthe aim of divergent search is
to restate the original brief while identifying tifeatures of the design situation that
will permit a valuable and feasible degree of cleanijey characteristics of the
divergence stage are its tentativeness and inisgabilhe objectives, the problem
boundary, and the sponsor's brief are unstable, eamive during this stage and
evaluation is deliberately deferred so that nothiatgvant is disregarded. Design
methods related to this stage often require botiomal and intuitive actions, and
many of them require “legwork rather than armclsaieculation”[2].



Transformation is the creative and the most intargsstep of design when the
objectives, the brief, and the problem boundariesfixed, the critical variables are
identified, the constraints are recognised, andfiortunities are taken. Jones warns
that this could also be the stage where big blundes made, and where experience
and sound judgement are necessary. Design metloodseérching for new ideas
(such as brainstorming and synectics), and desigthads to explore the problem
structure (such as mind mapping, interaction matdrd affinity) enable this
transformation. Jones calls many of these methedblack-box methods” as these
depend on the chief designer’s creativity and tidni[2].

In convergence, the designer’s aim is to reduces¢foendary uncertainties rapidly
so that an optimum solution can be arrived at withimal effort. During this stage,
the designer is working with the most details isige and if he does not converge
fast, the number of alternatives available can @@l Design methods related to
convergence stage are related to evaluation, merasmt, and analysis. Jones calls
these as “glass-box methods” as these are vepnedtand analytical [2].

2.2 Activities in HCI Design Process

Many authors have prescribed process models spabjfi for the design of
interactive products. Several of these (particuldHe early authors) came from
backgrounds in psychology, and their process masdlisct a stronger emphasis on
analysis, usability evaluation, and convergentkinig. Nevertheless, there are many
overlaps with the traditional design processedjqaarly in the later literature.

The basic ideas for design of interactive systeragevalready articulated by the
1980s. Gould and Lewis recommended three “prinsiptef design, which easily
translate into the steps of a process: early fomususers and tasks, empirical
measurement of user performance on prototypesitaradive design to fix problems
found during usability tests “as they will be” [6They also acknowledged the
importance of the process to ensure meeting usapdals.

More detailed process models have been proposedthr authors. Nielsen
suggests a 11-stage usability engineering lifecyubelel [7]. Kreitzberg identifies a
6-stage design methodology [8]. Dix et al. reldte HCI design process to software
development lifecycle [9]. Preece et al. emphatsiseneed to look “beyond HCI” into
interaction design [10], [11].

Contextual Design process developed by Beyer arttlibatt explicitly brings in
divergence and transformation in addition to cogeace [12]. Divergence is enabled
mainly by the technique of contextual inquiry, aterview technique that draws upon
ethnography and allows designers to gain deep stadeling of users’ tasks, roles,
artefacts, environment, and culture. Transformat®trought in by consolidating
findings across users through techniques suchfimstyafind redesign of users’ work
with a vision of the design that drives changeth&organisational work practice.

Cooper and Riemann’s goal-directed design procesdriven by roles such as
managers, designers, programmers, software temteraisability testers [13]. Their
design process consists of steps that reflect gérare, transformation, and
convergence: Research users and the domain; meeled and use contexts (personas
and their goals); define requirements of usersjniess, and technology; create a



framework to define the design structure and fldwotigh scenarios; refine the
framework; design the interface details; and vatidhem.

Mayhew brings the perspective of an external ugphibnsultant to the product
development process [14]. Mayhew suggests a vaoietychniques to carry out each
task, but her approach is open and flexible — oag substitute a quicker / cheaper
technique to do a task, but each task must be d@he. approach to activity and
method is similar to Mayhew’s approach to task suthnique). Garrett divides users
experience of a website in five layers — surfadesleton, structure, scope, and
strategy [15]. Garrett’s model of user experierscedt a process model in itself, but it
has important implications for the process. Dedisiat lower layers affect the
choices available at the higher layers. Therefarestrategic decision will ripple
through the scope, the structure, the skeleton,tl@durface. Similarly, changes in
the scope will affect the structure, the skeletg the surface. Therefore, one needs
to consider as many alternatives as possible béfeezing upon the strategy and the
scope.

Gulliksen et al. review HCI literature and list kpsinciples of user centred design
[16]. One of the principles they emphasise is et design should be holistic,
considering all aspects including impact of desmm the users’ work, on the
organisation, roles, etc. All parts of the prod(teisk organisation, user interface,
online help, user training, health and safety aspetc.) should be influenced by
common design thinking.

3  Framework for HCI Design

By combining the essential characteristics of thgous processes discussed above,
we propose a process framework for HCI design.unframework, we prescribe 8
HCI activities, and associate them with typical hoels, and deliverables. We
organise the activities in phases, which we desdrilierms of four questions derived
from [12]: What matters? How should we respond? How shoulddibgign be
detailed? How are we doing?

Figure 1 captures the phases, activities, methods, skiltsl deliverables in a
visual form.Table 1 summarises the same in a tabular view. Below, @geribe this
framework in detail. The framework is a flexible waf understanding and
communicating the work of HCI designers in diffarenntexts. Our objective is not
to prescribe a one-size-fits-all HCI design procéss rather to articulate the typical
HCI activities within which several methods andid®lables can be assimilated. Not
all activities or methods may be essential in @astance of the process.



Figure 1: Proposed framework for HCI design process.

3.1 What matters?

It is not only about what is “required” by someofié/hat matters?” is a broader
guestion and asks the design team to look at thblgm at hand as holistically as
possible. This question is answered through divergenking, looking beyond what
had been specified in the design brief. The HCivdgtassociated with this phase is
user studies, user modelling, and market analyastivity 1 in Table 1). To
understand the key concerns of the users, the tuillars, the domain, and the
context deeply, the team uses methods such ahstdke interviews, contextual user
interviews, focus groups, field observations, lotplgses etc. The team may also
study related issues such as the environmentahlsoc cultural aspects. Most teams
would do a benchmark analysis of competitive présludhis is a very multi-
disciplinary phase where ethnographers, businealysia, domain experts, client /
business stakeholders, designers, and potentied ase involved. At the end of this
phase, the team gets a good understanding of useesis, problems, goals, and
constraints. They also have a good understandintpeofdesign opportunities. The
phase ends with identifying product goals, inclgdisability goals.



3.2 How should we respond?

This is a holistic question as well. Now the desigam is not just describing the
situation but also transforming the problem spagethgt one or a few solutions
become evident. The team begins with ideation \(#gt? in Table 1). With their
creativity, but also using a range of ideation teghes such as brainstorming,
synectics, participatory design, quality functioaptbyment, and TRIZ (theory of
inventor's problem solving) the team comes up witnge of design ideas that solve
the problems and realise the opportunities.

The ideas could be wild and divergent to begin witht eventually the team
reaches a coherent understanding and articulatfothe context and creates a
meaningful, holistic response — a high-level prddiefinition (activity 3 inTable 1).

In interaction design, the product definition itenf expressed through personas and
scenarios. Sometimes, low-fidelity prototypes amated to support the scenarios. If
design involves a new hardware, the form factandslelled. If it involves software,
wireframes of the screens are created. Buxton tladise techniques as ‘sketching
user experiences’ [17].

In this phase, a multi-disciplinary team is invalyéncluding designers, business
analysts, engineers, and client / business statet®lIf the method of participatory
design is used, users are also involved. The ptogoals guide the team in this
phase, but the product goals are also reviewed.

The first loop in the framework is thieasibility loop that occurs just after the
product definition. Here business and technicakifelity of the proposed product
definition are assessed. If competing product dédims are still in contention, a
choice is made. If none of the proposed produdhiieins is found to be feasible, the
team goes back and think of more alternativeshist dtage, the design team may do
a formative evaluation of the product definitiorct{aity 4 in Table 1), possibly by
lightweight methods such as a heuristic evaluatiom cognitive walkthrough. The
product definition would be refined to fix any ptetms found. At the end of this
activity, product goals are finalised and techrjcaind financially feasible product
definition is agreed.

3.3 How should the design be detailed?

Once a feasible product definition is agreed upie, detailed user interface is
designed (activity 5 inTable 1). This activity completes the transformation and
initiates the convergence. Designers explore thaildef the user interfaces such as
labels, icons, and behaviour of widgets. The textiitten. Information is visualised.
Visual elements such as typography, colours, fand, layouts are designed. Product
form is finalised. Design decisions that seem paldirly risky are prototyped first so
that feedback on these can be sought early. Thigitgds primarily the designers’
responsibility, though truly innovative designs miaquire collaboration between
design, technology, and business. The output sfghase is one or more prototypes
capturing and representing the design decisions.



3.4 How are we doing?

In this phase, the team seeks to converge to deusalution quickly. The purpose of
creating a prototype is to evaluate it. As it mappen, the initial design decisions do
not fit all the users’ needs. When a prototypeady, a formative usability evaluation
is done against the usability goals to identifygmbial problems with the design
(activity 6 inTable 1). Card sorts and think-aloud tests are the mafemed method
of evaluation at this stage, but other methods ailgg be used. Usability evaluators
do the evaluations, though designers may alsogjzate to get a first-hand feedback.
The evaluation generates a list of problems an@jdedeas to fix them.

The second loop in the framework is that reflesign As Gould and Lewis,
interactive systems are particularly prone to hgyiroblems in the early designs [6].
After a round of evaluation, problems are fed back products are redesigned until
an acceptable solution is found. The fidelity of tprototypes keeps increasing
through the iterations as more details are addéis Fycle of design, prototype,
evaluate, redesign needs to be tight, quick andwue as few resources as possible.

Changes to the design inevitably happen duringwsoé development. Some
changes are inadvertent slip-ups that need to breated (e.g. an accidental change
of typeface, colour, or layout). Other changes htmvbe made because the original
design was not feasible. Yet other set of changepén because there is a change in
requirements or change in technology platform. lincases, ongoing collaboration
between the design and engineering teams is impgadtaing software development
— we call this development support (activity 7Table 1).

When an early version of the production code besoawailable, it is a good idea
to do asummative usability evaluaticamgainst the usability goals (activity 8 Tiable
1). Often summative evaluation is done in a lab-Daggantitative performance test.
In some cases, it may be done by deploying theyatoth the field. Preferably, a
summative evaluation is done by an external evaluathe main outcome of a
summative evaluation is (hopefully) a usability epgal. A set of metrics could also
emerge. Though summative evaluation is not supptmsaffect the design, if serious
usability problems are found, these ought to bedikefore release.

Table 1: A multi-disciplinary framework for the HCI desigrrqeess. Asterisk (*) denotes
necessary deliverables.

Phases Disciplines HCI Activities Methods Deliverables
What Ethnographers, 1. User studies, Stakeholder interviews Analysis of individual
matters? business analysts, user modelling, Contextual inquiry interviews
domain experts, market analysis Focus groups User models such as
client / business

affinity, work models,
mind-maps, personas
User needs, problems,
goals and constraints*
Opportunities for design
interventions

Product goals (including
usability goals)*

stakeholders, Competitive product
designers, users analysis




Phases Disciplines HCI Activities Methods Deliverables

How should  Designers, business 2. Ideation Brainstorming Design ideas
we respond? analysts, engineers, Participatory design
client / business TRIZ
stakeholders,
ethnographers, users QFD
3. Product Interaction design High-level use scenarios,
definition Information architecture ~ Storyboards
Low fidelity prototypes,
wireframes of software,
foam models of hardware
Business model
Strategy, scope and
structure of Garrett's
model

Feasibility Engineers, client/ 4. Formative Heuristic evaluation Refined and approved
business usability product definition and
stakeholders, evaluation 1 and product goals*
usability experts refinement Technology feasibility

approval*
Business feasibility
approval*

How should  Designers, engineers 5. Design detailing  Intertiesign Medium to high fidelity
the design be Information design Ul prototypes through
detailed? s . iterations
Navigation design
Structure, skeleton and

Visual design . surface of Garrett’s model
Product form design

How are we  Usability experts, 6. Formative Heuristic evaluation Usability problems
doing? designers, users usability Cognitive walkthrough Metrics
evaluation 2 and... Think aloud test
Card sorting

... refinement Same as in design Refined, detailed Ul
detailing prototypes*
Ul specification*
Dev. support  Designers, usability 7. Development Reviews during Minor tweaks

experts support development
Usability experts, 8. Summative Usability performance test Usability approval*
users usability Field trials Metrics

evaluation 3

4 Recommended Weights for HCI Activities

The HCI activities in our framework must be integrhwith the software engineering
process model in use, so that they are applieldeiptactice of software development.
Further, each activity may not be equally importanall situations. The importance
of an activity would depend on the nature of thedpct, the context, and the
experience of the team. In this section, we reconthike importance to be assigned
to each HCI activity in our framework appropriate fypical contexts. However, note
that the importance may vary in specific cases éa@xamples of which we point
out). We express the importance of an activity §signing it a weight on the scale of
0-5, where 0 indicates that the activity is notevaint, 1 indicates the activity is



somewhat relevant, 2 indicates the activity isygfidal importance, 3 indicates the
activity is more important than usual, 4 indicatiest the activity is very important,

and 5 indicates that the activity is extremely imant. Expressing the importance of
these activities in this manner helps in directl@aton of process metrics, as we
describe in [18] and [19].

We will demonstrate the use of this framework witie waterfall model of
software engineering. Despite criticisms, the wiatemodel is still popular in the
industry. In a survey of 200 practitioners, NeilidalLeplante reported that the
waterfall model was the most dominant and 35% ef ghactitioners claim using it
[20]. In our experience, the waterfall model is disaven more extensively in the
Indian software industry.

To integrate our framework with the phases of tlatenfall model, we suggest that
the Communication phase of the waterfall model khinclude activities 1-4 of our
framework, the Modelling phase should include atitis 5-6 and the Construction
phase should include activities 7-8 [2Tpble 2 lists our weight recommendations
for each HCI activity when integrated with the wéa# model in this manner. Below,
we describe our rationale for these weights.

Table 2 Initial weights recommendations for HCI activitiesthe waterfall model.

HCI Activity Recommended
weights
1. User studies, user modelling, competitive produetiysis 3-4
2. Ideation with a multidisciplinary team 2
3. Product definition 1-3
4. Usability evaluation 1 of the product definitiondarefinement 1-3
5. User interface prototyping 4-5
6.  Usability evaluation 2 of the user interface arfthesment 4-5
7.  Development support: ongoing reviews by usabikgmh during development 3
8. Usability evaluation 3 of an early version 1-3

In the beginning of a project, it is very importdatunderstand the context of the
user and the market scenario. Hence, the activitdsted touser studies and
competitive product analysis is recommended a weifi3 to 4. The weight can
increase if the team is especially unfamiliar vitie domain and the context, and can
decrease if the team is very familiar with the domaand the context.

Ideation is an important activity. However, doing ideatidarmally as an
independent activity may not be as important aeggimg ideas. Since user studies
may also generate many ideas, the importance dicéxpeation is somewhat less.
We therefore give it a weight of 2. However, exteasiser studies may not be done
if the product is not based on contextual datadoutdeas, (for example, a toy, or an
interactive installation). In such cases, the wedajftideation will go up.

Product definition is given a weight of 1 to 3 because we feel tloisvay can
vary in importance. In situations where the prodsoctery innovative or particularly
unpredictable, the weight of this activity can gn ©n the other hand, if the product
is very predictable and what needs to be done=algl understood by all, the weight
can go down.



Detailed Ul prototyping is the crux of the HCI design process as the main
deliverables of HCI professionals come forth from This activity is therefore
recommended a weight of 4 to 5.

In our framework, we identify three occasions whasability evaluation can be
done — just after the product definition, afteradeig out the user interface, and after
an initial version of the working product becomeaikable. Of these, the first two are
formative (aimed at improving the design), while fast one is summative (aimed at
ensuring that all goals have been met). The foraativaluations are important as
they directly affect the design. Between the twarfative evaluations, we expect
usability evaluation 2 of the user interfaceto be more important in many contexts
as it will evaluate the design with many of itsalkst in place. This evaluation is
therefore recommended a weight of 4 to 5. We assthmae if this formative
evaluation was done well, the importance of dolmgdther two usability evaluations
will be less.

Usability evaluation 1 of the product definitionwill usually have to be done on a
very low fidelity prototype under very tight deats. Hence, we recommend a low
weight for this step. In practice, the situationaynvary somewhat. There may be
opportunities (e.g. high-fidelity prototype was #able early) and reasons (e.g. to
demonstrate ideas to investors) to give more inapoe to the first formative
evaluation. In this case, the weight of this usgb#évaluation can be increased and
correspondingly, the weight for the next usabiéitsaluation can be decreased.

Usability evaluation 3 of an early releasds a summative evaluation and is
expected to have little impact on design. Henceyas also assigned a weight of 1.
However, in projects where user is expected to riteca tasks, this step will gain
weight of up to 3.

Finally, we reckon that a lot depends on the camihcontact between the HCI
professionals and the development teams afterdtindta of detailed Ul prototyping
has been completed. Unanticipated Ul changes nisg kate in the project. In many
companies, the HCI professionals are a shared mess@nd they keep moving from
one project to the next before the earlier projgaver. To emphasise the importance
of development support and reviews of design changes during software
development, we assign this step a weight of 3.

5 Validating Recommended Weights

5.1 Method

We derived the relative contributions of HCI adi®s in our framework to usability
(and validated the weights proposed in section #h whe help of simple linear
regressions of each activity and a stepwise maltiplear regression of all activities
on the usability of products in real-life industnieojects.

As a measure of the usability, we selected Usgb@ibals Achievement Metric
(UGAM), a product metric that measures the extenwhich the design achieves the
usability goals. To calculate UGAM, high-level usexperience goals are broken
down into detailed, measurable goal parameters.ekample, parameters for the



high-level goal ofearnability could be: options / data / information should heyeto
find, user should take little time to learn, uskowd be able to learn on his own, the
product should be consistent with its earlier \@mrsietc. Each goal parameter is
assigned a weight between 0-5. During a usabiligiuation, each goal parameter is
assigned a score between 0-100. UGAM is the sutheofveighted average of the
scores,

where W is the weight of the goal parameter p andisSits score. UGAM is

described in more detail in [18] and [19]. Goalsl goal parameters are described in

more detail in [22].

HCI professionals working in the Indian IT industmere invited to participate in
the study. Participants were taught the methodatfudating UGAM. They were also
walked through the HCI activities in our procesmtiework. First, participants were
asked to calculate UGAM scores of the productsvdedd by their projects.
Participants were then asked to assign a weigkath HCI activity based on their
judgement of the importance of that activity in temtext of their project. While they
were shown the recommended weights described allbgg, were also given the
freedom to assign a different score if they wished.

Finally, participants were asked to assign a storeach HCI activity from O to
100, where 100 represents the best case situatiothe activity was done in the best
possible manner, with the highest fidelity, in thest appropriate phase of software
development and with the best possible deliveraliBsrepresents that the activity
was somewhat toned down, but was still well-timad aell-executed; 50 represents
an undecided state where the activity was done sathe shortcuts or perhaps was
not timed well; 25 represents that the activity wlase with many shortcomings; and
0 represents the worst case situation where tlvtgavas not done at all.

To help participants assign a score to each agtivie came up with detailed
guidelines for evaluating each activity. For exambllowing are the guidelines for
the activity 1 — user studies, user modelling, emghpetitive product analysis:

1. Both organizational data gathering and user studiase done before
requirements are finalized.

2. User studies are done in the context of the usgréhb method of contextual
inquiry.

3. User studies are done with at least 20 users i gaofile.

4. User studies are done by people with experiencasir studies in a similar
domain of at least 2 projects.

5. The findings including user problems, goals, oppoities, and constraints are
analyzed, documented, and presented in an estadlishser modelling
methodology such as personas, work models, affildiyram, etc.

6. Competitive / similar products and earlier versiafghe products are evaluated
for potential usability problems, at least by usidigcount usability evaluation
methods such as heuristic evaluation, and are bmacked.

7. User experience goals are explicitly agreed updioteefinalizing requirements.

100 = All the above are true, the activity was pemried exceptionally well, 75 =
At least five of the above are true, including pain or all the above are true, but
point 3 had fewer than 20 users per profile, thévity was performed reasonably



well, 50 = At least three of the above are trugluding point 7, the activity was done
with some shortcuts and / or perhaps was not timelti, 25 = Only two of the above
are true, the activity was done poorly with mangrstomings, 0 = None of the above
are true, the activity was not done.

Detailed guidelines for all activities are avaikaloinline [23].

5.2 Weights Assigned by Participants

A total of 36 participants submitted 50 projectenfe participants submitted more
than one project). The HCI related experience ofigpants was between 1-7 years.
The participants came from a wide variety of conigsirincluding large contracted
software development companies, smaller contractedtware development
companies, multi-national companies with large patddevelopment centres in
India, one large, internationally popular intereempany, and five smaller product
development companies. Only the projects followting waterfall model were used
for the analyses presented in this paper.
Table 3 lists the averages of weights actually assigneddnyicipants for HCI

activities and their standard deviations. Partieipado not seem to have deviated
substantially from our recommendations.

Table 3 Initial recommendations for weights of the HClieities and the average and the
standard deviation of weights actually assigne@dnyicipants to those HCI activities (N = 50).

HCI Activity Recommended Assigned weights Assigned weights
weights average SD

1. User studies, user modelling... 3-4 3.7 0.8
2. Ideation with a multidisciplinary team 2 25 0.7
3. Product definition 1-3 3.1 0.7

4.  Usability evaluation 1 of product definition... 13- 2.0 11

5. User interface prototyping 4-5 4.5 0.6

6. Usability evaluation 2 of the user interface... - 3.8 0.8

7. Development support... 3 3.2 0.8

8.  Usability evaluation 3 of an early version... 1-3 1.9 1.0

5.3 Weights Derived from Regression Analysis

The score of each HCI activity is a measure of filelity of that HCI activity.
UGAM is a measure of usability goal achievemerthi project. The UGAM score is
arrived at independently of the scores of HCI atitis. If we can find the relative
effect of the scores of HCI activities on the UGAddores, this could be a way of
evaluating the impact of HCI activities on the ubgh

Separate simple linear regressions were perforragdnaing the scores of each of
the eight HCI activities to be the predictor valkaband UGAM to be the criterion
variable Table 4). In case of each HCI activity, a significant mbdmerged and the
activity score had a positive significant Pearsamugelation with UGAM (0.56 > R >



0.33,0.32 > B> 0.11, 0.30 > adjusted’R 0.09, 22.399 > F > 5.79p <= 0.02, two-
tailed). All coefficients were positive. All lowebounds of the 95% confidence
intervals of the coefficients were also positive.

We can conclude that all HCI activities recommendedable 2 affect UGAM
positively. The scores of the HCI activities seenbé affecting the UGAM scores to
varying degrees — some HCI activities have a laeffect on UGAM than others. The
strongest correlations, largest adjustefl \Rlues, and largest coefficients were
observed for the HCI activities of user interfacetptyping, usability evaluation of
the user interface and refinement, development etip@nd user studies, user
modelling, competitive product analysis. This jfisi our 3+ weight
recommendations for these activitiebable 2) and also the 3+ average weight
assigned by participant$dble 3).

The adjusted Rvalue in a simple linear regression representexitent to which a
predictor variable affects the criterion variablée could possibly assign weights to
the HCI activities derived in proportion to the asted B values we show below in
column 4 ofTable 6.

Table 4 Summary of simple linear regressions on UGAM m@teigon variable and the scores
of individual HCI activities as predictor variables merged project scores (N = 50). The top
four correlating activities have been highlighted.

Model 95% conf.
interval for B

R R Adi. F s B t  Sig. Lower Upper

R? Bound Bound

User studies 0.445 0.207 0.190 12.517 0.001 0.221 3.538 0.001 0.095 0.346
Ideation 0.384 0.148 0.130 8.326 0.006 0.190 2.8860.006 0.057 0.322
Prod Def 0.406 0.165 0.148 9.481 0.003 0.227 3.0790.003 0.079 0.375
UE 1 0.351 0.123 0.105 6.748 0.012 0.162 2.598 12.0 0.037 0.287

Ul Proto 0.564 0.318 0.304 22.399 0.000 0.299 4.733 0.000 0.172 0.426

UE 2 0.534 0.285 0.270 19.126 0.000 0.249 4.373 0.000 0.134 0.363

Dev Support 0.532 0.283 0.268 18.967 0.000 0.216 4.355 0.000 0.116 0.315
UE 3 0.328 0.108 0.089 5.796 0.020 0.134 2.407 2.0 0.022 0.246

Using the stepwise method, a multiple regressios parformed assuming the
scores of the eight recommended HCI activitiesragliptor variables and UGAM as
the criterion variable. The most significant moudklrned these values: R = 0.784, R
= 0.614, adjusted R= 0.580, F = 8.533) < 0.005. The four HCI activities identified
above also emerged as significant predictors i tddel Table 5). The scores on
these four HCI activities predicted 58% of variatio UGAM (adjusted R= 0.580).
These four HCI activities had a positive, signifitaoefficient p <= 0.023) and the
lower bound of the 95% confidence interval for edlefficients was positive. The
variance inflation factors (VIFs) of all predicteariables are well below 4, indicating
that there is no multi-collinearity among the potdi variables. This implies that the
assumption that the HCI activity scores are inddpahvariables was acceptable for
the purpose of the stepwise multiple regression.



Table 5 The most significant model in the SPSS outpuitepwise multiple linear regression
on UGAM as criterion variable and the ratings of H€tivities as predictor variables (n = 50).

R R? Adj. R? Std. Error Change Statistics
Est‘frfrf;‘; R Square F df1 df2 Sig. F
Change  Change Change
0.784 0.614 0.580 7.702 0.073 8.533 1 45 0.005

Unstandardised Standardised t Sig. 95% Confidence Collinearity

Coefficients coefficients Interval for B Statistics

B Std. L. u. VIF

Error Bound Bound
(Constant) 33.794 4.024 8.398 0.000 25.690 41.889

Usability Eval 2 0.154 0.048 0.332 3.208 0.002 5@.0 0.250 1.247
Dev Support 0.123 0.040 0.306 3.064 0.004 0.042 040.2 1.165
User studies 0.138 0.047 0.286 2.921 0.006 0.043 2330. 1.116
Ul Prototyping 0.133 0.057 0.253 2.346 0.023 0.019 0.247 1.354

Brace et al. suggest that the standardised caaifiiof the predictor variables in a
multiple regression can be used to compare théveleontribution of each predictor
variable to the criterion variable and assess ttength of the relationship [24]. We
could possibly assign weights to the HCI activit@esrived in proportion to these
standardised coefficients as shown in column Baifle 6.

Table 6: A comparison of our recommended weights, avevagights assigned by participants,
weights derived by scaling up adjustefi\Rilues from simple linear regressions (SLRs) and
from scaling up the standardised coefficients efdtepwise multiple regression (MR).

HCI Activity Recommended Assigned Derived weights scaled from
weights weights SLRs MR

1. User studies, user modelling... 3-4 3.7 3.1 4.3

2. Ideation with a multidisciplinary team 2 25 2.1 -

3. Product definition 1-3 3.1 24 -

4. Usability evaluation 1... 1-3 2.0 1.7 -

5.  User interface prototyping 4-5 45 5.0 3.8

6.  Usability evaluation 2 of the UL... 4-5 3.8 4.4 5.0

7.  Development support... 3 3.2 4.4 4.6

8. Usability evaluation 3... 1-3 19 1.5 -

6 Conclusions

Drawing from literature, we proposed a frameworknpoising of 8 HCI activities. By
using simple linear regressions, we could demotesthat each of these activities had
a significant positive correlation with the usalyilimetric UGAM. In a stepwise
multiple regression, four of these HCI activitiexc@aunted for 58% of the variation
UGAM. We can conclude that while all activitiestime framework affect usability,



the identified four HCI activities are relatively ome important. The statistical

analyses were in consonance with our original renendations and with the weights
assigned by practitioners, as summarisedTable 6 above. Perhaps the most
underestimated HCI activity during recommendatiad assignment was the support
that HCI teams need to give during the softwareettgpment, though it was not a
complete surprise.

A possible critique of our method could be that si®wed the recommended
weights to the participants before they assignedshWhile this could have been an
approach, it must be noted that that neither themenended weights, nor the weights
assigned by participants play a role in the regwessnalyses, which are based on the
UGAM scores and activity scores alone. The weighggved from the regression
analyses validate both the recommended and thgnaskiveights.

Another possible critique could be about our assionghat the scores of HCI
activities are independent variables. Althoughahgvity scores are naturally related
(teams likely to score well on some HCI activitae likely to score well on others),
it was essential to use them as predictor variahdes is the only way to establish
their effect on usability. We minimised the bias pyescribing guidelines for
evaluating each activity. The statistics did natvelany multi-collinearity among the
HCI activity scores.

Knowing which HCI activities are important would beeful in many contexts,
particularly when resources are scarce and trasie@féd to be made. Designers can
use the rigorous, higher fidelity methods on atitigi that are more important, and
make do with discount methods on less importanvities. This knowledge would be
useful in integrating HCI activities in software gémeering processes — HCI
professionals can insist on including the importaativities, while conceding the
relatively less important ones. The weighted averafgthe scores of activities could
be used as a process metric as we describe irRftB[J19].

We used our framework of HCI activities, the waa#irimodel, UGAM as the
product metric, and projects from the Indian IT ustty to find the relative
contribution of various HCI activities. Our resuligay be generalised within these
choices. Other researchers could use other frankswother process models, other
product metrics, and / or other contexts in a simiay to identify the activities that
matter in those contexts.
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Abstract. Nowadays, various useentered and participatory design
methodologies with different degree of agility are followed when building
sophisticated socitechnical systems. Even when applying these methods, non
functional requiremels (NFRs) are often considered too late in the
development process and tension that may arise between users' and developers'
needs remains mostly neglected. Furthermore, there is a conceptual lack of
guidance and support for efficientifulfiling NFRs in terms of software
architecture in general. This paper aims at introducing the AFFINE framework
simultaneoushaddressing these needs with (1) conceptually considering NFRs
early in the development process, (2) explicitly balancing-uessis' with
developes' needs, and (3) a reference architecture providing support for NFRs.
Constitutive requirements for AFFINE were gathered based on experiences
from various projects on designing and implementing groupware systems.

1 Introduction

Nowadays, a shift isaking place from singleisercentered usage to support multi

user needs and hence covering many collaboration measures and social aspects. The
needed technical support for these users' activities in many important areas of our
professional and leisure difactivities is provided through collaborative applications
also known as groupware as well as social software. Arwptd Shneiderman and
Plaisant Oan extrapolation of current trends leads to the suggestion that most
computerbased tasks will become taldorative because just as most work
environments have social aspectfl). Thus, software systems and applications
supporting collaboration are considered as stagbnical systems in the Computer
Supported CooperativiVork (CSCW) as well as Huma@ompuer Interaction KICI)
researchfields [2]. Becausesocio-technical systems are characterized by complex
scenarioswvhich are mostly reflded e.g. in the user interfaclCl and CSCW also

focus nowadays on humarspectsof the development of computer techomy in
collaborative settings. While the goals of interaction are mostly covered by functional
requirements (FRs), users' preferences (e.g. usability) and concerns (such as privacy
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and security) are related to ntumctional requirements (NFRs). According [3],

FRs define what the system does and therefore its functionality whereasdéfife
how a system has to belany CSCW and HCI &y literature studietNFRs such as
usability in societechnical and the traeaffs, which could arise between them, e.g.
privacy and awareness tradéfs in those systems. However, various literature state
that current approaches do not adequately consider generally NFRs from the
beginning in the development processes such statg8]. Thus, recently many
development apprahes especially in the area of setgchnical systems follow user
centered and participatodesignin combination with agile methodologies in order to
efficiently react on endisers' emerging needs and (change) requirenidii,g. In

our opinion, even when given NFR is considered from the beginning (i.e. usability
in usercentered or participatory design), it is mostly contemplated separately from
other NFRs and factors. When considering that steghnical systems mostly
represent a special category oftdimuted systemshat are known to be difficult to
design and maintain, tensions could arise between project stakeholders {useend
and developers) especially in agile settings. Furthermore, current approéiehemt
explicitly address the gap of mapgilNFRs into the underlying system architecture.
In this paper, we present the AFFINE (Agile Framework For Integrating- Non
functional equirements Engineering)multaneoushaddressing these needs.

We first present identifid needs in Section.2Next, we describe our approach
consisting oflhe AFFINE framework in Section&hdour conclusions in Secin 4

2 Problem and Requirements Analysis

Software developmentprocesses can be seen as complex collaborative social
processes. In order to reduce the po&rdomplexity of these processes and assure
the delivery as well as the quality of the products, many models (e.g. thienwelh
waterfall, prototyping, and spiral model) tried to structure the software development
processes and define their behavior &y.introducing roles and defining software
developmentlife cycles Latter include common phases like the requirements
analysis, design, development, testing, and support phases. In contrast to the classical
defined process models, agile process models and methodologies intend a better
reaction on unexpected problemiften by consideration ohuman factors. They are
empirical processes that cannot be consistently repeated and therefore require
constant monitoring anddaptation [J. However, Balzerstates in [8 that according

to a coarse classification of the activitiewlependently of a given development
processes, one could generally differentiate betweennain phases, namely, the
solution specification phasandthe solution construction phas&Vhile most of the
activities of the specification phase can be classifais requirements engineering
activities, the activities of the construction phase target mapping a given solution
specification to a concrete technical solutiDifferent software engineering practices
recognized the critical importance of NFRs for #pecification and construction of
software systems in general. A classicalrkvaddressing NFRs is [3state that
software engineering practices concentrate on FRsemrahan NFRsFurthermore,

the authorscite that NFRs are generally stated informallyring the requirements
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analysis, are often contradictory, difficult to enforce, and to validate during software
development process. Based on further literature, they state that not taking NFRs
properly into account is acknowledged to be the most experaid difficult to
correct once the software has been implemented and thus, there is a need to deal
comprehensively with such requirements during the system development pidaess.
concreteneedswe address in this paper were identifiegised on one of the long
running project CURE (Collaborative Universal Remote Education) we were able to
follow. This project has &ery representative charactnce its needs correspora t
identified needs in other literature. The CURE platform wasetbped at the
FernUniver#& in Hagen (FuH) to support different collaborative learning and
collaborative work scenarios [9 The development process followed in CURE is an
agile process called the Oregon Software Development $5¢GSDP) described in

[10]. Applying OSDP consiered eneusersO feedback of the participating
departments at the FuHRepresentatives of students and instructors from various
disciplines such as mathematics, electrical engineering, computer sciences and
psychology were participating in the usage anduateon of the praitypes resulting

from each OSD#teration. Even though OSDP considers conceptually NFRs in form
of a NFR backlog, their consideration was not earlier enough to overcome drawbacks
in the construction phase. In the case of CURE, respongingndusers wishes
related to NFRs (e.g. usability of the web interface, performance of the synchronous
communication means and awareness provision in the shared workspaces) was
interrupted inorder to meet the deliverintegration deadlines and buetgCURE was
extended n various sufprojects (e.g. [11,12,1B Most of hese works were primarily
concerned with improving NFRs which were classified as insufficiently covered by
the developed system or tried to address new needs emerged through ¢hef tisag
system. Ambler states in [14that NFRs and constrains are difficult to consider in
projects following agile methodologies. A conceptual consideration of NFRs in the
followed methodology avoids delegating their fulfillment to the intuition of involved
peoplethat could result in intetional or accidental negligence. Thus, we iigrthe

need ofconceptuallyenforcing the consideration ofall relevant NFRs and possible
trade-offs early n the development process (N1)

Involving endusers in an agile process could be very expensive. Especially when an
agle methodology is fdbwed in theendusers as well as developers are often
experiencing continuousommunication tensionsDevelopers are often asked to
change, e.g., user interfaces or functionality, which seemed to be agreed upon earlier.
Furthermoreon the one hand engsers and developers have different terminology
for the same things or the same terminology for different things. On the other hand,
members of the same development team might have different backgrounds and
terminologies. This islso cucialin the case thalifferent partners and/or distributed
teams are cooperating in the same project. Communication problems are well known
in the software engineering field and do not concern only agile methods. The same
methodology may not be imposdd different stakeholder in the project, since
involved parties may already have elaborated methodologies and processes as well as
have different interests and goals (i.e. using their own software pieces or products
etc.). Indeed, recent studies show ththe most frequent failure source are
communicdéion problems with more than #8[15 and that 3% of the projects are
negatively affected or cancellégcause of changing thequirements [1)6 Based on
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our experiences we argue that this is especially estperwhen following an agile
development process. Even though agility assure the close involvememd wders,

latter are mostlynot experienced in communicating requirements to the developers
[8]. Thus we identify the second need @iplicitly balancing eml-users' with
developers' needs when following agilevddopment method(ologie)s (N2)

The design and evaluation of sotezhnical systems is still a challenge because of
the exploratory nature of thesppdications [1. Indeed, people involvement varies
and the usage can range from occasional to frequent according to a given setting and
circumstances. The same soetégghnical system can lead to different evaluation
results in different soal environments [R The evaluation of socitechnical systems
needs methodologies and approachigmt allows for rapid and cosffective
development and usage of prototypes. ShneideandrPlaisaniention thatOwhile
software engineering methodologies are effective in facilitating the software
development procesthiey have not always provided processes for studying the users,
understanding their needs, and creating a usable interfgégCDepending on the
project specific situation, development costs need oftebe reduced. Software
should not be built from saeh each time in the development pracel [17,
Grudin addresses challenges for groupware developers and suggests that adding new
functionality to an accepted application is more adequate than developing a new
application.This is a typicalcase when hlding many societechni@l systems or
while their evolution At a first glance, adding new functionality and enhanced
interaction possibilities to existing systems seatiractive. However, adding new
functionality often requires adding and modifyinga 6f source code. This often
complicates the API and requires a redesigmefdomain modeFurthermore, Paech

et al. argues in theposition paper [1Bthat FRs and NFRs as well as architecture
should not be separated. The emerging changes are dgpexizcial when
consideringcostsin terms of (re)design, implementation and retrofitting costs. Thus,
added functionality tsociotechnicalsystems is reflected in growing complexity of
their classesand/or componentd hus, the extesion or retrofitting andthe integration

of new components in these systems @epnt realistic scenarios, whitlave to be
considered in terms of development costs. However, it is important that by freezing
changes, the design of the system stays extendable for futueesiexis and
retrofitting. Thus, we formulate the thirceed as followsThe development method
must be supported at the architectural and construction level to assure meeting N1
and N2 at minimal cost. A Kind of reference architecture providing support for
NFRs is needed (N3While N1 is more concerned with the specification phase of a
given societechnical system and3 with its construction phas@|2 still overlapping

both phases when followingn agile methodology.iultaneousconsideration of
N1-N3 is therefore required.

3 Our Approach: AFFINE

Introducing an agile method at the level of the development process is the key to
satisfy N1 andN2 at the organizational levéh our opinion. In order to reduce the
complexity of the involvement of our methad various phases of the followed
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development process in a given project, we propose as an integral component Scrum
[28]. Scrum can be seen as a process for empirical control of software development,
which helps in handling changing requirements more iefftty by considering
human factors in the development process of both; customers (in our caseees)d

and project stakeholders in general. Based on our experiences in various projects, the
main strengthens of Scrum consists of (1) the simplicity imgeof roles defined
(Scrum master, product owner, and development team), development steps to be
followed (e.g. development periods called sprints), documentation to be produced
(e.g. sprint backlog), and meetings to be held (e.g. daily Scrum), (2) ejathe

needs of the customers and developers through consensus enforcement for a given
deliverable and continuous communication (e.g. in the daily Scrum meetings), (3)
creating awareness on ongoing project tasks (also in daily Scrum e.g.), and (4)
allowing for better as well as faster handling of detected,-expected problems
during the development process, which generally results (by right application) in
better acceptance of the delivered product with low costs.

Figure 3.1: The Scrum based AFFINE métod.

The right sideof Figure 3.1represents broadly a typical Scrum development
procedure. A facilitatorig our case th&crum master) as well as the product owne
and development team interaetith each other in order to drive the product
development.This interaction is represented as loop involving them all together.
Since the facilitator moderates the interaction, we represent such loop as an arrow
starting and ending in the facilitator role. In Scrum, a sprint backlog document might
be updated in sUn loop. Numerating this loop in our representation does not imply
that the interaction is carried out in a giving sequence inside it. The left side of the
same Figure shows our extension of a typical Scrum process to enforce the earlier
consideration of NRs. There, we introduce the role of a NFR stakeholder (mostly
experts), who is concerned with the fulfillment and consideration of a respective
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NFR. The same facilitator has to moderate the circulation of the common document to
the first stakeholder (acoting to prior prioritization), who has to update the
document (e.g. adding warnings, requirements or changing them etc.). The structure
of the common document and its content have to be defined from the project involved
parties. However, circulating onlyone document, which contains all needed
information for the development of given product, should avoid potential
inconsistencies and information lost. After updating the document (at least by
annotating that it was reviewed and maybe admitted without elsafigm the
respective stakeholder), the document returns to the faci(gatord loops again over

the left side. By admission without changes, the facilitator might shorten this iteration

and directly forward the document to the next stakeholder. If hagge happens in

late circulations at the level of a stakeholder, the document returns to the facilitator,

has to be circulated in the right side, and finally has to begin the circulation at the first

stakeholder at the left sid&Ve suggest thiollowing informal steps foN1 and N2:

1. Involvement of all stakeholders of the project and introducing the role of the
facilitator (one or more according to the project setting).

2. Goals or use cases (UQeintification of theintended processdby defining the
setof FRs). Thdacilitator hase.g.to guarantee the same terminology isdiand
hasto detect missatisfaction sigs in the differenphases.

3. Alignment of all NFR¢hat have to be considered prioritizing them accordimg t
the project goals or UCs

4. Responsible and experts for each godlGras well as NFR have to be chosen.

5. Circulating a single document (to avoid syncing various documents) cioigtain
the set of goals or UEand their specification and modeling (by considering
aligned FRs and NFRs #ihe same time). For this, UML or similar notations
could be helpful in order to estimate efforts. The circulakiaa tobe performed
by the facilitator according to the priority of thdFRs. If a breattown is
identified in the circulation loop, the docemt has to be send back to the
responsible of the first affected NFR (ordinarily with higher priority). If many
NFRs are simultaneously affected, a meeting of the responsible and experts has
to be organized. When conflicts arise, the facilitator intervémesder to reach
consensus. Since the facilitator is normally only a supporting role, his main goal
consists in delivering the result while preserving satisfaction ofuseds and
project stakeholders. However, the final decision has to be made by the
responsible(s) or at least by the coordination entity of the project.

6. The circulation ends when reaching the goads by implementing the WCand
testing then (also through the enasers).

Those steps have to be ewted for eaclprojectiteration If the project is organized

according big work packages, following a divide and conquer methodology could be

helpful. In order to optimize the requirements gathering,-osetered design and
modeling steps (for instance by using established methods like miomtynd UML

or ER diagrams (asentioned before) could be useful

Finally, we want to mention, that the facilitator does not represents a critical point in

this procedure. Any person familiarized with development activities should be able to

act within this process as a facilitator. thar, if Scrum is integrated as an agile
method, the Scrum certification exam ensures needed qualification of a facilitator.

Related toN3, SOA is currently assessed as the next step forward in the design,
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development, operation, and organization of lesgale distribigd systemssgee.g.

[22]). Characteristics like loose coupling, discovery of artifacts during design/run
time, and the ability to reuse services to enable efficient adaptation of a system to
changing requirements (e.g. changes in users behavior, processes) supposed to

be provided by an architectural approach for the first time. Learning from preceding
approaches, characteristics like the commitment to open standards and the separation
of architectural concepts from their technical implementation led t@idespread
acceptance of servigaiented principles in commercial awell as scientific
communities.Since in our context NFRare inthe focus of attention, the inherent
possibility of tailoring an SOA at design time according to the actual needs by
carefully selecting the specifications to implement is atequate means to realize
theserequirements[22]. Beyond this, NFR&ke usability and performande socic
technical systems can only be assessed during runtime and in close cooperation with
the enduser. As already discussed in this paper, an early consideration of NFRs
during the lifecycle of an SOA leads to reduced development cost. Integrating
different stakeholders into the development of an SOA is one approach to handle this;
a Service Life Cycle Moal focusing on SOAs stakeholders as a prerequisite for
governing an SOA throughout its lifedg is presented in [23Since NFRs are
crosscuttingconcerns, the positive synergy betwesspectoriented programming
(AOP) techniquesind SOA for satisfying NFRs implementation was beneficial in our
case. The architecture of the CWREsed sulprojects described in the related
publications supports different kind of clients (i.e. Eclipse RPC thick client for the
collaborative design etdir [11], normal and AJAX browser clientsrfthe retrofitted
CURE [13, and mobile as well as ubiquitous clients for the uibtys CURE [1])

with the same SOA/AOP layer. Thereby, different kind architecture families also

are supposd (basedthe onclientserver model, replicating d?2P). Surely, this is

due because the context of these-grdjects could be satisfied with such single layer.
Nevertheless, if different contexts have to be supported, various instances of the
SOA/AOP layer could be dé&gyed. So we mean that our AOP/S@Ased generic
architecture meetd3 with a high genericity.

4  Conclusion

In this paper, we proposed the ANH framework that aims asimultaneously
addressing three needs when developing stedbnical systems by follang agile
methodologies. The three needs were identifiech the longrunning project CURE

as well asbased orrelevantHCI and CSCW literaturegathered experienceshe
main idea ® AFFINE is to use amgile method including Scrum as an integral part.
The agile method is useentered and considers human fagtevkich could affect

the success and acceptance of the develgpetbtechnical systemsThe method
enforces conceptually the earlier consideration of NFRs while the suggested
supporting architeare provides a generic reference architecture for developing socio
technical systems in agile development settifgsthermore, AFFINE isndependent
from a specific softare development process aapplicable for different phases of
the followed process a givenproject. The concrete suggestion to use SOA and AOP
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at the technological level showed their advantages in first evaluations. The proposed
frameworkis now successfullybeing applied in the ongoing work of many projects

led by usas first empirical evaluations showuture work aims at collecting more
experences and refining AFFINE
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Abstract.  The pitch-based input (humming, whistling, singing) in aco us-
tic modality has already been studied in several projects. T here is also
a formal description of the pitch-based input which can be used by de-
signers to de ne user control of an application. However, as we discuss
in this paper, the formal description can contain semantic errors. The
aim of this paper is to validate the formal description with d esigners. We
present a tool that is capable of visualizing vocal commands and detect-
ing semantic errors automatically. We have conducted a user study that
brings preliminary results on comprehension of the formal d escription by
designers and ability to identify and remove syntactic erro rs.

Keywords: Non-verbal Vocal Interaction; Vocal Gesture; Formal De-
scription; User Study

1 Introduction

The Non-Verbal Vocal Interaction (NVVI) can be described as a method of in-
teraction, in which sounds, other than speech, are produced. Tére are several
approaches described in the literature which include using pitch of aane, length
of a tone, volume, or vowels in order to control the user interface. The NVVI
is an interaction method that has already received a signi cant focts within
the research community. It has been used as an input modality for pople with
motor disabilities [7][3] as well as voice training tool [2]. It is a method thd
shares some similarities with Automatic Speech Recognition (ASR). However,
when comparing both interaction styles, several di erences areevealed. Several
reports, including mouse emulation [1] or controlling real-time games [J{ sug-
gest that NVVI is better tted to continuous control rather tha n ASR. NVVI is
cross-cultural and language independent [8]. Unlike ASR, NVVI genelly em-
ploys simple signal processing methods [3]. Due to NVVIs limited expresve
capabilities, ASR is better at triggering commands, macros or shortuts. NVVI
should be considered as a complement to ASR rather than replaceme

To design an application controlled by speech a set of word patternsr gram-
mar must be de ned. This grammar will then allow the ASR to recognizea range
of expected words used in utterances. Likewise, a designer can algse a similar
formal method for pitch-based NVVI.
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formal
description
analog sampled feature frames gestu're action
signal sound HW signal extraction matching >

Fig. 1. NVVI signal processing pipeline

The signal processing pipeline for most pitch-based NVVI systems idepicted
in Figure 1. Pitch is extracted from the sampled signal in a short discete periods
of time called frames. The typical duration of one frame is approximaely 20 ms.
The formal description of the NVVI and a stream of frames are then matched
together, followed by generation of an appropriate action.

2 Formal description

When designing a set of voice gestures, the designer must descrila@ ideal
pitch pro le for each gesture. These ideal pitch pro les are then referred to as
gesture templatesand they are usually represented in graphic form as shown
in Figure 2. However, the users are unable to produce an ideal pitclpro le.
The interpretation of gesture templates by the user is referred ¢ as gesture
instances An example of the relationship between a gesture template and its
instances is depicted in Figure 2. Note that slightly di erent instances share
the same semantics de ned by the gesture template which is in this cge an
increasing tone. Once gesture templates are designed in a graphiorin, they

gesture instances gesture template

e

>

time"

pitch
—>

Fig. 2. Relationship between a gesture template and its instances

can be described by avVoice Gesture Template (VGT) expressions. Design of
VGT expression is described in detail in [5]. These expressions are similéo

regular expressions. They have two terminal symbol$ and s that correspond
to pitch and silence. They also use an operator * for repetition and perator
j for the choice. However, there are several symbols with di erentmeanings,
for example brackets [ ] which are used for more sophisticated cdiitions and

brackets <> which are used for output de nitions to trigger an action. The use
of VGT expressions is illustrated in Figure 3. The gesture template dpicted

in Figure 3 describes instances which start under midi note 60 and inease in
pitch to more than 4 midi notes. Midi notes [4] are numerical repregntations of
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‘pl [pl.m < 60]“p:*“p2 [p2.m - pl.m >= 4]Hp <move>*“s: )

ES -~ , ‘

NS e - - |

Qg v ‘/‘p?‘ p*) (s)
pl\

time

Fig.3. VGT expression and its graphical representation of gesture template.

traditional notes in western music notation, for example, midi note number 60
corresponds to ¢'. The Figure 3 also illustrates the relation of VGT eyression
and the graphic representation of the gesture template. This proeess can be
divided into four parts:

1. In the rst part, the frame pl is matched to the expression when its pitch
is under midi note 60. This is ensured by the condition[pl.m < 60] where
the attribute .m is a midi note value of the framepl,;

2. Then all pitch frames p* are matched until the di erence between the pitch
of a current frame and the framep1l is higher than or equal to 4 midi notes
(frame p2). This is ensured by the condition [p2.m - pl.m >= 4];

3. After satisfying the condition in the 2nd step, all pitch frames p <move>*
are matched and the output symbolmoveis triggered with each frame;

4. The processing of the template is completed, when a silent frameis matched.

3 Semantic Errors

Semantic information, that describes pitch pro les of gesture tenplates, is en-
coded by a VGT expression. However, the description of gestureemplates may
be aected by semantic errors which cannot be detected while paigag the ex-
pression. A semantic error can also appear in a VGT expression whea new
gesture template is added to the expression. The expression muste checked
by tedious experimenting that involves user input to see if all templates are
recognized correctly. Our research has identi ed two frequent ypes of semantic
errors which cause improper behavior in gesture recognition fambiguousand
unreachabletemplates.

Two gesture templates are ambiguous if there is at least one gesterinstance
that satis es both templates. The reason this error frequently occurs is due to
an imprecise template description. In a real application there is typially a large
number of instances ful lling the condition of ambiguity. This semantic error is
typically demonstrated by the generation of two or more output symbols in one
frame.

The gesture template is unreachable when there is no instance mdimng
the template. This can, for example, be caused by a condition that isalways
false, the template does not take into account human capabilities, othere is
another gesture template that prevents the unreachable templge from matching
instances.
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3.1 Semantic Error Detection

Detection of semantic errors, which are described above, requiseanalysis of ges-
ture instances that can be generated by a VGT expression. We haimplemented
a tool which is capable of displaying possible gesture instances and immatically
identifying semantic errors. It also allows deeper understanding ofnatching an
instance to an expression by tracking its pitch pro le. After generating all possi-
ble instances that match the expression, the tool checks if each #tance belongs
to just one template (ambiguity condition) and if each template has a least one
instance (unreachability condition).

A

Fig. 4. Tool for vocal gestures visualization and semantic error detection.

The user interface of our tool is depicted in Figure 4. Part A of the Hgure
shows a dialog which contains a list of templates and number of instares. The
dialog shows semantic errors within the VGT expression by displaying bth
ambiguous and unreachable templates (see th&tatus column). The user can
display instances by selecting an appropriate row. When selecting aow with
ambiguous templates, instances cause the ambiguity are displayed ipart B.

Gesture instances are shown in the part B of Figure 4. The horizoral axis
represents frames converted into timestamps in milliseconds and #n vertical
axis represents pitch using midi note nhumbers [4] starting with silene at the
bottom. The black lines represent the generated gestures. Whethere are a lot
of instances and their typical pitch pro le is not visible, the user can display
these instances and track them from the beginning to the end. Whe tracking
an instance, the corresponding position of a VGT expression is highliged in
the VGT Expression Debugger (dialog in part C). Horizontal and vertical bars
represent the current position, the bold line represents the partof an instance
that has been already tracked and the blue lines show the further x@ending of
a current instance.
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The VGT expression is shown in dialog C. The current position of tracled
instance is highlighted directly in the VGT expression by a yellow backgound,
allowing the user to inspect how the instance is matched to its templag¢. This is
a very useful feature when inspecting instances that correspahto two or more
ambiguous gestures, as the user can now clearly see the cause ftd ambiguity.
Current pitch values of numbered pitch frames are shown below thesxpression.

4  User study

The aim of the user study was to nd out whether the designers cold under-
stand VGT expressions, and to demonstrate the usefulness of éhtool described
in the previous section. Eight designers were recruited to participge in the study.
Each participant (mean age=29.6, SD=2.8) had some previous expé&nce with
NWVI { four of them knew the interaction method, three had used it at least
once and one had previously designed an NVVI application. Seven ohe par-
ticipants considered themselves as interaction designers and theemaining one
as a usability expert. All participant were familiar with regular expres sions.

The participants were given approximately 20 minutes of training, which
involved discussing the syntax of two VGT expression examples as Weas se-
mantic errors. The participants were asked to complete three taks. In each task
they were told to recognize the gesture templates in given VGT expession by
describing them orally and sketching a graphic representation of ezh template.
They were also asked to identify any semantic errors that may havéeen present
in the expressions and to propose a solution for each. However, ¢y were not
told to write a new corrected expression due to limited time of each sssion.
One session lasted approximately one hour. Participants were divide into two
groups of four { Group A and B. Group A was allowed to use the tool described
above, whereasGroup B was not allowed to use any aid.

Task #1
In the rst task participants were told to analyze the following VGT e xpression:

pl p* (p2 [p2.m - pl.m > 4] p* s <alpha> |
p3 [p2.m - p2.m > 8] p* s <bravo>)

The expression above describes the two templates as depicted in Fige 5a.
The alpha template de nes instances where pitch increases by 4 or more midi
notes. The bravo's instances have to increase by 8 midi notes. However, the
bravo template is unreachable, as the condition in thealpha template is always
matched earlier.

Group A (Use of tool): Each participant correctly understood the templates
and discovered that the gesturebravo was unreachable. Two participants pro-
posed a partially correct solution.

Group B: One participant misunderstood the bravo template and consequently
could not see an error. The other participants miscategorized thesrror as am-
biguous. Two participants proposed a partially correct solution.
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< alpha | bravo . charlie delta < alpha | bravo
2 : ; : S 1
2 3 3 3 s :
( | ‘\ . — B —_—
time = time =
a. b.

Fig.5. a. Gesture templates in the task #1 b. Gesture templates in the task #2

Task #2

The second task contained gestures used in th&etris game controlled by hum-
ming [7]. The participants were again told to analyze the VGT expressin:

pl p*

(p2 [p2.m - pl.m > 4] p <alpha>* s |
p3 [pl.m - p3.m > 4] p <bravo>* s) |
p*200;600 s <charlie> |
p*500; s <delta>
The expression above describes the templates depicted in Figure 5BIpha

instances have to increase in pitch by 4 or more midi notes, whereate bravo
instances have to decrease by the same amourharlie instances are short tones
of 200 to 600 ms anddelta instances are all those that are longer than 500 ms.
Two ambiguities are present in the expression. The rst one is a time werlap
in charlie and delta templates. The solution is to modify one of the limits. The
second error is a pitch overlap betweerlpha, bravo and charlie, delta templates,
due to the latter two not de ning a pitch limit. The solution is to limit the p itch
in charlie, delta templates to within 4 midi notes.
Group A (Use of tool): Each participant understood the presented templaes.
One participant incorrectly identi ed the gestures initially, but corr ected their
interpretation after using the tool. All four were also able to locate all errors and
propose a correct solution for each error.
Group B: Unlike the three others, one participant was not able to describalpha
and bravo templates correctly. All four participants were able to nd ambiguit y
between charlie and delta. The second error was found by three participants,
who proposed a correct solutions for each of the errors.

Task #3

The most complex VGT expression was analyzed in the last task. Thexpression
de nes six of the eight templates used in keyboard controlled by hurming [6].
pll [pll.m< 60] pl2 [pl2.m-pll.m<=4 & pll.m-pl2.m<=4]* s<alpha> |

p21 [p21.m>=60] p22 [p22.m-p21l.m<=4 & p21.m-p22.m<=4]* s<bravo> |

p31 [p31.m< 60] p* p32 [p32.m-p31l.m>4] p* s<charlie> |

p4l [p41.m>=60] p* p42 [p4l.m-p42.m>4] p* s<delta> |

p51 [p51.m< 60] p* p52 [p52.m-p51.m>4] p* p53 [p53.m<=p51.m] p* s<echo> |
p6l [p61.m>=60] p* p62 [p61l.m-p62.m>4] p* p63 [p63.m>=p61l. m] p* s<foxtrot>
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The six instances correspond to the following - lalpha to a straight low
tone, 2. bravo to a straight high tone, 3. charlie to increasing tone by more than
4 midi notes, 4. delta to decreasing tone by more than 4 midi notes, 5echoto
a tone that increases by more than 4 midi notes and then decreasdo at least
its initial pitch and nally 6. foxtrot which is essentiallyecho vertically inverted.
Ambiguities between charlie and echo and betweendelta and foxtrot are present
due to the end pitch of charlie and delta templates not being limited.

alpha bravo charlie delta echo foxtrot
S ‘ ‘ ‘ : :
S . i
= i i
S ol | | |
60 : : 3
— 3 3 3

time

Fig.6. Gesture templates in the task #3

Group A (Use of tool): One participant misunderstood alpha and bravo tem-
plates. Two participants incorrectly identi ed the templates initially, but cor-
rected their interpretations after using the tool. Two participant s thought there
was an error present betweeralpha and bravo, but identi ed their mistake after
using the tool. All participants located the error and three of them were able to
propose correct removal solution.

Group B: Two participants incorrectly identi ed alpha and bravo templates as
unreachable and were thus unable to sketch them. The other two articipant
incorrectly identi ed the templates as ambiguous. However, the oher templates
were understood by all participants, who were also able to identify he ambigu-
ities and propose correct solutions.

5 Discussion

Using VGT expressions accelerates the process of building an NVVIpglica-
tion, as the matching algorithm no longer needs to be hard coded. Té question,
that is raised though, is whether designers are able to understanthese VGT
expressions. In most cases, participants from both groups coectly identi ed
templates directly from VGT expression, which supported our assmption that
VGT expressions can be understood by most designers. From totaof 48 ges-
tures that were examined in one group, there was two errors in thegroup A
(use of tool) and seven error in the group B. What was slightly surpising was
that participants from group A primarily relied on their own judgemen t rather
than on the provided tool. However, they did use the tool from time to time to
visually con rm their opinion or when they were unsure of the answer In these
situations the tool helped them to correctly understand the giventemplates and
consequently to succeed in ful lling the tasks. Thanks to the tool, participants
from the group A also had no di culty in detecting semantic errors. A Ithough
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the participants from the group B were not as successful as grquA, they were
still able to locate a signi cant number of error occurrences. It sems that the
use of the tool results in better understanding of VGT expressios and mini-
mizes the overlooking of semantic errors. However, a further quaitative study
is needed in order to support this hypothesis.

6 Conclusion

This paper discusses the formal description of pitch-based vocahput, used
during the design process of NVVI applications. We have created adol for au-
tomatic error detection and visualization of the formal description. Our research
was focused on the comprehension of the formal description by digners and
their ability to detect possible semantic errors with and without using the tool.
Their ability to comprehend the formal description and to detect semantic errors
was validated in a user study by eight interaction designers. Desigrre who used
the tool were more successful in understanding the formal desption. Further
research concerning these results will be conducted in the futureincluding a
comparative quantitative study to prove the e ciency of the gest ure visualiza-
tion tool.
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Abstract. Ahead of the multiplication of specialized applioas, needs for
application composition increase. Each applicatiam be described by a pair of
a visible part —the User Interface (Ul) —and a bitdghart —the tasks and the
Functional Core (FC). Few works address the problemajplication
composition by handling both visible and hiddentpat the same time. Our
proposition described in this paper is to startmfréhe visible parts of
applications, their Uls, to build a new applicatiaile using information
coming from Uls as well as from tasks. We base upersemantic description
of Uls to help the developer merge parts of foraggplications. We argue that
this approach driven by the composition of Uls kethe user during the
composition process and ensures the preservation asable Ul for the
resulting application.

Keywords: User Interface Composition, Application Composition,

1 Introduction

There are more and more software tools: on the melgmartphones, on laptops,
etc. Having so many widgets is interesting; howgtereach a friendly use, there is a
need to compose them. For example, a Smartphongroside its user with a diet list
and an application that gives restaurants closketoand their menus. She would
probably enjoy a second application filtering ormpdrasing dishes from her diet list.

To construct new applications by reusing other iapfibn sub-parts is a key
challenge of Software Engineering. This is a memaspeed up development cycles.
An interactive systems is composed at least of rctfonal part, usually called
Fonctional Core (FC),and a User Interface (Ul). &over, in the HCI research field,
there is a strong recommendation of using a TaskdVI6TM) during requirements
analysis. The TM describes the needs and the puoegsdo achieve these needs. The
TM is not often explicitly implemented, but it caxpress the relationship between
FC and Ul entities. We choose to use Ul as prinatifacts of the composition
process because Ul are the parts of applicatiomspulated by both developers and
ergonomic designers. We aim at enabling them teer@xisting Ul for creating new
applications while preserving user requirementsndfvidual original systems and
keeping some of the links between the FC part hadJ part in the resulting system.
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