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Abstract. This pape presents ouwork on findingan alternativdor standard
madine vision equyiment to be usl in microfacbries where sl working

spaes raise the neefdr miniaturizel equipment. W tested threeammercially
available miniaturizd camera mades used, forexample, in mbile phones
andcompared thenagainst two stadard machinezision camerasln the tests,
we compared four selected factrs: camera yhamic capalbity, image
distartions, edge shianess, and snothness of imagbrightness.

Keywords: Microfactory, desktp factory, mahine vision, miniaturized
camera systems

1 Introduction

Desktop ad microfacory equipmet refers to manufacturig and assmbly
equipmentthat can be laced on degkp and move easily by luman power.For
example, he microfactoy concept desloped at Tanpere Univerdy of Technobgy
(TUT) [1] uses stand-ale factory maules that haveimensions 5300 x 220 X200
mm and tlat have a wdking envelopeof 180 x 180x 180 mm. Beause of therery
small workng envelopeall used equiment needsotbe highly mniaturized. Fg. 1
shows theTUT microfacbry module vhere the left prt of the modie is reservedor
control eletronics and th larger part a the right is tle work envelpe.

44 mm

Fig. 1. TUT microfacbry module (leff and tested @rount camerasaiithout lenses)?2
megapixeland 5 megapit camera modies (right). Gree circuit boardunder 5 megapsl
moduk is an adapterdard for evaluabn purposes.



Typical assembly and manufacturing operations implemented in desktop and
microfactories need or at least benefit greatly from the use of machine vision.
Cameras can, for example, locate parts to be assembled, make dimensional
measurements, or perform other quality assurance tasks. However, integrating
standard machine vision cameras with standard C-mount or even S-mount optics to
the small working envelope of a microfactory is extremely difficult because of their
relatively large size. Therefore smaller cameras with smaller optics are needed. In this
paper we present our work on finding an alternative for normal machine vision
equipment.

2 Tested Cameras and Camera Modules

We tested three miniaturized camera modules used, for example, in mobile phones
and compared them against two normal machine vision cameras with C-mount optics.
Table 1 and Fig. 1 show tested cameras. In the tests, we used a C-mount lens with
nominal focal length of 12 mm (type JHF12MK) from SpaceCom [2]. The length of
the C-mount lens (about 36 mm for the lens used) is not included in the physical size
mentioned in Table 1 but it has to added to depth length of C-mount cameras. For
camera modules, the physical depth dimension includes the integrated lens.

Table 1. Tested C-mount cameras and camera modules

Camera Type Resolu- Pixel Full Well | Physical Manufac-
tion Size Capacity | Size (mm) | turer
UI-1540- | Grayscale 112(?204)( 59 32x34x Imaging
M (C- (CMOsS, (SXGA m 40 000 e- | 38 (W x H | Development
mount) USB) 13 MP’) H x D) Systems [3]
Ul-6240- | Grayscale 44 x 34 x Imaging
SE-M (C- (CCD, 112(?204)( 4'515 12000 e- | 60 (W x H | Development
mount) GigE) H x D) Systems [3]
Omni- RGB 640 x 480 4.2 6x6x5 OmniVision
Vision color, (VGA, m 35000e-| (WxHx | Technologies
OV-07640| CMOS 0.3 MP) H D) [4]
Oomni- RGB 1600 x 29 8.5x8.5 x| OmniVision
Vision color, 1200 m 12000e-| 5.5(Wx | Technologies
OV-2640 | CMOS | (2 MP) H H x D) [4]
Oomni- RGB 2592 x 29 Not 21x19x | OmniVision
Vision color, 1944 m Known 16 (W x H | Technologies
0OV-5620 CMOS (5 MP) H x D) [4]

Tested miniaturized camera modules use integrated lenses and custom made, highly
integrated, electronics making their physical size very small. In addition, due to large
manufacturing volumes they are cheap making them an interesting alternative for
normal machine vision equipment. As such, tested miniaturized camera modules do
not have connectors or software capability to be connected directly to PC as normal



machine vision cameras. For testing and evaluation, manufacturer offers an evaluation
kit with USB and/or Ethernet connectors and software enabling connection to PC.

3 Test Targets and Image Capturing

We tested each camera to find out 1) how much geometrical distortions images have,
2) how uniform image brightness is, 3) how sharp edges images have, and 4) how
well cameras can detect dark and bright objects at the same time (dynamic capability).
For this purpose, we used targets shown in Fig. 2. Test targets were: a) a checker
board pattern for calibrating and calculating image geometrical distortions, b) uniform
mid gray (pixel value 128, max 255) for checking brightness uniformity, c) two
patterns with black and white bars and slanted squares for evaluating edge sharpness,
and d) a pattern with 17 regularly distributed grayscales ranging from completely
black (pixel value 0) to completely white (pixel value 255) for evaluating the dynamic
capability of the imaging system. Final test target having some common objects is
only used for visual estimations.

Fig. 2. Test targets imaged witBhmniVision VGA camera modul&ed rectangles on top of
slanted square target indicate areas where edge sharpness was evaluated.

The targets were printed on normal A3 and A4 size papers with high quality color
laser printer using 1200 dpi printing resolution. We took three images of each target
in a room with no windows and normal office illumination created with fluorescent
tubes in the ceiling. When taking images, we adjusted the distance between camera
and target so that the field-of-view (FOV) was always slightly over 300 mm wide
fitting A4 size paper. We also took care that the targets were always in the same
orientation. With C-mount cameras we used the same lens with same aperture size.
Before and after taking images, we measured illumination intensity in FOV corners
and center with an exposure meter commonly used in photography. To avoid effects



created byimage compession, we a/ed all imags in bitmapformat. Tabé 2
summarize imaging couitions.

Table 2. Imaging couitions when t&ing test images

Ul-1540 Ul-6240 | Omni VGA | Omni2 MP | Omni 5MP
Lens-targedistance 584 6% 393 371 487
(mm)
Camera iteqration Not known Not known Not known
- 9 119 57 (auto- (auto- (auto-
time (ms)
eXposue) eXposue) EeXPOSUE)
lllumination
intensity éxposure | 75-7.7 | 7.54.7 7.4-76 7.4-76 7.4-76
values)

4 Analysis and Te$ Results

4.1 ImageGeometrical Distortions

For calculdéing image ditortions, we ued calibratiortoolbox for Matlab [5] to deect
the cornerof the checkeboard patter to get a 9 6 matrix of mage coordinges.
After that,we used calitation methoddeveloped byHeikkila [6] ard implementd in
Matlab [7]to calibrate tk camera + las system antb calculate th corrected comer
image coatinates. Finall, we calculatd the distane in pixelsbetween the origial,
measuredand the correted image coalinates. Knwing the carara resolutionand
FOV size i millimeters,we calculatedhe spatial redution (mm per pixel) and sed
that to trasform pixel dstances to milimeters. Fig. 3hows theserrors in grapical
format for OmniVision 5 MP cameramodule. Theshape of thesrror patternwas
similar forall cameras athcamera modes: largest eors are in carers. Table irFig.
3 shows tk average anchaximum disortions in millimeters.

e Avg Max
2 \l///,}-,,,,777_7777777_777_ (mm) | (mm)
E s A — UI-1540 [ 047 [ 1.42
s \y A P i UI-6240 | 0.32 | 1.19

s VT ONO 4 e
£ 05 I R s [OVVGA 032 | 1.37
w L/ T~ 4 S - OV2MP | 0.74 1.51

0 K T 8051
— /3 OV5MP | 051 | 1.82

P2z, . e 50-0,5

67 ,
Calibration grid corner points

Fig. 3. Geometrical dirtions in 9 x €calibration pants for OmniVison 5 MP camex
module ad average anthaximum distotions for all testd cameras ancamera modules



4.2 ImageBrightnessUniformity

To evaluag the uniformiy of image bightness, we idided imagego 10 x 8 eqdly
sized winabws and calclated the avege pixel inteities for eachwindow. In hese
calculatiors, we did notconsider thesmall variatins in illuminaion intensitie in
different pats of camerd&OV, becausehey were costant and smal We scannethe
target witha normal ddgop scanneusing 600 dpiresolution ad made the ane
analysis fo the scannednage to veriy target brightess. Even thayh the test tayet
was printedwvith high qulity lase printer to constantnid gray cola (pixel value 28,
max 255),it proved to lve small vardtions in measred gray vales (brightness).
As leftmod graph in Fj. 4 shows,scanned targebrightness ltanged relatiely
randomlywhereas Omiision 2 MP mages were sistantially briditer in centepart
of the imag.

Scannedtarget OmniVision 2 MP

W 130-135

125-130
m120-125
m115-120

m150-170
130-150

7
m110-130

m90-110

Average brightness
Average brightness

2oy, —7,

8 9 g

Image window (10 x 8)

Image window (10 x 8)

Fig. 4. Measured avege pixel brightresses for 10 x 8nage windowsf scanned taeg
(left) andfor OmniVision2 MP image (ight). Graphs hee different scads in Z directian.

Table 3 liss minimum, aerage, andnaximum briditness valuegor scanned tget
and for allcameras andamera module Images capred with C-nount camerabkad
relatively even brightnes whereas alcamera modies producedmages wheré¢he
center parbf the imagewvas noticeablyrighter than orners and eges.

Table 3. Image brightess uniformitytest results foell cameras andamera modules

Scanned| UI-1540 U-6240 | OVVGA | OV2 MP OV 5 MP
Min 121.0 96.0 96.0 710 96.0 74.3
Average 127.0 104.3 101.2 988 132.8 110.3
Max 135.0 113.0 115.0 1B.7 1610 134.7
Standard 3.4 4.2 4.9 121 15.9 16.9
deviation
Max - Min 14.0 17.0 19.0 a77 65 60.3

4.3 Edge Barpness

We used naTest softwee [8] to calclate two meases for edgelsmrpness frm 10
different msitions from be slanted sgpres test taey (see Fig. 2)First measwg is
Modulation Transfer Faction (MTF) and especiall MTF50 vale. MTF50 \alue



refers to fequency whertontrast betwen input andbutput has drpped to 50% bits
original vale. In practicehis means,dr example, ditance betweagblack and white
bars wherecontrast betwen black andvhite has drpped to 50% boriginal m&ing
bars seenblurry. ImaTes$'s SFR functdn calculatesV TF50 valuein line widthsand
divides it by picture h@ght to comensate differat picture reolutions. Seond
measure foedge sharpss is the dishce, measuckin pixels, fom backgroud to
target pixelbrightness viales giving tle “steepnesstf the edge. maTest calcudtes
10% - 90%rise distancend scales it tpicture heightais in MTF50calculations.

Fig. 5 s1ows MTF50value in line vidths (LW) dvided by pictue height and 0%
- 90% edg rise distancealso scaledvith picture kight (PH). Inboth graphsthe
higher thevalue the beer it is. Hoizontal axis m both graphsrefers to thelO
different @lges where, foexample, IV means Lef Top cornerVertical edgeand
MiH meansMiddle squae and Horizotal edge (seeif. 2).

Modulation Transfer Function Edge Rise Distance
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Slanted edge (LTV = Left Top Vertical, etc.) Slanted edge (LTV = Left Top Edge, etc.)

Fig. 5. Edge sharpness rel¢s.

Tested camra modules se Bayer moaic filter to deect colors. Thé commonly sed
technigue g simple but, aa drawbackit adds (coloed) artifacts asund target eges.
Tsai and 8ng [9] explainthis in detailand propose anethod to redce color artifats.
Tested camra moduleslearly do notuse such metids as all imges capturedvith
all cameramodules shw these artifactas colors ne to target dges on blackand
white targés. Fig. 6 shars a close-umn bar patternmaged withOV 2 MP modile.
Graph onright in Fig. 6 shows redgreen, and ble pixel intengties measuie in
horizontal direction. Ths graph showshat red, gren, and bluepixel values lave
peaks in slihtly differentpositions makng some pixkecolumns sem colored.

Fig. 6.Close-up on edgpattern showig colored artifats.



4.4 Dynarmic Capability

We evalutéed camera yhamic caphility by using a patternwith 17 different
grayscalesranging fromcompletely white (pixel value 255) tocompletely bhck
(pixel value 0) with evensteps. ImaT&’'s Stepcharfeature calcated averageigel
values foreach 17 stepsof all camerascamera modes, and alsfor scanned taet.
Fig. 7 shavs these resudt When takilg images withC-mount caneras, we adgied
camera inggration timeso that the wite step woul be almost serexposed (el
value almat 255). Camera modulesused automati exposure ah therefore white
steps do nibappear comlgtely white btihave pixel @lues around 80.

Step chart results, C-mount cameras Step chart results, camera modules
— 250 — 250
E 200 D £ 200 |
3 \7‘\’,\ 3
no1s0 A~ no 150 _
] By ——UMS40  in ovies
9 100 b 2.8 - Qw00 —m—0V2 MP
- 'L'\r\.‘_"_.:l —-m-uk6240
3 s0 - ¢ so ) B ovs MP
2 scanned 3 N
T g Scanned
E 1234567 891011121314151617 E 12345678 91011121314151617
& Step number (1 = white, 17 = black) & Step number (1 = white, 17 = black)

Fi

g. 7.Measured imagbrightnesses of7 gray steps foE-mount cameas (on left) andor
camera rodules (on right

5 Discission and Gonclusions

Based onthese tests, sted miniatuzed cameramodules proide good enagh
quality imaeges to be, inmost applictions, realistially comparéle with stamlard
machine véion equipmet. Even thogh tested caera moduleshave higher el
resolutionsthan C-mout cameras, amhas to remmber that usig Bayer mesaic
filter redues “true ima@ resolution” because pixe[color) value are interpated
from seveal neighboringpixels. Anotler drawback reulting fromBayer filter arethe
(colored) atifacts on targt edges posbly making edje detectiormore difficult than
when usingnonochromdgrayscale) aaeras. Edget@rpness andnage geomeical
distortionswere similarin all testedcameras ancdcamera modies. Variatios in
image bridgitness are ptmbly the mossignificant diference betwen tested caeras
and cameranodules.

One fundamental diference beteen standardmachine visbtn camerasand
miniaturizel camera mdules is the leel of automézation: Canera modules &ve
several audmatic softwae features maipulating rawcamera imagéefore outpuing
it; for exanple auto expsure setting, atomatic whitebalance, anddge enhanceent
are just afew featurescamera modes automatially adjust. Such featuresare
convenienwhen the goais to (automtcally) make mages look god to humareye.
In typical machine visiorapplicationshowever, wewant to contrglor at least kaw,
what paraneters were sed when imge was captied in order @ able to rekbly
compare finages from th same scenelested cant@ modules ha limited aml/or
poorly doeimented methds to controlimage capturig parametersnd, consideng



their use in machine vision applications, this is a definite weakness for them. Other
weaknesses are their short lifespan and limited availability and support at least for
small customers.

On the other hand, considering desktop and microfactory applications, the
extremely small size of miniaturized camera modules is a distinctive adeaBragll
size enables easy integration and placing cameras to places where normal machine
vision cameras are impossible to fit. Further advantage of camera modules is their low
price: the modules tested here cost approximately 20 € per piece. Therefore it would
be economically feasible to use multiple cameras in each microfactory module
enabling completely new ways of monitoring and measuring production.

5.1 Future Work

As mentioned earlier, tested camera modules do not have necessary connectors or
software to be connected directly to PC. Therefore we have started to design a circuit
board to which we can connect four OMision 2 MP modules and transfer image

data to PC over Ethernet connection. Our plan is to fit one or more four camera units
in our microfactory module. This gives us, for example, a view of the working area
from several directions enabling measurements in three dimensions using stereo
vision and/or photogrammetry. Second agglian could be to use different exposure
settings in cameras looking at the same area enabling imaging with better dynamics,
i.e. detecting very bright and dark objects at the same time. Third possibility is to
combine several partially overlapping images into one high resolution image.
Researchers at Stanford have implemented these using up to 128 conventionally sized
cameras [10]. Our aim is to achieve similar results in microfactory environment using
miniaturized camera modules.
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