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ABSTRACT

Exploratory search systems are built specificadhhelp the user
in his cognitive consuming search tasks like leagnor topic

investigation. Some of these systems are builhertdp of linked

data and use semantics to provide cognitively-apgch search
experiences. Thanks to their richness and to tdoginected nature
linked data datasets can serve as a ground for nadéa
exploratory search. We propose to address the chseixed

interests’ exploration in the form of composite Gee (several
unitary interests combined) e.g. exploring resudtsd make
discoveries related to bofthe BeatleandKen Loach. The main

contribution of this paper is the proposition af@vel method that
processes linked-data for exploratory search perpbsnakes use
of a semantic spreading activation algorithm codipleith a

sampling technique. Its particularity is to not uigq any results
preprocessing. Consequently this method offersgh kevel of

flexibility for querying and allows, among othethe expression
of composite interests’ queries on remote linketh dsources.
This paper also details the analysis of the allgnribehavior over
DBpedia and describes an implementation: the DigoHub

application. It is an exploratory search enginet thatably

supports composite queries. Finally the results aer evaluation
are presented.

Categories and Subject Descriptors
G.2.2 Mathematics of Computing: Graph Theory -Graph
algorithms E.1 Data]: Data Structures Graphs and networks

General Terms
Algorithms, experimentation

Keywords

Semantic web, linked data, DBpedia, spreading aitx,
semantic spreading activation, exploratory seargstem,
discovery engine, composite interest query.

1. INTRODUCTION

In 2006, Gary Marchionini [18] stressed the didiimt between
lookup and exploratory search tasks. Lookup tasfer to search
tasks when the user looks for something in padic(#.g. known
item search, question answering, fact checking)ir@ulookup
tasks the search keywords are well-defined andezprently the
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number of results is often limited and they arey¢asinderstand.

Exploratory search [18] refers to expensive cognitive search
tasks when the search objective is fuzzy (e.g.nlegror topic
investigation). In this case the users manipulédeaiively an
evolving set of keywords and have to synthesizengportant
amount of information coming from a changing resupace.
According to Gary Marchionini the actual searchieag are not
very efficient for the exploratory search tasks dioe their
keyword-based search paradigm [18]. He proposecdotoplete
the existing solutions with new approaches that cgnitively
optimized for exploratory tasks.

To optimize the search experience some explorat@grch
systems are built on the top of knowledge basemeSaof them
make use of semantic knowledge sources includireglitiked
open dathdatasets. Linked data-based approaches involvesthe
of (1) the semantic web technologies wheregbmantic webis
the web augmentation by formal metadata givingofbaare the
access to some semantic facets of information.sEngantic web
data are expressed according to ontologies. Anlamyois a
partial representation of a world’'s conceptual@ati9] or in
others words the conceptual vocabulary of a doniBire main
semantic web standards include RDF [14], a grapdeihwith
XML syntax to describe resources, SPARQL languagg] [
allowing querying an RDF base, RDFS [3] and OWL][i&
modeling ontologies. They also use (@ked open data cloud
(LOD) dataset(s) where the LOD is a web of intereamied
public datasets published in RDF. Among all the LO&asets
DBpedia [1] is the most popular and used one. DBpeekults
from the extraction of data from Wikipedighen published in
RDF following the LOD principles As it is extracted from an
encyclopedia DBpedia contains in a single graphst amount of
highly heterogeneous resources of various types (®ersons,
places) belonging to diverse domains (e.g. arhifas science,
sport).

The graph structure of the LOD datasets like DBperffers a
great potential to enable composite interests eafms on the
following form “knowing my interest for X, Y and Z what can |
discover/learn which is related to all these resms?. Using the
linked data knowledge to solve such queries gitespissibility
to identify complex, indirect, non-trivial paths tiveen the
combined interests. It can give a new perspecivepared to the
keyword-based search engines results which retribeeweb
pages containing both strings. The composite gei@da be used
to get a fast summary of the connections betweererake
resources (e.g. a journalist writing on the relaiobetween
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Winston Churchilland Charles De Gaullg or to unveil hidden
connections (e.g. a fan #fen Loachand The Beatlesearching
for cultural content related to both). It can al®used in some
applications to be run without user interventiomider to provide
content exploratory search features. In others'dspnot all the
inputs need to be query; they can also be conesterences, etc.

The combined inputs are potentially heterogenedusying
diverse types and/or belonging to different domaifsm
illustration of the power of DBpedia to identifytha between two
very different resources is théeverything is connected”
application [28].

In this paper we propose a method allowing compasiterests

explorations exploiting the knowledge of the LODhi§ paper is

organized as follows. The section 2 presents thated works.

The section 3 details our formal proposition. Thection 4

describes the implementation we built on top of Bdp. It also

presents the algorithm behavior analysis’ resultsraotivates the
choices of the parameters. The Section 5 preseeatkyipotheses,
the protocols and the results of a user's evalpati&inally the

section 6 concludes. We illustrate our propositigith a query

combiningThe BeatlesindKean Loachlt was the first composite
query entered by a user on the Discovery Hub pyptot

2. RELATED WORK

We present in this part the related works concertiimked data
based knowledge exploration and discovery. The icapins

presented below belong to the broad category oheséimsearch
systems. Semantic search can be definedsearth approaches
that broadly speaking, use semantics to improve gharch

experienceé [27]. These approaches are always based on
explicit semantic processing but they vary a lotthie tackled

information needs, the information resources’ repn¢ation, the
query's representation and the results’ computatibor an

extensive survey about semantic search, the reacdysrefer to

[27]. We focus on the works sharing the followinggerties:

- Fuzzy information need for knowledge explorationd an
discovery in learning or leisure situatianié/e focus on two
categories of systems that are the recommendersttand
exploratory search systems.

having the same property and objecstéfring’ “Robert de
Niro”). The system accepts several films as inputs ratdeves
the union of the unitary results. The ranking isoaprocessed
offline. These two firsts systems are limited tdedined domains
and to defined resource types.

Several cross-domain recommendation systems ared bas
linked data. In [26] the authors propose to use &Bpin order to
identify new potential collaborators. The objectiieto solve
industrial problems in an innovative way. A seteotities is first
extracted from the description of the targeted fmwb Then the
hyProximity algorithm tries to find experts coming from others
domains that might suggest innovative and unexgdestéutions
to the initial problem. [26] takes several resosres inputs and
performs a cross-domain processing. [11] proposes
recommendation method starting from a defined domaith a
defined type, which retrieves recommendations ittzer domain
with another defined type. The authors tested iroDBpedia
using the scenario of musical recommendations istarfrom
tourists’ attractions (e.g. Vienna State Opefa The
recommendation process is operated offline usingesghted
spreading activation algorithm. The positive evabra of their
experimentation confirmed the high potential of ked data for
cross-domain and cross-type recommendations.

Others systems take advantage of linked data semsaatsupport
exploratory search tasks. Aenfof20] is an exploratory search
system offering a filtered view on the DBpedia dramd giving
Wikipedia-based explanations on the resources showime user.
Yovistc® [29] is a video platform offering an exploratorgasch
feature that proposes a ranked list of topics edlab the search

aNresults. It is also noticeable that a major sealelyer, Googl¥,

launched recently an exploratory search featuexpfore your
search, “things not strings’)). This functionality takes
advantage of the Google Knowledge Grdpsemantic network.
At the beginning of 2013 it is composed of 570 iwill objects

and more than 18 billion facts. This functionalitgcludes

collaborative filtering recommendations p€ople also search
for”). The exploration is centered on one interest ama.tiThere
is no API| available at the moment; the Google Kremlge Graph
is not part of the LOD.

- Graph-based inputssuch systems take one or several The state-of-the-art showed the value of usingeinkiata for

resource(s) as input(s) and retrieve others relaed
meaningful resources. After the computation, thsulte
resources are rendered and constitute the outpseree to
identify the final content that is retrieved.

- Linked data based processinguch systems use LOD
graphs, mainly DBpedia, as the primary material tioe
processing.

Seevf [21] is a band recommender helping the discovery o

musical content and artists on Youttbahanks to a
recommendation algorithm and a faceted browsingtfanality.

The ranking is processed offline. MORE [8] is a @Bj@a-based
film recommender accessible in the form of a Faokbo

applicatiorf. It uses a semantic adaptation of the vector space

model called sSVM. The more features two moviesreshibe
more similar they are. They can be linked througheotd
properties (e.g. subsequentWotk or be the subject of triples
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knowledge discovery and exploration purpose. As i young
research area there are many important improverpestsble:

- (1) No work is focused on composite queries solvifige
systems that accept several inputs retrieve a catibn of
the unitary results (e.g. sum).

- (2) No work addresses the data freshness issueedindhe
linked data datasets are evolving over the timee Th

a

continuous update of the data and its impact on the

preprocessing is not addressed in the state-ofithe-

- (3) No work is applied on public SPARQL endpointsieed
the preprocessing they use is specific to the kedge base
addressed and often requires a local copy to Herpezd.

These limitations are mainly due to the preprocesstep used by
the aforementioned systems. It is strongly conditig the type
and the range of results that the applicationsble to retrieve.

8 http://wit.istc.cnr.it/aemoo

% http://www.yovisto.com/

10 hitp://www.google.com
11 www.google.com/insidesearch/features/search/knayeddml




3. PROPOSITION

3.1 On-the-fly linked data processing for

composite interest exploration

In this paper we propose awri-the-fly processing for linked-
data based exploratory search and we explore naotiegarly its
potential in the context of composite queries. V¢e the term

repeated till a stop condition is reached e.g. maxri number of
nodes activated, maximum number of iterations, timé.

Many researchers applied the spreading activatigorithm to
perform information retrieval on RDF graphs. Theate works
include [24] in which the authors present a hylsgdrch approach
combining a classical search method and an ontdlaggd
weighted spreading activation. [25] uses a sprepdictivation

“on-the-fly to stress that the method does not need any algorithm to perform information retrieval over ®R knowledge

preprocessing to retrieve the results. It opens penspectives for
exploratory search:

- (1) Itis away to handle the quasfinite number of potential
composite queries (resources combinations) brdoglsbme
LOD dataset(s). It is time-consuming to preprocHss
ensemble. Moreover it is even more difficult if wensider
the point (2) and limiting if we consider the po{B).

- (2) It ensures that the freshest data in the knbgdebase

were used to compute the results. Even DBpedia,

knowledge source based on an encyclopaedia, isviagol
quickly in terms of ontology modéfsand instancéd Some
topics are interesting for exploratory search atréngly
evolving (e.gNorthern Mali conflict 2012 - presentThis is
a realistic use-case, for data-journalism for insta that
justifies the need for an approach that providesHiews of
the topic. It prevents from any delay or rupturéneen the
explored linked data source and the user e.g. szltvhange,
instances addition, new alignments available.

- (3) As it does not need any preprocessing the rdethe
propose can be applied on public SPARQL endpoints.

The absence of preprocessing is a challenge ithedf to the
complexity of the LOD graphs. Indeed, it requiresast strategies
to compute the results on-the-fly starting fromexyvlarge and
heterogeneous graph. To sum up our requirementseed a
method that retrieves relevant results for exptoyasearch, that
is fast but that does not depends on a preprogestp.

3.2 Spreading activation basis

We chose to ground our solution on a spreadingvataiin
algorithm for the following reasons. First spreagactivation was
designed to process semantic networks and progedalte for
information and knowledge retrieval purposes. Sedcdncan
easily be tuned and integrate various constraimtfuding, for
example, semantic sensitive weights. Third it shibwedficient
response times on large graphs.

Spreading activation is an algorithm family haviitg roots in
cognitive psychology. In 1968, Quillian [23] propgosto model
the human memory in the form of a semantic netwdthen,
Collins and Loftus [5] proposed the spreading atton
mechanism to simulate the human remembering proteassr it
inspired a lot of algorithms in various fields, eft uncorrelated
with the initial purpose. It was very successfulriformation and
knowledge retrieval. Early and important works g [4] and
[7]. A lot of variants exist but the core functiagiis always the
same: first a stimulation value is assigned to omeseveral
node(s) representing the user's interest. Then thikie is
propagated to neighbor's node(s). The value assigoethe
neighbors depends on the settings and heuristéaz$ tasreach the
algorithm goal. During the next iterations the pgation
continues from the newly activated nodes. This @secis

12 hitp://blog.dbpedia.org/2012/08/06/
13 http://live.dbpedia.org
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base. The authors make use of a schema-basedriintii@asure.
In [15] the authors propose a semantic associa@amch system
using two pre-computed weight: a specificity argkaerality one.

The LOD also motivated researches on highly fasbust and
scalable algorithms processing RDF data. This Wwagptrrpose of
the LarKG* project: an open-source and distributed semantic
computing platform using, among others, spreadiotivaion
techniques. In [10] the authors achieved the atinaf millions

ahodes in only few seconds over locally stored LOfapys.
Nevertheless, the approximation strategies proposed not
accurate enough to be used in a knowledge retrievatext.
Indeed the method massively activates the nodess dot rank
them and does not exploit finely their semantics.

We propose below a spreading activation adaptatesigned to
explore the graph by exploiting its semantics azHtia.

3.3 Algorithm proposition

The algorithm identifies and ranks the resultstistgrfrom a user
interest represented by one or several nodes ajrtigh (e.gThe
Beatles+ Ken Loach). At the end of its execution the activation
values of the nodes determine their ranks. Theypeesented to
the user in decreasing activation value order. rPtm the
algorithm description, we introduce several neagsdafinitions
on RDF triples, (extended from [2]), and the clasgraph
functions we use:

Definition 1.(RDF triple, RDF graph). Givew a set of URI,L a
set of plain and typing Literal ar®la set of blank nodes. An RDF
triple is a 3-tuple(s,p,0) € {U UB}x U x{UUBUL}. sis the
node subject of the RDF triplg,the predicate of the triple and
the node object of the triple. An RDF graph is & aeRDF
triples.

Definition 2.(RDF typing triple, RDF non-typing triple.) An RDF
typing triple is a 3-tuple,p,0) € {U UB} x {rdf:type} x
{UuBuUL}. An RDF non-typing triple is a 3-tufle p,0) €
{U UB}x{U\rdf:type} x{UUB U L}.

Definition 3. (Infered RDF triples, IRDF triples) Infered RDF
triples of an RDF non-typing triplgs, p, o) is the set of RDF
triples{(s,p,0)} U {(s,rdf: type, t;),1 <i<n}uU
{(o,rdf:type,c;),1 < j <m} obtained after RDFS closure. To
ensure that each node has at least one type wdygiglefault the
type rdf:resource to each node.

Let KB be the set of all the typing triples asseréad inferred in
the triple store (def. 1,2,3).

Definition 4. (Node degreelegree; is the number of edges
involving node j:

degree; = |{ (j,p,x) € KB} U {(x,p,)) € KB}|

4 http:/lwww.larkc.eu/




Definition 5. (Node depth)depth(t) uses the subsumption
schema hierarchy in order to compute the depthtygpat. It is
used to identify the most precise type(s) availéne node.

depth(t)
depth(t) =0
if t =T the root of the hierarchy,
depth(t) =1+ Min st;(t,rdf:subclassof,st)EKBdepth(st)
otherwise

Where typet is a class in the hierarchy of the RDFS schema and

Stis a direct super class o this hierarchy before any transitive
closure is computed.

Definition 6. (Node neighborhoodNeighbor(i) is the set of
neighbors of nodein the linked data graph:

Neighbor(i) = {x ; ((i, p,x) EKB V (x,p,i) € KB ) Ap
#rdf:type Ax € U UB}

Here is the formula for amonocentricqueryi.e. for an interest

captured in the form of a unique stimulated reseue.g.The

Beatle3. The monocentric formula serves as a basis fer th
polycentric one used for the composite interestigae

Definition 7. (Semantic Spreading Activation
monocentric query)

a(i,n+1,0) =s(i,n,0) + w(i,o)
Z a(j,n,0)
* - = -
jeNeighbor(i) degree;

algorithm,

Where:

e o is the origin nodd.e. the instance of interest initially
stimulated;

e iis an arbitrary instance node of the graph;

e jiterates over the neighborsiaf

*« nis the current number of iterations;

« a(i,n+1,0)is the activation of nodeat iterationn + 1 for
an initial stimulation ab;

¢ s(i,n,0) is the stimulation of the nodeatn. The nodes with
a positive stimulation are the origin/seeds noteshere
s(i,n,0) =1if i = 0 andn = 0 and0 otherwise;

e a(j,n, o) is the activation from a neighbor noglef i for a
propagation origir at iterationn;

» degree; returns the degree of the ngd@ef. 4);

< w(io) is a semantic weighting function which takes into
account the semantics of the nodemndo. First, it aims to
identify the propagation domain: the nodes arevatgd or
not depending on their types. Second, it encourabes
activation of the nodes similar to the originusing others
semantics attributes:(i, o) is explained in detail below.

Definition 8. (Semantic Spreading Activation algorithm,

polycentric query)

The query ispolycentric when several nodes of interest are
stimulated at a same time. The stimulations comedpto the
unitary inputs constituting the composite inteiesbur case (e.g.
The Beatleand Ken Loach. The results of a polycentric query
are the product-intersection of several monocemgrapagations
results (def. 7):

a(i,n)= H[a(i, n,0)]/log (degree;)
0e0

Where:
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¢« QOisthe set of seeds nodes the origins of the activations;

* a(i,n) is the aggregated value of the nadee. the product
of the activation values of for the various propagation
spreading at the iteratian (differentiated by their origim).
The product was chosen instead of the sum in dedevoid
a potential disequilibrium introduced by the difface in the
monocentric activations distributions. This diffece is due
to the graph topologies around their respectivgimmode.
The division by log (degree;) aims to minimize the
importance of the highly connected nodes that @aprbsent
in the monocentric propagations intersections htt very
informative;

« a(i,n,o) is the activation value of nodeat iterationn for a
spreading activation taking its origin@ss in definition 7

The class-based propagation domain for a polyeeqtréry noted
CPD(0) is the set of types through which the propagatimeads
with 0 the set of all the seeds. To be precise, the paifmm
spreads through instances which have at leastypeepresent in
CPD(0). It aims to increase the results quality by foogsihe
activation distribution on a consistent subsetades only. At the
same time it improves the performances by narrowliegamount
of processed nodes. The propagation domain isifaehon-the-
fly before the propagation starts thanks to thedseedes
neighborhoods’ types. In case of polycentric queeitgakes into
account the neighborhood of all the seeds in ordedentify a
sharedpropagation domain.

Definition 9. Tmax(x) is the set of the deepest typesf a given
nodex according to theidepth(t) (def. 5):
Types(x) = {t; (x,rdf: type, t) € KB}
t € Types(x);
vt; € Types(x);
depth(t) = depth(t;)

Tmax(x) =

Definition 10. NT (o) is a multi-set counting the occurrences of
the deepest types in the seed node’s neighborhisédb (. NT (0)

is the union of theVT (o) with 0/70O and is used for polycentric-
queries.

NT(0) = {(t,c);t € Tmax(x);n € Neighbor(o);c
= |{n € Neighbor(0); t € Tmax(n)}|}

NT(0) = U NT(0)

0€EO0

Definition 11. CPD(0) is the classes propagation domain, it
constitutes the class-baseskmantic patterhused all along the
propagation. A threshold function can be appliedlitait the
propagation domain size for performance purposeerAhis last
operation we obtain the classes’ propagation do@ain(0) i.e.
nodes with a type included &PD (0) will be activated during the
propagation:

CPD(0) = {t; (t,c) € NT(0); > threshold}

E(ni,ci)ENT(O) Ci
In addition to this class-based filtering we usethaer triple-based
measure to improve the algorithm relevance. Thesrmaarode is a
subject of triples that share a property and amatbyith triples
involving the origin node as a subject, the more it will receive
activation:

w(i, 0) = { 0if At € Types(i);t € CPD(0) }

1+ |commontriple(i, 0)| otherwise



Where:
commontriple(i,0)#(i,p,v)€KB;3(o,p,v)EKB}
4. IMPLEMENTATION

This part is dedicated to the implementation of ahgorithm in
the Discovery Hub application. It describes the egah
architecture plus the settings and the approximattrategies
chosen after analyses. It finally presents theiegibn.

4.1 Dataset

We decided to make a first implementation on toD8pedia.

First, DBpedia is cross-domain due to its encydipeature and
captures a very heterogeneous knowledge in a sigiglgh. It

enables cross-domain and cross-type processing &nd
consequently adapted to our objective of solvingngosite,

potentially heterogeneous, interest queries. Sedocah support
users’ experiments as it contains common-knowlétiges such

as films or music artists.

As we needed to query the SPARQL endpoint millidinses
during the benchmark we set up a local version Bp&lia. Our
version contains the wikiPageWikilink® triples. The
wikiPageWikiLinkrelations indicate that a hypertext link exists in
Wikipedia between the 2 resources, often in the adrarticles,
but that the semantics of the relation was notwaplt It provides

a vast amount of extra-links which can increaseréhevance of
the connectionist algorithms like spreading actbrabnes.

As previously mentioned the main difficulty to perh spreading
activation over a LOD source is due to the graphplexity. Here
are some characteristics of DBpedia 3.7 datasetudimgy

wikiPageWikiLinKriples:

- Graph size: 3.64 million nodes, 270 million triple

- Graph heterogeneity: 319 classes in the DBpedial@y.

As the stimulation propagates it can potentialgctea very high
amount of nodes. The semantic patté¥D identified by the
algorithm helps to manage the graph heterogenéityintroduce
in the next section a sampling process used toydpplalgorithm
on a limited and selected amount of data only.

4.2 Architecture

The algorithm is coded in JAVA. Each time a quarpiocessed a
Kgram [6] inference engine instance is created.sToical
instance manipulates a limited sub-graph replicdtedn the
SPARQL endpoint. Indeed, propagating the activationthe
whole DBpedia graph to retrieve the results woudyvbe time
consuming and is clearly not compatible with ourfgrnance
requirements. Thus we transform this processinglprno in a
local one by performing the spreading activation omatéd sub-
graph per query. The Kgram instance imports a subpf
DBpedia usingdNSERT queries. The method used to identify this
sub-graph is detailed below. To control and linkie tresponse
time we also introduced a triples loading limit Sglissed in
4.4.3).

In the case of polycentric queries a two-arc nadamed
SPARQL path query is performed on the endpbiatidentify the
sub-graph that will be addressed by the spreadictiyadion
algorithm. If this query fails we augment the péhgth. If the
queries do not produce any results and the SPAR@Ipa@nt

15 http://dbpedia.org/ontology/wikiPageWikiLink

16 Kgram is able to translate the path queries ifir tepanded
form. This is necessary for some SPARQL endpoints.
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starts to refuse them because it is too compleserech oriented
paths between the seeds in both directions. Thisoapnation is
useful for the queries combining distant nodes.olm actual
implementation only thevikiPageWikiLinkproperties, which are
the most current, are taken into account for thisp.s The
wikiPageWikiLink considerably increase the number of
connections between the nodes and help to identdye paths.
Moreover when two nodes are linked by a well-defipeoperty
(e.g. http://dbpedia.org/ontolody the relation is often mentioned
in the Wikipedia plain text. Consequently a coresting
wikiPageWikiLinktriple exists. Thus, restraining the path queries
to these properties leads to a minor knowledge. |dkg path
identification can also be replaced by a randomkeratbased
approach if the SPARQL queries give insufficiergules on the
endpoint.

The nodes’ neighborhoods that have been found dpdth query
are loaded in increasing degree order till the ilegdimit is

reached. We assume that nodes having a lower degeemore
informative about the connections between the semibs. To
maximize the chance of retrieving results th&ot nodes
identified by the SPARQL path query are eligible &etivation
even if they do not have a type presenf D (0).

select distinct ?x ?y where {
service <sparglEndpoint>

select * where {

?a(<...wikiPageWikiLink>|
n<,..wikiPageWikiLink>){0,X} :: $path ?b

filter (?a=<resourcel> &&?b=<resource2>)

}

}
graph $path {?x ?p ?y}
filter(?x!=<resourcel> && ?x!=<resource2>)

4.3 Settings

In order to implement our formula and run it oveBpg&dia, we

have to set up some variables:

- Thethreshold filtering the propagation domain is set to a
low value of 0.01. Such value minimizes loss of\temige.
The propagation spreads in both directides in and out
links. As reverse properties are used in RDF, greferable
to take into account the incoming and outcomingymeors
in order to avoid any loss of knowledge. From aeading
point of view the orientation is arbitrary and dege on a
modeling choice.

- We still need to set the maximum number of iteratidt is
discussed in the next part.

We make use of thdcterms:subjecproperties to compute the
commontriple(i,0) value. In DBpedia, the instances are linked
to their categories thanks to theterms: subject property. The
categories constitute a topic taxonomy which is hlyig
informative on the resources’ nature. Thus it ctutsts a valuable
knowledge forcommontriple(i,o) which aim to increase the
activation values of nodes having similarities wiltle activation
origin.

4.4 Using approximation strategies to control

and limit the response time

Two parameters still need to be discussed:nth@imum number
of iterationsandthe limit of triples processed by quers the

polycentric queries’ results are the product irgetion of several
monocentric queries we use the analysis we didrfonocentric



queries’ behavior to set these two remaining patarmeWe use
here an approximation that might require furtherdgs. Indeed
for the queries with a single origin node the samgpprocess we
use is different. In the case of monocentric quig graph is
loaded iteratively along the iterations regardirtge tnodes’
activation values, following the spreading actigatiogic. At the
beginning the seed node’s neighborhood (filtered cigsses’
propagation domain) is loaded and a first roungropagation is
performed. During the next activations the top\at&d nodes’
neighborhoods are loaded into the Kgram instadicéaé loading
limit is reached. Considering the amount of nodescegssed
during the analysis we reasonably think that theesatudy with
the polycentric loading process would lead to simiesults.

4.4.1 Analysis method

To reduce the computational cost of the algorittehdvior study
we ran it on a DBpedia sample. According to [16¢ thest
sampling method to preserve a large graph’'s priggeis a
random walker. We followed this recommendation aathputed
a sampl&’ using this method.

To compare the results lists we obtained with wexio
configurations we notably used the Kendall's tacekfficientty
[12]. t5 is a rank correlation measure reflecting the caeoce
of two ranked lists where:

_ Yicj(sgn(x; — x;)sgn(y; — v;))
Tgp =
(To —T)(To — T2)

nn—-1)
7
te(ty — 1 -1
T1=Z k(kz )'andTZZZul(ulz )
[ 1

and thet, is the number of tieg value in thekth group of tiedx
values,y, is the number of tiegt values in thdth group of tiedy
valuesn is the number of observation asign(z):

where Ty =

lifz>0
0ifz=0
-1lifz<o0

T IS comprised between -1 and 1: -1 means a tosalodiance
and 1 a total concordance. Thanks to it we obs#r@esimilarity
of the rankings from iteration to another. It allbwbserving the
algorithm convergence. Our configuration for tegés:

sgn(z) =

- Application server: 8 proc Intel Xeon CPU E5540
@2.53GHz 48 Go RAM
- SPARQL endpoint: 2 cores Intel Xeon CPU X7550

@2.00GHz 16Go RAM

4.4.2 Setting the maximum number of iterations

As spreading activation is an iterative algorithra have to set a
maximum number of iterations. To determine the Isestings in
our context we observed the algorithm convergenee DBpedia
graph. We performed an analysis on 100.000 queiséyg the
sample nodes as inputs. We counted the numberaoédhesults

¥ The code and a 546.000 nodes sample are publiciysaible
for reusehttp://semreco.inria.fr/hub/tools

36

and measured the Kendall-Tau correlation coeffichmtween the
top 100 results list at iteratiom and the top 100 results list at
iterationn+1 for the first hundred iterations. The Kendall-Tiau
calculated considering the shared results in the ligts. The
triple loading limit is not studied yet and is exipgentally set to
10.000 for this first analysis.

For clarity purpose the figure 1 shows only the rityefirst
iterations, after 16 iterations the percentage \wérage shared
results exceeds 99% and the averageas superior to 0.99. We
observe that the top results are quickly convergiftie table 1
focuses on thep variation along the iterations. It is clear thae t
results change very slowly after few iterationsothers words it
becomes very expensive to continue the process &
iterations regarding the very slow evolution ofules We decided
to fix the maximum pulse at 6. A propagation visetion video
using the Semantic Web Import plug-in for GépHhias been
published®. The fast convergence is observable on the video.

1
0.8 /
[E—e
Z 06
= Shared results
€ 04 +—
=
0.2 +
Iteration
0 N i | T T T T T T T T T T T T T T T T T 1

1 3 5 7 9 11 13 15 17 19
Figure 1: Percentage of shared results andg from one
iteration to another, top 100 results

Table 1. Variation of Ty for iterations n and n+1
Itn| 1 2 3 4 5 6 7 8
73| .11| .08/ .01 .013 .006 .006 .0p2

Tp

4.4.3 Setting the triples loading limit

To control the size of the sub-graph processedcandequently
the response time we introduce a maximum limit @pleés
imported per query. When the imported graph ovesgakhe
triples limit no more neighborhoods are loaded aongm We
processed again 100.000 queries using the samgésas inputs.
Each query was executed ten times with a limit imgnérom 2000
to 20000 triples (step of 2000). The figure 2 shawat the
algorithm response time is linear regarding thplés loading
limit.

18 http://wiki.gephi.org/index.php/SemanticWebimport

19 http://semreco.inria.fr/hub/videos/
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Figure 2: response time regarding the loading limg for
monocentric queries

The figure 3 shows the top 100 results Kendall-Fatation from
a loading limit to another, 2000 by 2000. It isatlg observable
that after 6000 the convergence starts to be Mery. SThus we
chose 6000 as loading limit.
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Figure 3: Tz from one loading limit to another (step: 2000),
top 100 results

4.5 Polycentric behavior analysis

Then we wanted to observe if the polycentric reswiére specific
to the inputs combination. We processed again D00rbdes of
our sample. For each of them we selected randomlyd2s in the
2 arc-max neighbourhood thanks to a random walkiée

processed 3 queries: the sample’s node only (maotriceand

two polycentric queries by adding each time onéhefrandomly
selected neighbours. The figure 4 shows a histogrvhthe top
100 shared results percentage between the moniccantt the
polycentric queries results. The figure 5 showsfoit the 2

polycentric queries amongst themselves. Theset@dnams both
point out that the results list similarities arewéow. In others
words the results are highly specific to the ingut(

100
-
2 80
©
-
« 2
g E 60
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£ 40
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a 20
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Figure 4: Shared top 100 results histogram betweethe
monocentric and polycentric queries results
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Pecentage of shared

Figure 5: Shared top 100 results histograms betweehe first
and second polycentric queries results

The response time histogram of polycentric que(fegure 6)

shows that a majority of queries are processecess than 10
seconds. Overall the response time of the polyieqtreries is
superior to the monocentric ones (figure 2) duthéopath queries
costs.

20000

15000

10000

Milliseconds

5000

0

Figure 6: polycentric queries response time histogim in ms

4.6 Discovery Hub: an operational prototype
Discovery HuB’ implements the algorithm and the sampling
process previously described. It uses DBpedia ewlkge base.

It is an exploratory search engine which helpsuer to discover
things he might like or might be interested inaiths to widen his
knowledge and cultural horizons. It proposes maujrections to
tierce platforms to extend the search process. third-party
services are proposed according to the type ofcthresidered
result e.g. music service for Band or tourism platform for a
Museum Several demonstration videos are available offline

To enter the queries the user can start with atyesgarch thanks
to a DBpedia lookuff or use an import of third-party profile
information e.g. Facebook likes. In this last case entity
recognition is performed using thidfs:label properties and the
DBpedia lookup. The composite queries are encodréggnks to
the “search box”in which the user can drag and drop items all
along his navigation (figure 7). He can pick resasrof interest
on the homepage, the results pages or in his erfil instance.
The composition is limited today to 4 resources.

The navigation in the results space is facilitatethks to various
facets and filters allowing a deep exploration. Tlesses in the

20 http://semreco.inria.fr/hub/

21 http://semreco.inria.fr/hub/videos/
22 http://wiki.dbpedia.org/lookup/




propagation domain are used as navigational itemisutld the
facets e.gBand Film. 40 results at maximum are presented by
facet on the actual prototype. Discovery Hub alsoppses a
“top” un-faceted results list showing the 40 most attd
resources without any condition on their types.

Discovery Hub. Home _Search _ profile @ _ About _ iabs i

? Kentaseh
.
;

Noimage
=uzilable

No image
available

No image
available

Figure 7: The user is currently draggingThe Beatlesin the
“search box” to complete Ken Loach and launch the query

A set of filters per facet is proposed using thepp#iia categories.
These filters are retrieved thanks to the quergwelor instance
on the figure 9 the user filtered thelm facet's results with
“2000s comedy-drama filthsWe put in evidence the categories
(i.e. the filters) having a low degree by presentingmtheith
clearer colors. It aims to drive the user in unekge browsing
paths and thus augments the discovery potentihlecdpplication.
The filters have a cumulative effect.

select ?p where {
service <sparglEndpoint>

select ?p (count(?x) as ?count) where {
?x <http://purl.org/dc/terms/subject> ?p
filter( ?x = resultlFacetl || ?x=

result2Facetl || ?x = result3Facetl ... )
} order by desc (?count)

filter(?count>1)

To give a real example of results, the compositryjlihe Beatles

+ Ken Loachprovides the following facets (ofPD): Album,
Band, Film, Musical Artist, Music Genre, Person,dRaStation,
Single, Television showhe Film facet proposes, among others,
these filters: British drama films, films associated with the
Beatles, films directed by Ken Loach, films setiirerpool

When a user is interested or intrigued by an iteencan ask for
various explanations thanks to three dedicatedufest These
features are mandatory for composite heterogengoerses when
some non-trivial and unattended results are retdeWhey need
to be explained to receive the user's approval. Tdglewing
explanatory features are presented in a Vitleo

- A feature showing the common properties that shhee
results with the query-resource(s).

- Afeature identifying and highlighting the crosseflerences
between the result and the query-resources in tikgpdia
pages (figure 8).

- A feature showing the connections between the tesuid
the query-resources in a graph format (figure 9hewWthe

2 http://semreco.inria.fr/hub/videos/
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user goes over a node its abstract appears orefthdtlis
possible to get even more information with tiseé links in
Wikipedid functionality that highlights the graph neighbors
in the Wikipedia pages. This graph is built on dedhthanks
to a SPARQL path query. It is often instantaneoequire
few seconds when the graph is dense.

on's halt-sisteruta Baird # The fiim
with sl waskands celebrations of the 708

T ——

Piot [eat]

“Thedrama teis ihe story of Lem
i

Pass It On

“Pass It On" is a song by The Coral,
which was taken as the second single
2

@0t Engish pecpie

@2 g

Yo, @i

P —

Beatles song You L

e

Seewikilinks

Figure 9: Graph-based explanation for ‘Looking for Eric”

5. EVALUATION
As mentioned in [13] the research initiatives ire txploratory
search domain suffer from the lack of evaluatiandardization.
It is even more the case for our composite inteobgective as
there is no clear baseline avail#llewe wanted to verify the
following hypothesizes:

¢ Hypothesis 1:the composite queries results interest the user.

*  Hypothesis 2:some results are unattended; they offer a high
discovery potential.

¢« Hypothesis 3: the explanatory features help the user to
understand the link between the query-resources thad
results; thus they support efficiently the resufipace
understanding.

This evaluation was executed using an adaptation thef
Discovery Hub interface. The users had to judgesilts lists of
the top 10 algorithm results. Each list was gereratarting from
2 of their individual Facebook likes randomly comdwl. In this
way we wanted to simulate a composite interestyqtieat the
user was susceptible to enter in the system.

The following scenario was introducediou heard about a new
discovery engine that can help you to learn andcaisr new

24\We propose an API for comparison purpose.



things easily starting from items you like. Thisltootably allows
generating results starting from several intereafsu decide to
test it on yours. We propose you to judge 2 resisls generated
from your Facebook likés

Two Likert scales [17] were used:

e Question 1:The result interests me: strongly agree, agree,

disagree, strongly disagree

¢ Question 2:The result is unexpected: strongly agree, agree,

disagree, strongly disagree

Concerning the sample characteristics, the sunasyfilled by 12
persons: 3 females, 9 males from various backgmurghinly
people who asked an access to the Discovery Hud bretthe
following results O corresponds tstrongly disagree 1 to
disagree 2 toagree 3 tostrongly agreefor relevance score and
discovery scores (respectively question 1 and 2).

To verify the hypothesis 1, we observed the relegascore
(question 1). The average relevance score was @i, a
standard deviation of 0.94. The figure 10 shows #&herage
relevance scores per query histogram. 71% of queeeeived a
relevance score over the mean (1.5). Thus the hgpist 1 is
verified. It is noticeable that one query receitkd worst score
possible; all its results were rated 0. Its seedsewery distant:
Samuel L. JacksoandGrooveshark

To verify the hypothesis 2, we observed the unetqueess score
(question 2). The average unexpectedness scord @aswith a

standard deviation of 1. The figure 11 shows therage

unexpectedness scores histogram. 58.33% of quedes/ed an

average score over the mean (1.5). Thus, the hggisti? is

verified.
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Figure 10: average relevance score per query histcgm
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Figure 11: unexpectedness score per query histogram
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Concerning the discovery potential it is also iegting to observe

the recovery between relevance and unexpectedness:

- 61.6% of the results were rated asongly relevantor
relevantby the participants.

- 65% of the results were rated asongly unexpectear

unexpected

35.42% of the results were rated botlstengly relevanor

relevantandstrongly unexpecteor unexpected

Then we asked the participants to give their opinidout the
three explanatory features. For the 3 features sled ‘the
feature X helped me understand the relation betwbenresult
and my interests and to make a choiceid one more general
question bverall, | feel that these three features can halp to
make new discoveries0 corresponds tstrongly disagreel to
disagree 2 to agree and 3 tostrongly agree(figure 12). The
graph-based explanatory feature which was desigpedifically
to understand the non-trivial connections betweavesl
resources received a very high average score (mear2.92). It
is particularly adapted to results explanationstfar polycentric
queries results as they often unveil indirect linkse Wikipedia-
based explanatory feature received an average so@e the
mean (m = 1.83). Participants liked the possibilgyuse it from
the graph explanation. Finally the common propegature
received an average score close the mean (m =. 1t58)often
impossible to find common properties between thseilte and all
the different seed nodes constituting the compasterest. This
feature is more efficient in the case of monocengueries. The
more general question received the high average 6®.67 and
confirms the interest of these explanatory feattwescrease the
discovery potential of the application. The hypsibe3 is
verified.
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Figure 12: users’ opinions about the explanatory fa&tures

Finally we asked the participants to rank the 3cfiamalities
regarding their perceived efficiency in terms ofsuls
explanations. The rankings confirmed the previcesults. The
common property feature was perceived as the |fisent
(ranked first: 0%, second: 72.7%, third: 27.3%)e Wikipedia-
based feature was more appreciated (54.5%, 27.688618.2%).
Finally the graph-based received a very large a@bhr(t5.45%,
45.45%, and 9%). Nevertheless, the results are tatally
uniforms and confirm the interest to propose vagistiategies.

6. CONCLUSION

In this paper, we have presented a method for psirg linked
data graph for exploratory search purposes. lbmposed of a
semantic spreading activation algorithm associtdea sampling
process. Its main particularity regarding the stdtthe-art is to
not need any preprocessing step to compute thétge8vie also
detailed its implementation in the Discovery Hulplagation. We



presented extensive analysis of its behavior tiefidd us to set
the main parameters of the implementation. Thisclartwas

especially focused on composite interests (interemgptured in the
form of several unitary resources) explorations nkisa to

polycentric spreading activation. During our anidysmajority of

the polycentric queries results were specific t® thodes
combination used as inputs. Overall the queriesiired few

seconds to be processed. The participants of tleaion mostly
rated the results as relevant or unexpected. Muare one third of
the results was rated as both relevant and unesghedt is

encouraging as it reflects a high discovery poatntor the

application. The evaluation notably showed the Héffltiency of

the graph-based and Wikipedia-based explanatoriurtesa for

explaining the polycentric queries results.

We plan to extend this work in several directiofs. interesting
possibility offered by the architecture is to mgdihe semantics
embedded in the propagation in order to supposquetlization
and contextualization functions, using for examiile property
semantics. Another possible research direction tpuery several
SPARQL endpoints at the same times (e.g. FrencaniSip, and
Italian DBpedias), build one meta-lingual graph armdrieve

richer results. Finally we will evaluate the fullidbovery Hub
system thanks to a qualitative evaluation on aelaret of users.
We still need to validate the usefulness of apgytime algorithm
in the context of exploratory search with the iattive

dimension. This evaluation will also allows us tetetmine the
quality of the navigational items we propose like facets, filters
and to identify some browsing patterns.
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