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Abstract

Connectivity restoration after a node failure is one of the major issues

in wireless ad-hoc networks. In particular, failures can lead to a network

partitioning and a huge loss of information. Therefore, a fast mechanism

is needed to heal the network between the partitions. In this paper, we

consider the scenario where an intermediate node failures and a mobile

system is moving autonomously to restore connectivity and provide the

best service. We propose a fast connectivity restoration algorithm that

is based only on local information. We implement our solution on a real

robotic platform and we present some experimental results using a simple

case scenario.

1 Introduction

Recently, the use of wireless ad-hoc networks exhibits an exponential increase
in different environments and applications. However, one of the vulnerabilities
of wireless ad-hoc networks is the appearance of connectivity failures between
the network participants that can lead to network partitions and, thus, loss
of information. This kind of failures may happen due to the appearance of
corrupted nodes or due to their energy exhaustion [13] [11] [18].

The purpose of this paper is to present a practical solution to tackle the
aforementioned problem. Specifically, we assume that mobile routers are capable
of detecting failures and restoring connectivity between one or more routing
points. Once a failure has been detected, the mobile router’s first objective
is to look for neighboring nodes by moving in the periphery of the routing
point and stop when the best link quality has been achieved. The router’s
second objective is to balance the throughput between the two sides in order
to avoid bottlenecks. Depending on the application, the mobile router can act
as permanent or a temporary solution which restores all or part of the network
services, until the corrupted nodes are replaced and the network returns to its
normal operation.

The implementation of such a solution poses several challenges since (a) the
successor nodes’ position is not known in advance, (b) the signal quality is not
stable due to environmental changes, and (c) the connectivity restoration must
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be done very soon without delays. Hence, placing the mobile routers is a fairly
complex node deployment problem and constitutes the main focus of the paper.

The contributions of our work are:

• we propose a localized solution, called Connectivity Restoration and aMe-
lioration (CRAM ), to restore connectivity between two network partitions;

• we implement our solution on a real robotic platform taking into account
both restoration and bandwidth amelioration parameters;

• we evaluate our approach creating a simple case scenario and present our
findings.

The remainder of the paper is structured as follows. In Section 2, we dis-
cuss the related work in the areas of connectivity restoration and link quality
amelioration. In Section 3 we present the problem and in Section 4 its practical
solution. In Section 5, we evaluate our approach and present some experimental
results. Finally, Section 6 concludes the paper and lists our future work.

2 Related Work

The problem of failure nodes resulting limited connectivity in wireless ad-hoc
networks has recently received much attention in the literature [1, 2, 3, 8].

Restoring connectivity by moving some of the network nodes is a research
path that has been proposed by many works. In [1], the authors propose the
DARA algorithm that moves nodes according to their number of neighbors in
order to replace the failed ones. In [2], when a node has become inactive and,
thus, causing network partitions, it is been suggested that federating the parti-
tions could restore the connectivity by using the previous route information and
moving the nodes. In [3], the authors suggest similar approaches that implement
federation on disjoint parts of the network to restore connectivity. Finally, a dis-
tributed approach based on battery triggered events is proposed in [12]. Robots
are used to replace failure nodes using other nodes in the neighborhood. The
connectivity is held by computing a connected dominating set.

Also, remarkable research has been done on finding the ideal position be-
tween two nodes to maximize the performance of exchanging data between them.
Finding such a position is of a great importance, since the deployment of an
extra mobile routing point resolves connectivity. Works of [15, 14] recommend
the use of the APA algorithm. APA estimates the link quality using either the
Round-Trip Time or the Transmission Rate or the Received Signal Strength.
The calculations are done locally by an autonomous mobile router. A faster ver-
sion of APA is proposed in [16] and it is applicable when the distance between
the two nodes is known. APA and Fast-APA are evaluated through simulation.

Work of [7] evaluates the implication of the signal strength and data through-
put in the estimation of link quality. The signal strength is suggested as a good
measure of potential connectivity, while data throughput should be used for
ensuring minimum actual data transmission rate. The authors of [5] and [6]
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conclude that the link estimation is more efficient when several link quality
metrics are combined together. However, as explained in survey of Baccour
et al. [4], high overhead (memory footprint, computation time) are still open
problems, when several link properties are used.

Finally, some works focus on restoring connectivity in disjointed networks
([17, 10, 9]), by trying to find the smallest number of deployable nodes using
steiner points to repair the disruption of network connectivity. The authors
deal with the problem of finding the minimum count and the position of relay
nodes. The problem is NP-hard and hence they propose the use of heuristics.
This type of solutions are centralized.

3 The robot redeployment problem

This paper addresses the problem of network failures which may occur between
multiple static stations and cause loss of information. In case of a failure we
assume that mobile routers (robots) restore the connectivity between two or
more routing points by creating an alternative route between the them.

In this section we model a case scenario which includes a set of stationary
nodes that are connected in an ad-hoc network. At some unspecified moment of
time, an intermediate node becomes inactive causing a communication interrupt
between the rest of the stations. We define a redeployment problem where a
mobile routing system is responsible of restoring connectivity providing the best
possible network service at the same time.

In more detail, the objectives of the mobile router are to:

• restore connectivity as soon as possible,

• ensure a link quality (between both stations) which is in the worst case
equal to h,

• avoid network bottlenecks by balancing the throughput of the links be-
tween the two sides.

4 The CRAM solution

The CRAM algorithm (Connectivity Restoration And aMelioration) is intro-
duced in order to solve the previously aforementioned node deployment prob-
lem. CRAM is a localised algorithm which takes into account only neighboring
information in order to compute its movement. No global information about
the position of the stations is required. The only assumption that CRAM makes
is that the mobile router is located close to one of the 1-hop neighbors of the
corrupted node when the failure happens. Figure 1 depicts an example of the
positions of the devices before the failure.

The algorithm is divided in two phases. During the first phase, a node
discovery process is taking place in order to identify the location of the next
hop and restore connectivity. Since the next hop is detected, the second phase
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Figure 1: Initial network layout.

deals with the amelioration of the link quality between the robot and nodes A
and C.

The discovery phase includes several small movements and after each move-
ment the link quality between the router and the routing points A and C is
measured. The robot’s first movement is to move away from point A traveling
a straight line distance equal to r. This distance must not be higher than the
distance between A–C. The direction of the movement is random.

The robot makes a number of small steps following an almost circular move-
ment around A with radius r. After each movement, it measures the link quality
between itself and routing points A and C. The RSSI value is used as a metric of
the measurements and it varies between -100 and 0 dBm. When no connection
exists, the robot considers a RSSI value equal to -100. Only values above h

are considered acceptable, while the rest of the values are discarded. An aver-
age value of ten measurements for each link with an interval of dt seconds is
considered.

The robot’s circular movement can be done either clockwise or counter-
clockwise. The computation of the next position at which the robot will stop
to measure again the link quality is given by Formula (1).

(x, y) = (r cos(iθ), r sin(iθ)), (1)

where i is the number of movements and θ is the angle which corresponds to an
arc whose chord length (step) is equal to d meters (see Figure 2).

The robot follows a set of rules in order to decide where to move and when
to stop moving. First of all, the robot’s circular movement continues as far
as the RSSI value between the robot and node C is below h. Once the robot
computes an average RSSI value above the threshold, it keeps moving, storing
in its memory the maximum RSSI value and the position where it was achieved.
If during the next movements, the link quality falls bellow a threshold p, the
robot returns to the position where the maximum RSSI values was captured. p
is defined as the signal attenuation between the current position and the position
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Figure 2: Computation of the router’s next position.

where the best signal quality was measured.
If no position is found during a full circle with signal level above h, then the

robot gives up its effort reporting an error. The maximum number of movements
max i during a full round can be calculated combining the equations in (2):

max i = ⌈
360

s
⌉, s =

θ

180
πr, θ = 2arcsin

d

2r
, (2)

where s is the length of the arc and θ is the angle in degrees.
The maximum total time of the discovery phase is given by Formula (3).

max time =
r

V
+max i(

d

V
+ 9dt), (3)

where V is the speed of the robot.
At this point the discovery phase has been terminated, giving way to the

amelioration phase. This second phase is needed since the robot may be very
close or distant to one of the routing points causing link instability. In order
to avoid this problem, we use the link amelioration algorithm presented in [14].
The algorithm balances a link quality metric between two sides by applying a
step-by-step moving similarly to the circular movement we presented before.
The robot’s movement is made on a straight line defined by its current and A’s
position.

According to this algorithm, the mobile router compares the two signals and
moves towards to the station with the weakest one. The robot continues moving
until the difference between the signals is below a predefined threshold q. In
order to avoid network bottlenecks, we use the throughput of the communication
channel as metric of our measurements.

5 Evaluation & Discussion of the Results

In this section we evaluate the performance of CRAM by performing a real
experiment with three stations and a mobile router. Although, the same ex-
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periment has been repeated several times by using different configurations and
values, in this section one of the most representative scenarios is employed.

Figure 3: The experimental setup.

The experiment consists of three stationary nodes that are part of an ad-
hoc network and a mobile robot1 which has the ability to move onward and
backward as well as to rotate in different angles. All the participants used
IEEE 802.11g compatible wireless network cards. The experimental setup is
illustrated in Figure 3. In this picture we have excluded the failure node B. The
two other stations are placed 12 meters away to each other, the radius for the
circular movement is predefined equal to 2 meters and the step d is 0.78 meters.
The step of the straight movement is set equal to 1 meter. We also consider a
time interval equal to 0.1 seconds between the ten RSSI measurements as well
as h, p and q thresholds equal to -65 dBm, 5 dBm and 3 Mbps, respectively.
The angle between stations A and C is set equal to 120 degrees. The robot has
no knowledge about the position of station C.

We assume that the connectivity between the stations is lost (it has fallen
bellow h) and the robot starts moving at that moment of time. In the following
lines we present the experimental results derived by the robot’s measurements.

As we have already mentioned, CRAM is executed in two phases. Dur-
ing the first phase the connectivity is restored, while in the second phase, the
throughput between the two routing points and the robot is improved. Figure
4 presents the positions of the stations as well as the robot’s intermediate and
final positions. The intermediate position denotes the robot’s location after the
first phase of the algorithm.

Figure 5 illustrates the robot’s movement and the corresponding RSSI values
of each step. During the first steps, there is no connection between the router
and station C or the link quality is poor (below h), thus, the RSSI value is
considered equal to -100. The router detects C’s signal after the third step,
while the maximum value is measured about 120 degrees away from station A.
The signal level at that position is stored and the robot continues its movement.

1http://www.wifibot.com/
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Figure 4: The distance between the robot and stations A, C throughout the
deployment (IP: intermediate position after the circular movement, FP: final
position)

Since after the next step the link quality falls bellow the predefined threshold
p, the robot returns to the position where the best signal was captured.
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Figure 5: The position of robot each time

Figure 6 depicts the bandwidth level between the mobile router and the
two routing points for the second phase movement. The results show that the
movement was completed in eight steps. The robot stops when the two values
are below the specified threshold q. We can observe a great improvement in
terms of the achieved bandwidth between the initial and the final position.

Finally, the robot’s traveling distance during the second phase of the de-
ployment is illustrated in Figure 7. The figure shows that the robot moved 7
times towards the station C and one time backwards in order to find the best
measurement. The distance is measured from the point the previous phase was
terminated.
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Figure 6: The signal levels between the router and stations A, C.
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Figure 7: The robot’s traveling distance for each step of its second phase move-
ment.

6 Conclusion & Possible Future Work

In this paper, we have proposed an efficient algorithm to restore connectivity
between network partitions in a wireless ad-hoc network using another node as
an alternative route. The solution is based on local information and its effec-
tiveness is evaluated through experimentation. The results of the experiment
are very encouraging and give the confidence that the connectivity between
two nodes can be easily restored and ameliorated, thus, we are able to restore
the network performance, without the need of robot to take many steps and
consume big amounts of energy.

Our future work aims at the extension of the CRAM algorithm by perform-
ing more complicated and realistic scenarios. In particular, we investigate the
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use of CRAM in a multiple routing point layout, where the robot has to re-
store connectivity between more than two routing points. Furthermore, we are
interested in developing a multi-robot system when failures occur further than
one hop. In this case, there is a necessity of deploying more than one robot to
restore connectivity. Finally, a multi-failure scenario is going to be considered.
In this scenario, failures occur in more than one node and the robot is respon-
sible to evaluate the importance of each partition of the network and resolve
connectivity by an order of importance.
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[4] Nouha Baccour, Anis Koubâa, Luca Mottola, Marco Antonio Zúñiga,
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