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#### Abstract

We present new methods for proving stability of time-varying linear systems with delays. Our main tools include positive systems and linear Lyapunov functionals. Our work applies to key classes of systems that arise in numerous engineering applications, including neutral systems, and systems that are not necessarily periodic in time and not necessarily positive. We prove stability by comparing the trajectories of the original systems with trajectories of higher dimensional positive systems. One of our key results requires an upper bound on the delay, but the delay can be unknown. Our work also provides robustness of the stability with respect to uncertainties in the coefficient matrices of the system. We illustrate our work in three examples, which show how our methods can sometimes be used with backstepping and linearization to cover even more general classes of systems.


## INTRODUCTION

The study of stability and control methods for time-varying systems with delay is motivated by the fact that delays often arise from measurement and transport phenomena in networked control, population dynamics, and many other settings [1-3], which lead to time-varying systems when one must track a desired reference trajectory. Neutral systems are an important class of delay systems in which time delays occur in the time derivatives of the state components $[4,5]$. Many important systems can be modeled by neutral systems, such as distributed networks [6], heat exchangers [7], and population models [8, Chap. 2]. How-
ever, proving stability for such systems can be difficult, because the usual classical techniques do not apply. For example, while frequency domain approaches are useful for time invariant neutral systems [4], neither frequency domain approaches nor linear matrix inequality techniques apply to time-varying systems with delays. Although there are many significant stability results for time-varying systems with delays (such as [9]), applying them often requires Lyapunov functions that may not always be easy to find, and Lyapunov function constructions based on linear matrix inequalities for time invariant systems have no clear analog for time-varying systems. Therefore, despite their importance in engineering applications, there are significant remaining challenges for establishing stability properties for time-varying systems with delays.

The works $[10,11]$ use a different approach to studying stability of time delay systems that was based on nonnegative systems and linear Lyapunov functions. The linearity property contrasts with the usual definitions of Lyapunov functions, which require the Lyapunov functions to be everywhere nonnegative, and may at first seem surprising, given that Lyapunov-type functionals usually have the null function as the linear approximation at the origin [9], [12], [13], [14], [15]. By nonnegativity of a system, we mean that for all admissible componentwise nonnegative valued initial functions for the system, all components of the solutions stay nonnegative for all nonnegative times. See below for all of our definitions. One contribution of this note is to extend the linear Lyapunov function approach from $[10,11]$ to neutral systems that are not necessarily nonnegative, by reducing the analysis to the study of systems on the nonnegative orthant.

[^0]A second contribution of this note is to use analogs of the methods [16] for neutral systems to provide a stability analysis method for linear time-varying systems with pointwise delays. Our work for linear time-varying systems does not require that the vector fields be periodic in time, and has four important ingredients. The first involves representing the system as a system with a distributed delay, coupled with an integral equation. Next, we show that all trajectories of the coupled system are components of trajectories of a higher dimensional positive system. The last step finds a linear Lyapunov-Krasovskii functional for the higher dimensional system. Also, we take the potentially stabilizing effects of the delayed term into account, which were not taken into account in [16]. Our linear Lyapunov functional construction bears similarities to the time invariant ones in [10] for time invariant systems; see also [11] and [17].

While much of the existing delays literature (such as [18] and [19]) is concerned with delays in the input, we do not require such a structure here. Prediction is a powerful approach to designing controllers that compensate arbitrarily long input delays [ $1,2,20$ ], but it may not always lend itself to cases where the delays occur in the vector fields of the system. Instead of prediction or other standard methods, we decompose certain functions into cooperative and non-cooperative parts, which is analogous to the methods in [17], [21], and [22] for time invariant systems or interval observers. Our decomposition is related to the internal positive representation in [23] and [24]. Two practical advantages of our new technique are that (a) its assumptions seem readily checkable and (b) it leads to exponential stability results for systems for which no other techniques seem to apply. One theorem we present here uses a bound on the delay, but the actual delay value may be unknown.

This note is a summary of some of our work in $[16,25,26]$, which have complete proofs. The work [26] contains theory that generalizes [25] to cases where the coefficient matrices in the linear system can be uncertain, or where they also depend on past values of the state. In the next section, we provide the definitions needed to make the statements of our results precise. Then we state the key lemmas and the main result from [16], and then we summarize some of our findings from $[25,26]$ and present examples that illustrate our results. We close by summarizing our work and suggesting future research topics.

## DEFINITIONS AND NOTATION

Throughout what follows, the dimensions of our vectors and matrices are arbitrary positive integers, unless otherwise noted. We set $\mathbb{R}=(-\infty,+\infty)$ and $\mathbb{N}=\{1,2, \ldots$,$\} , and \mathbb{R}^{p \times q}$ is the set of all $p \times q$ matrices with real entries. For each matrix $M \in \mathbb{R}^{p \times q}$, let $m_{i j}$ be its entry in row $i$ and column $j$ for all $i$ and $j$. We use 0 to denote the zero matrix, and $|\cdot|$ denotes the usual Euclidean norm of vectors and the induced matrix norm, in any dimensions. All inequalities are meant componentwise, i.e., for any vectors
$v_{a}=\left(v_{a 1}, \ldots, v_{a r}\right)^{\top} \in \mathbb{R}^{r}$ and $v_{b}=\left(v_{b 1}, \ldots, v_{b r}\right)^{\top} \in \mathbb{R}^{r}$, the symbol $v_{a} \leq v_{b}$ means that $v_{a i} \leq v_{b i}$ for all $i \in\{1, \ldots, r\}$. A square matrix is cooperative or Metzler provided all of its off-diagonal entries are nonnegative. We call a matrix $M \in \mathbb{R}^{r \times s}$ nonnegative (resp., positive) provided each of its entries $m_{i j}$ satisfies $m_{i j} \geq 0$ (resp., $>0$ ). We define negative and nonpositive matrices analogously, by reversing the inequalities. To simplify notation, we always take the initial times for our trajectories to be $t_{0}=0$.

We use $M^{+}$to denote the matrix whose position $(i, j)$ entry is $\max \left\{0, m_{i j}\right\}$ for all $i$ and $j$, and we set $M^{-}=M^{+}-M$. We use $\bar{M}$ to denote the matrix whose diagonal entries are $m_{i i}$ and whose off-diagonal entries are $\max \left\{0, m_{i j}\right\}$, and we set $\underline{M}=\bar{M}-M$. We let $M^{s}=M^{+}+M^{-}$, so $M^{s}=\left[\left|m_{i j}\right|\right]$. We also set $M^{*}=\bar{M}+\underline{M}$. Then, $M^{*}$ is always Metzler. A matrix $A$ is called Schur stable provided its spectral radius is strictly smaller than 1.

We use $C^{1}$ to denote the set of all continuously differentiable functions, whose domains and ranges will be clear from the context. For any constant $\tau>0$, let $C\left([-\tau, 0], \mathbb{R}^{n}\right)$ denote the set of all continuous $\mathbb{R}^{n}$-valued functions defined on $[-\tau, 0]$. This set is abbreviated by $C_{\text {in }}(\tau)$ or simply $C_{\mathrm{in}}$, and is called the set of all initial functions. A system is called positive (resp., nonnegative) for a class of initial functions $C_{0}$ provided for each positive valued initial function in $C_{0}$, the unique solution of the system stays positive (resp., nonnegative) for all $t \geq 0$. Given any continuous function $\varphi:[-\tau,+\infty) \rightarrow \mathbb{R}^{n}$ and any $t \geq 0$, we define $\varphi_{t} \in C_{\text {in }}$ by $\varphi_{t}(m)=\varphi(t+m)$ for all $m \in[-\tau, 0]$.

For any real numbers $a$ and $b>a$, a function $\psi:[a, b) \rightarrow \mathbb{R}^{n}$ is called piecewise continuous provided for any constant $c \in$ $(a, b), \psi$ is continuous over $[a, c)$, except at a finite number of points. The solution of a time delay system described by a functional differential equation

$$
\begin{equation*}
\dot{X}(t)=\mathcal{F}\left(t, \dot{X}(t-\tau), X_{t}\right) \tag{1}
\end{equation*}
$$

with a $C^{1}$ initial function $\phi_{X} \in C_{\mathrm{in}}$ is denoted by $\mathcal{X}(t)$, instead of by $\mathcal{X}\left(t, t_{0}, \phi_{\chi}\right)$ as more formally done for instance in [9]. More generally, the notation will be simplified whenever no confusion would arise. In particular, the time derivative of a Lyapunov functional $V\left(t, X_{t}\right)$ along all trajectories of the system in Eqn. (1) will be denoted by $\dot{V}(t)$.

## PRELIMINARY RESULTS FROM [16]

This section summarizes the preliminary results from [16] that are needed to prove our main result for neutral systems in the next section. Our preliminary results are also of independent interest. Consider the interconnection

$$
\left\{\begin{align*}
\dot{\xi}(t) & =H(t) \xi(t)+P_{1}(t) \xi\left(t-\tau_{2}\right)+P_{2}(t) \psi\left(t-\tau_{1}\right)  \tag{2}\\
\psi(t) & =P_{3}(t) \psi\left(t-\tau_{1}\right)+P_{4}(t) \xi(t)+P_{5}(t) \xi\left(t-\tau_{2}\right)
\end{align*}\right.
$$

of a differential equation and a static system, where $\xi$ is valued in $\mathbb{R}^{m}, \psi$ is valued in $\mathbb{R}^{l}, \tau_{1}>0$ and $\tau_{2} \geq 0$ are constant delays, and the matrices $P_{i}$ for $i=1$ to 5 and $H$ are continuous. Set $\tau_{M}=\max \left\{\tau_{1}, \tau_{2}\right\}$. Our first assumption on Eqns. (2) is:

Assumption 1. For all $t \geq 0$, the matrix $H(t)$ is Metzler and the matrices $P_{i}(t)$ for $i=1$ to 5 are nonnegative. Also, there is a constant $c_{a}>0$ such that for all $t \geq 0$, the inequality

$$
\begin{equation*}
|H(t)|+\sum_{j=1}^{5}\left|P_{j}(t)\right| \leq c_{a} \tag{3}
\end{equation*}
$$

is satisfied.
In [16], the following useful observation is shown:
Lemma 1. Let Eqns. (2) satisfy Assumption 1. Let $\left(\phi_{\xi}, \phi_{\psi}\right) \in$ $C_{\mathrm{in}}\left(\tau_{M}\right)$ be positive valued. Let $(\xi, \psi)$ be any solution of Eqns. (2) such that $\xi(t)=\phi_{\xi}(t)$ and $\psi(t)=\phi_{\psi}(t)$ hold for all $t \in$ $\left[-\tau_{M}, 0\right)$. Then, $(\xi, \psi)$ is piecewise continuous over $\left[-\tau_{M},+\infty\right)$, and $\xi(t)>0$ and $\psi(t)>0$ hold for all $t \geq-\tau_{M}$. Moreover, there are no other solutions to Eqns. (2) with the same initial conditions. Also, $\xi$ is continuous.

Lemma 1 follows by induction, by showing that for all integers $k \geq 0$, the solution is nonnegative and uniquely defined on $\left[-\tau_{M}, k \tau_{1}\right)$, and piecewise continuous over $\left[(j-1) \tau_{1}, j \tau_{1}\right)$ for all $j \in\{0, \ldots, k\}$. The following lemma from [16] is also used:

Lemma 2. Let $\tau>0$ be any positive constant. Let $g$ : $[-\tau,+\infty) \rightarrow[0,+\infty)$ be any function that is locally bounded, continuous on $[-\tau, 0)$, and continuous on each interval $[i \tau,(i+$ 1) $\tau$ ) for all $i \geq 0$. Let $\zeta:[0,+\infty) \rightarrow(0,+\infty)$ be any continuous nonincreasing function such that $\lim _{t \rightarrow+\infty} \zeta(t)=0$. Let $\varepsilon \in(0,1)$ be any constant such that the inequality $g(t) \leq \varepsilon g(t-\tau)+\zeta(t)$ is satisfied for all $t \geq \tau$. Then $\lim _{t \rightarrow+\infty} g(t)=0$.

## Next, we add:

Assumption 2. There exist a $C^{1}$ function $\varpi:[0,+\infty) \rightarrow \mathbb{R}^{m}$; constant column vectors $\gamma \in \mathbb{R}^{l}, \varpi_{a} \in \mathbb{R}^{m}$, and $\varpi_{b} \in \mathbb{R}^{m}$ such that $\gamma>0, \varpi_{a}>0$, and $\varpi_{b}>0$ hold; a vector $\rho_{0}>0$; and constant real numbers $\delta \in(0,1)$ and $c_{b}>0$, such that with the choices

$$
\begin{align*}
\rho_{1}(t)= & -\left[\dot{\varpi}(t)^{\top}+\varpi(t)^{\top} H(t)+\gamma^{\top} P_{4}(t)\right. \\
& \left.+\varpi\left(t+\tau_{2}\right)^{\top} P_{1}\left(t+\tau_{2}\right)+\gamma^{\top} P_{5}\left(t+\tau_{2}\right)\right], \text { and }  \tag{4}\\
\rho_{2}(t)= & -\left[\varpi(t)^{\top} P_{2}(t)+\gamma^{\top} P_{3}(t)-\gamma^{\top}\right],
\end{align*}
$$

the following are satisfied:

$$
\begin{gather*}
|\dot{\varpi}(t)| \leq c_{b},  \tag{5}\\
\varpi_{a}<\varpi(t)<\varpi_{b},  \tag{6}\\
\gamma^{\top} P_{3}(t) \leq \delta \gamma^{\top},  \tag{7}\\
\rho_{1}(t) \geq \rho_{0}, \text { and } \rho_{2}(t) \geq 0 \tag{8}
\end{gather*}
$$

hold for all $t \in[0,+\infty)$.
The motivation for Assumption 2 is as follows. Recall the following two results from [10, Chapt. 2]: (A) A constant matrix $H$ is Metzler and Hurwitz if and only if there exist constant vectors $\varpi_{1}>0$ and $\varpi_{2}>0$ such that $\varpi_{1}^{\top} H+\varpi_{2}^{\top}=0$. (B) A nonnegative constant matrix $M$ is Schur stable if and only if there
exist a constant vector $\varpi_{3}>0$ and a constant $c_{d} \in(0,1)$ such that $\varpi_{3}^{\top} M \leq c_{d} \varpi_{3}^{\top}$. Assumption 2 holds in this special case with $P_{3}=M$ and the other $P_{i}$ 's taken to be zero. Assumption 2 is a generalization that applies to time-varying cases. If $H$ is periodic, then we can find a time-varying change of coordinates to transform a nonconstant matrix $H$ into a constant matrix $H$, which may facilitate the determination of a function $\varpi$ to satisfy Assumption 2. We also need the following result from [16]:
Lemma 3. Assume that Eqns. (2) satisfies Assumptions 1 and 2. Then for any pair $\left(\phi_{\xi}, \phi_{\psi}\right) \in C_{\mathrm{in}}\left(\tau_{M}\right)$ and any solution $(\xi(t), \psi(t))$ of Eqns. (2) such that $\xi(t)=\phi_{\xi}(t)$ and $\psi(t)=\phi_{\psi}(t)$ hold for all $t \in\left[-\tau_{M}, 0\right)$, we have $\lim _{t \rightarrow \infty}(\xi(t), \psi(t))=0$.

The strategy for proving Lemma 3 is to use the linear function that is defined along all trajectories of Eqns. (2) by

$$
\begin{align*}
& U_{2}\left(t, \xi_{t}, \psi_{t}\right)=U_{1}\left(t, \xi_{t}, \psi_{t}\right) \\
& +\int_{t-\tau_{2}}^{t}\left[\varpi\left(l+\tau_{2}\right)^{\top} P_{1}\left(l+\tau_{2}\right)+\gamma^{\top} P_{5}\left(l+\tau_{2}\right)\right] \xi(l) \mathrm{d} l \tag{9}
\end{align*}
$$

where

$$
\begin{equation*}
U_{1}\left(t, \xi_{t}, \psi_{t}\right)=\varpi(t)^{\top} \xi(t)+\int_{t-\tau_{1}}^{t} \gamma^{\top} \psi(m) \mathrm{d} m \tag{10}
\end{equation*}
$$

in conjunction with Barbalat's Lemma; see [16] for details.

## DISCUSSION OF MAIN RESULT FROM [16]

The main result in [16] gives conditions that ensure stability properties of time-varying neutral systems of the form

$$
\begin{equation*}
\dot{x}(t)-L(t) \dot{x}\left(t-\tau_{1}\right)=M(t) x(t)+N(t) x\left(t-\tau_{2}\right) \tag{11}
\end{equation*}
$$

where $x$ is valued in $\mathbb{R}^{m}, \tau_{1}>0$ and $\tau_{2} \geq 0$ are constant delays, and the functions $L, M$ and $N$ are continuous. We say that a function $x$ with a $C^{1}$ initial condition is a solution of Eqn. (11) provided the following hold for all $j \in \mathbb{N}$ : (a) the function $x$ is of class $C^{1}$ over $\left[(j-1) \tau_{1}, j \tau_{1}\right)$ and (b) $x$ satisfies Eqn. (11) for all $t \in\left((j-1) \tau_{1}, j \tau_{1}\right)$. We introduce the following assumption:

Assumption 3. There exist a constant $c_{g}>0$; a positive valued $C^{1}$ function $p:[0,+\infty) \rightarrow \mathbb{R}^{m}$; constant vectors $q>0$, $p_{a}>0, p_{b}>0, r_{1,0}>0$ and $r_{2,0} \geq 0$ of appropriate dimensions; and a constant $\varsigma \in(0,1)$, such that with the choices

$$
\begin{align*}
r_{1}(t)= & -\left[\dot{p}(t)+p(t)^{\top} M^{*}(t)+q^{\top} M^{s}(t)\right. \\
& \left.+\left(p\left(t+\tau_{2}\right)+q\right)^{\top} N^{s}\left(t+\tau_{2}\right)\right] \text { and }  \tag{12}\\
r_{2}(t)= & -\left[p(t)^{\top} L^{s}(t)+q^{\top}\left(L^{s}(t)-I_{m}\right)\right]
\end{align*}
$$

the following conditions hold for all $t \geq 0$ :

$$
\begin{gather*}
|L(t)|+|M(t)|+|N(t)| \leq c_{g}  \tag{13}\\
r_{1}(t) \geq r_{1,0}, r_{2}(t) \geq r_{2,0}  \tag{14}\\
q^{\top} L^{s}(t) \leq \varsigma q^{\top}, \text { and }  \tag{15}\\
p_{a} \leq p(t) \leq p_{b} \tag{16}
\end{gather*}
$$

Also, $\dot{p}$ is bounded.

The main result from [16] is then:
Theorem 1. Assume that the system in Eqn. (11) satisfies Assumption 3. Then all solutions of Eqn. (11) for all initial functions in $C_{\text {in }}$ of class $C^{1}$ converge to the origin as $t \rightarrow+\infty$.

For the proof of Theorem 1, see [16]. Notice that Assumption 3 does not put any sign restrictions on the components of $L, M$, and $N$. Also, the solutions of our neutral system are not necessarily $C^{1}$ over $\left[-\tau_{M},+\infty\right)$, but they are $C^{1}$ over the intervals $\left((j-1) \tau_{1}, j \tau_{1}\right)$ for all $j \in \mathbb{N}$. On the other hand, even if $M$ is a constant Hurwitz matrix $M_{c}$, the corresponding matrix $M_{c}^{*}$ may not be Hurwitz; see [27] and [28]. To overcome this potential obstacle to applying Theorem 1, it may be useful to apply the (possibly time-varying) changes of coordinates [28], to try to transform a time invariant linear system into a cooperative one.

## DISCUSSION OF MAIN RESULT FROM [25]

Our main result from [25] provides a stability analysis for linear time-varying systems of the form

$$
\begin{equation*}
\dot{x}(t)=A_{1}(t) x(t)+A_{2}(t) x(t-\tau), \tag{17}
\end{equation*}
$$

where $x$ is valued in $\mathbb{R}^{n}, \tau \geq 0$ is the constant delay, the initial functions are in $C_{\text {in }}(\tau)$, and $A_{1}:[0,+\infty) \rightarrow \mathbb{R}^{n \times n}$ and $A_{2}$ : $[0,+\infty) \rightarrow \mathbb{R}^{n \times n}$ are continuous functions, but see our examples section below where we leverage our results for Eqn. (17) to cover more general systems, using linearizations and backstepping. Also, see [26] and the remarks below for generalizations to systems where $A_{1}$ and $A_{2}$ have multiplicative uncertainties and where they can also depend on $x_{t}$. Eqn. (17) covers time-varying linear systems with linear feedbacks with input delays, and linearizations of nonlinear systems around reference trajectories, in closed loop with delayed linear controls.

To simplify the statements of our results, we define

$$
\begin{align*}
B_{1}(t)= & A_{1}(t)+A_{2}(t+\tau), B_{2}(t)=-A_{2}(t+\tau)  \tag{18}\\
& \text { and } B_{3}(t, m)=B_{1}(t) B_{2}(m) \tag{19}
\end{align*}
$$

We use the following assumptions from [25]:
Assumption 4. The matrix $A_{1}$ is bounded, and there are constants $\mathfrak{c}_{j}>0$ and a $C^{1}$ function $p:[0, \infty) \rightarrow \mathbb{R}^{n}$ such that

$$
\begin{gather*}
\dot{p}(t)^{\top}+p(t)^{\top}\left(\bar{B}_{1}(t)+\underline{B}_{1}(t)\right) \leq-\mathfrak{c}_{1} p(t)^{\top}  \tag{20}\\
\mathfrak{c}_{2}(1 \ldots 1)^{\top} \leq p(t) \leq \mathfrak{c}_{3}(1 \ldots 1)^{\top}  \tag{21}\\
p^{\top}(t) B_{2}^{s}(t) \leq \mathfrak{c}_{4} p^{\top}(t), \text { and } \\
p^{\top}(t) B_{3}^{s}(t, m) \leq \mathfrak{c}_{6} p^{\top}(t)
\end{gather*}
$$

for all $t \geq 0$ and $m \geq 0$.
Setting $\mathfrak{c}_{5}=\mathfrak{c}_{3} \mathfrak{c}_{4} / \mathfrak{c}_{2}$, we also assume:
Assumption 5. The delay $\tau$ satisfies

$$
\begin{equation*}
\left(\frac{\mathfrak{c}_{6}}{\mathfrak{c}_{1}}+\mathfrak{c}_{5}\right) \tau<1 \tag{22}
\end{equation*}
$$

where the $\mathfrak{c}_{i}$ 's are from Assumption 4.

We can then prove:
Theorem 2. If the system in Eqn. (17) satisfies Assumptions $4-5$, then it is uniformly globally exponentially stable to 0 .

Before summarizing the proof of Theorem 2, we make several observations. When $B_{1}^{*}$ is constant and Hurwitz, we can find a vector $p_{0}>0$ such that inequality (20) holds with $p(t)=p_{0}$ for all $t \geq 0$ [10]. Using a time-varying change of coordinates, we can sometimes transform $\dot{X}=B_{1}(t) X$ into an autonomous system [29], [30], which may help produce a function $p$ that satisfies Assumption 4. Assumption 5 restricts the size of the delay $\tau$, but it does not require that $\tau$ is known. As we will see in an example below, Assumptions 4-5 do not imply that $\dot{X}=A_{1}(t) X$ is asymptotically stable. One important difference between [16] and Theorem 2 is that the potential stabilizing effect of the term $A_{2}(t) x(t-\tau)$ is not taken into account in [16], while Theorem 2 takes that effect into account; see the examples section below.

We next summarize the main steps in the proof of Theorem 2 in [25]. Using the time-varying operator

$$
\begin{equation*}
\xi(t)=x(t)+\int_{t-\tau}^{t} A_{2}(m+\tau) x(m) \mathrm{d} m \tag{23}
\end{equation*}
$$

and the notation above, we can rewrite (17) as [25]
$\left\{\begin{aligned} \dot{\xi}(t)= & \bar{B}_{1}(t) \xi(t)-\underline{B}_{1}(t) \xi(t)+\int_{t-\tau}^{t} B_{3}^{+}(t, m) x(m) \mathrm{d} m \\ & -\int_{t-\tau}^{t} B_{3}^{-}(t, m) x(m) \mathrm{d} m \\ x(t)= & \xi(t)+\int_{t-\tau}^{t} B_{2}^{+}(m) x(m) \mathrm{d} m-\int_{t-\tau}^{t} B_{2}^{-}(m) x(m) \mathrm{d} m .\end{aligned}\right.$
Then we embed all trajectories $(\xi, x)$ of Eqns. (24) as solutions of the relevant subsystem of the higher dimensional system

$$
\left\{\begin{align*}
\dot{\xi}(t)= & \bar{B}_{1}(t) \xi(t)+\underline{B}_{1}(t) \Psi(t)  \tag{25}\\
& +\int_{t-\tau}^{t} B_{3}^{+}(t, m) x(m) \mathrm{d} m \\
& +\int_{t-\tau}^{t} B_{3}^{-}(t, m) Z(m) \mathrm{d} m \\
x(t)= & \xi(t)+\int_{t-\tau}^{t} B_{2}^{+}(m) x(m) \mathrm{d} m \\
& +\int_{t-\tau}^{t} B_{2}^{-}(m) Z(m) \mathrm{d} m \\
\dot{\Psi}(t)= & \bar{B}_{1}(t) \Psi(t)+\underline{B}_{1}(t) \xi(t) \\
& +\int_{t-\tau}^{t} B_{3}^{+}(t, m) Z(m) \mathrm{d} m \\
& +\int_{t-\tau}^{t} B_{3}^{-}(t, m) x(m) \mathrm{d} m \\
Z(t)= & \Psi(t)+\int_{t-\tau}^{t} B_{2}^{+}(m) Z(m) \mathrm{d} m \\
& +\int_{t-\tau}^{t} B_{2}^{-}(m) x(m) \mathrm{d} m
\end{align*}\right.
$$

by choosing $Z(t)=-x(t)$ and $\Psi(t)=-\xi(t)$, where we also require the matching condition

$$
\begin{align*}
& x(0)=\xi(0)+\int_{-\tau}^{0} B_{2}^{+}(m) x(m) \mathrm{d} m+\int_{-\tau}^{0} B_{2}^{-}(m) Z(m) \mathrm{d} m \\
& Z(0)=\Psi(0)+\int_{-\tau}^{0} B_{2}^{+}(m) Z(m) \mathrm{d} m+\int_{-\tau}^{0} B_{2}^{-}(m) x(m) \mathrm{d} m \tag{26}
\end{align*}
$$

This means that $(\xi, x,-\xi,-x)$ is a solution of Eqns. (25) exactly when $(\xi, x)$ is a solution of Eqns. (24). Then we can show that all trajectories of the original system satisfy the required exponential stability condition, provided all everywhere componentwise positive solutions of Eqns. (25)-(26) satisfy an exponential stability condition. Hence, the rest of the proof entails proving an
exponential stability estimate for solutions of Eqns. (25)-(26). This is done by setting $c(t)=x(t)+Z(t)$ and $\gamma(t)=\xi(t)+\Psi(t)$, and using the linear Lyapunov-Krasovskii functional

$$
\begin{align*}
& V_{3}\left(t, \gamma(t), c_{t}\right)=V_{1}(t, \gamma(t))+h V_{2}\left(t, c_{t}\right), \text { where } \\
& V_{1}(t, \gamma)=p(t)^{\top} \gamma, \quad p(t) \text { is from Assumption } 4,  \tag{27}\\
& V_{2}\left(t, c_{t}\right)=\int_{t-\tau}^{t}(g-t+\ell) p^{\top}(\ell) c(\ell) \mathrm{d} \ell
\end{align*}
$$

and $g>0$ and $h>0$ are suitable constants. In fact, by choosing appropriate $g$ and $h$, we can find a positive constant $\mathfrak{c}_{7}$ such that

$$
\begin{align*}
& \mathfrak{c}_{2} \sum_{i=1}^{n} \gamma_{i}\left(t_{1}\right)+h(g-\tau) \mathfrak{c}_{2} \sum_{i=1}^{n} \int_{t_{1}-\tau}^{t_{1}} c_{i}(\ell) \mathrm{d} \ell \leq  \tag{28}\\
& e^{-\mathfrak{c}_{7}\left(t_{1}-t_{2}\right)}\left[V_{1}\left(t_{2}, \gamma\left(t_{2}\right)\right)+h V_{2}\left(t_{2}, c_{t_{2}}\right)\right]
\end{align*}
$$

holds along all trajectories of the $(\gamma, c)$ system, which leads to the desired exponential stability for the higher dimensional system and so also for the original system. See [25] for more details.
Remark 1. We can generalize Theorem 2 to prove global asymptotic stability of systems of the form

$$
\begin{equation*}
\dot{x}(t)=\left(\delta A_{1}\right)\left(t, x_{t}\right) x(t)+\left(\delta A_{2}\right)\left(t, x_{t}\right) x(t-\tau) \tag{29}
\end{equation*}
$$

where the $(i, j)$ entry of $\left(\delta A_{p}\right)\left(t, x_{t}\right)$ is $\delta_{p i j}\left(t, x_{t}\right) a_{p i j}\left(t, x_{t}\right)$ for all $i$ and $j$ in $\{1,2, \ldots, n\}$, the functions $A_{p}=\left[a_{p i j}\right]:[0, \infty) \times C_{\text {in }} \rightarrow$ $\mathbb{R}^{n \times n}$ are known for $p=1,2$, and the functions $\delta_{p i j}:[0, \infty) \rightarrow$ $\left[\delta_{*}, \delta^{*}\right]$ are continuous uncertainties whose constant bounds $\delta_{*}>$ 0 and $\delta^{*}>0$ are known. The works $[16,25]$ did not cover systems with uncertainties of the form (29). The main change in our assumptions from [25] needed to cover (29) is to replace (22) by

$$
\begin{equation*}
\delta^{*}\left(\delta^{*} \frac{\mathfrak{c}_{6}}{\mathfrak{c}_{1}}+\mathfrak{c}_{5}\right) \tau<1 \tag{30}
\end{equation*}
$$

where the $\mathfrak{c}_{i}$ 's are defined analogously to the constants in Assumptions 4-5. See [26] for the proof of this generalized result.

## EXAMPLES

We next illustrate our theorems by proving results that we believe do not follow from any standard results. In our first two examples, our theorems apply directly. Then, we illustrate how we can combine our theorems with backstepping and linearization to cover even more general systems. The following examples are from $[16,25]$, but see the remarks at the end of this section for a generalization that is not found in $[16,25]$.

## First Example: Neutral System

We illustrate Theorem 1 with the one dimensional system

$$
\begin{equation*}
\dot{x}(t)=\eta a(t) \dot{x}(t-\tau)-2 x(t)+b(t) x(t-\tau) \tag{31}
\end{equation*}
$$

where $x$ is valued in $\mathbb{R}$, the continuous functions $a$ and $b$ are valued in $[-1,1]$, and $\tau>0$ and $\eta \in(0,1)$ are constants. Due to the terms $\eta a(t) \dot{x}(t-\tau)$ and $b(t) x(t-\tau)$, this system is not nonnegative (e.g., because the zero initial function produces negative values for $x(t)$ for $t>0$ ). We study the stability of Eqn. (31). Using the notation of Theorem 1, we take $L(t)=\eta a(t), M(t)=-2$,
$N(t)=b(t)$, and $q=1$. Then (12) becomes

$$
\begin{align*}
r_{1}(t)= & -[\dot{p}(t)-2 p(t)+2 \\
& +(p(t+\tau)+1)|b(t+\tau)|] \text { and }  \tag{32}\\
r_{2}(t)= & -p(t) \eta|a(t)|+1-\eta|a(t)|
\end{align*}
$$

We choose the constant function $p(t)=\frac{1}{\eta}-1$. Then (32) become

$$
\begin{equation*}
r_{1}(t)=2\left(\frac{1}{\eta}-2\right)+\frac{1}{\eta}|b(t+\tau)| \text { and } r_{2}(t)=1-|a(t)| \tag{33}
\end{equation*}
$$

Since $r_{1}(t) \geq 2((1 / \eta)-2)-(1 / \eta)=(1 / \eta)-4$ and $L^{s}(t)=$ $\eta|a(t)| \leq \eta$ hold for all $t \geq 0$, we can conclude from Theorem 1 that all solutions of the system in Eqn. (31) converge to zero as $t \rightarrow+\infty$, when $\eta \in(0,1 / 4)$.

## Second Example: Scalar Time-Varying System

Take the one dimensional system

$$
\begin{equation*}
\dot{x}(t)=\ell_{1} \cos ^{2}(t) x(t)+\ell_{2} \sin (t) x(t-\tau) \tag{34}
\end{equation*}
$$

where $\tau \geq 0, \ell_{1} \in \mathbb{R}$, and $\ell_{2} \in \mathbb{R}$ are constants. We use Theorem 2 to find conditions on $\tau, \ell_{1}$ and $\ell_{2}$ that ensure that Eqn. (34) is uniformly globally exponentially stable to 0 . Using the notation from Theorem 2, we have $B_{1}(t)=l_{1} \cos ^{2}(t)+l_{2} \sin (t+\tau)$, $B_{2}(t)=-l_{2} \sin (t+\tau), B_{1}^{*}(t)=B_{1}(t)$, and $B_{3}(t, m)=-l_{2} \sin (m+$ $\tau)\left(l_{1} \cos ^{2}(t)+l_{2} \sin (t+\tau)\right)$.

We need a $C^{1}$ function $p:[0,+\infty) \rightarrow \mathbb{R}$ and a constant $\mathfrak{c}_{1}>0$ such that $\dot{p}(t)+p(t) B_{1}(t) \leq-\mathfrak{c}_{1} p(t)$ for all $t \geq 0$. Assume that $\ell_{1}<0$ and choose $\mathfrak{c}_{1}=-\ell_{1} / 2$. Then, the double angle formula allows us to rewrite our requirement as $\dot{p}(t) \leq\left[-\ell_{1} \cos (2 t) / 2-\ell_{2} \sin (t+\tau)\right] p(t)$, so we can take $p(t)=$ $\exp \left(-\ell_{1} \sin (2 t) / 4+\ell_{2} \cos (t+\tau)\right)$. Hence, Assumptions 45 hold if we take $\mathfrak{c}_{2}=\exp \left(-\left|l_{1}\right| / 4-\left|l_{2}\right|\right), \mathfrak{c}_{3}=1 / \mathfrak{c}_{2}, \mathfrak{c}_{5}=$ $\left|l_{2}\right| \exp \left(\left|l_{1}\right| / 2+2\left|l_{2}\right|\right), \mathfrak{c}_{6}=\left(\left|l_{1}\right|+\left|l_{2}\right|\right)\left|l_{2}\right|$, and all $\tau>0$ such that

$$
\begin{equation*}
\left|l_{2}\right|\left(\frac{2}{\left|l_{1}\right|}\left(\left|l_{1}\right|+\left|l_{2}\right|\right)+e^{0.5\left|l_{1}\right|+2\left|l_{2}\right|}\right) \tau<1 . \tag{35}
\end{equation*}
$$

By Theorem 2, we conclude that Eqn. (34) is uniformly globally exponentially stable to 0 , when $\ell_{1}<0$ and (35) hold.

## Third Example: Stabilizing Term with Delay

For another example that illustrates Theorem 2, consider

$$
\left\{\begin{array}{l}
\dot{\xi}_{1}(t)=v_{1}(t-\tau)  \tag{36}\\
\dot{\xi}_{2}(t)=v_{2}(t-\tau) \\
\dot{\xi}_{3}(t)=\xi_{2}(t) v_{1}(t)
\end{array}\right.
$$

where we assume that the constant delay $\tau$ satisfies $\tau \in(0,1 /(3+$ $2 \sqrt{e})$ ). Our work [29, Section 6.2] solved a tracking problem for Eqns. (36) for the reference trajectory $(-\cos (t), 0,0)^{\top}$ when $\tau=0$, by building a strict Lyapunov function for the tracking dynamics. However, [29] was limited to undelayed systems, and there is no clear analog of [29, Section 6.2] that can be applied to delayed systems. Therefore, we use Theorem 2 to solve the problem of locally exponentially tracking the trajectory $(\sin (t), 0,0)^{\top}$ when $\tau \in(0,1 /(3+2 \sqrt{e}))$. By choosing $\gamma_{1}(t)=\xi_{1}(t)-\sin (t)$
and $v_{1}(t)=\cos (t+\tau)-\gamma_{1}(t)$, we obtain

$$
\left\{\begin{array}{l}
\dot{\gamma}_{1}(t)=-\gamma_{1}(t-\tau)  \tag{37}\\
\dot{\xi}_{2}(t)=v_{2}(t-\tau) \\
\dot{\xi}_{3}(t)=\xi_{2}(t)\left[\cos (t+\tau)-\gamma_{1}(t)\right]
\end{array}\right.
$$

Since $\tau \in(0,1 / 3)$, the system $\dot{\gamma}_{1}(t)=-\gamma_{1}(t-\tau)$ is globally exponentially stable to 0 (GES) [25].

The linear approximation of Eqns. (37) at 0 is

$$
\left\{\begin{array}{l}
\dot{\xi}_{2}(t)=v_{2}(t-\tau)  \tag{38}\\
\xi_{3}(t)=\xi_{2}(t) \cos (t+\tau) \\
\dot{\gamma}_{1}(t)=-\gamma_{1}(t-\tau)
\end{array}\right.
$$

Hence, the origin of Eqns. (38) is GES provided the origin of

$$
\left\{\begin{array}{l}
\dot{\xi}_{2}(t)=v_{2}(t-\tau)  \tag{39}\\
\dot{\xi}_{3}(t)=\cos (t+\tau) \xi_{2}(t)
\end{array}\right.
$$

is GES. To show the GES property for Eqns. (39), we set $\gamma_{2}(t)=$ $\xi_{2}(t)+\cos (t+\tau) \xi_{3}(t-\tau)$ to transform Eqns. (39) into

$$
\left\{\begin{align*}
\dot{\xi}_{3}(t)= & -\cos ^{2}(t+\tau) \xi_{3}(t-\tau)+\cos (t+\tau) \gamma_{2}(t)  \tag{40}\\
\dot{\gamma}_{2}(t)= & v_{2}(t-\tau)-\sin (t+\tau) \xi_{3}(t-\tau) \\
& +\cos (t+\tau)\left[-\cos ^{2}(t) \xi_{3}(t-2 \tau)\right. \\
& \left.+\cos (t) \gamma_{2}(t-\tau)\right]
\end{align*}\right.
$$

Taking

$$
\begin{align*}
& v_{2}(t-\tau)=\sin (t+\tau) \xi_{3}(t-\tau)-\gamma_{2}(t-\tau) \\
& -\cos (t+\tau)\left[-\cos ^{2}(t) \xi_{3}(t-2 \tau)+\cos (t) \gamma_{2}(t-\tau)\right] \tag{41}
\end{align*}
$$

gives the triangular system

$$
\left\{\begin{array}{l}
\dot{x}_{1}(t)=-\cos ^{2}(t+\tau) x_{1}(t-\tau)+\cos (t+\tau) x_{2}(t)  \tag{42}\\
\dot{x}_{2}(t)=-x_{2}(t-\tau)
\end{array}\right.
$$

where $x_{1}=\xi_{3}$ and $x_{2}=\gamma_{2}$. Using the preceding backstepping approach, we now use Theorem 2 to study the stability properties of the system (42). With the notation (18), we get

$$
B_{1}^{*}(t)=\left[\begin{array}{cc}
-\cos ^{2}(t+2 \tau) & |\cos (t+\tau)|  \tag{43}\\
0 & -1
\end{array}\right]
$$

Choose the function $p: \mathbb{R} \rightarrow \mathbb{R}^{2}$ defined by $p(t)=$ $\left(e^{\sin (2 t+4 \tau) / 4}, 2 e^{1 / 4}\right)^{\top}$. Then

$$
\dot{p}(t)=\left[\begin{array}{ll}
\cos (2 t+4 \tau) e^{\frac{1}{4} \sin (2 t+4 \tau)} / 2 & 0 \tag{44}
\end{array}\right]^{\top} .
$$

Then we can show [25] that $\dot{p}(t)^{\top}+p(t)^{\top} B_{1}^{*}(t) \leq-p(t)^{\top} / 2$ for all $t \geq 0$. Hence, Assumptions 4-5 hold with $\mathfrak{c}_{1}=0.5, \mathfrak{c}_{2}=e^{-1 / 4}$, $\mathfrak{c}_{3}=2 e^{1 / 4}, \mathfrak{c}_{5}=2 \sqrt{e}$, and $\mathfrak{c}_{6}=3 / 2$. The desired exponential stability result follows.

Remark 2. Under our assumption $\tau \in(0,1 /(3+2 \sqrt{e}))$, we can also make the nonlinear tracking dynamics for (36) and $(\sin (t), 0,0)^{\top}$ globally (instead of just locally) asymptotically stable. In fact, we can take $\nu_{1}(t)=\cos (t+\tau)-a_{0} \arctan \left(\gamma_{1}(t)\right)$ and $v_{2}(t-\tau)=-\gamma_{2}(t-\tau)-\left[\mathcal{G}(t) \nu_{1}(t-\tau) \xi_{2}(t-\tau)-\right.$ $\left.\xi_{3}(t-\tau)\left\{\sin (t+\tau)-a_{0}^{2} \arctan \left(\gamma_{1}(t-2 \tau)\right) /\left(1+\gamma_{1}^{2}(t-\tau)\right)\right\}\right]$, where $\gamma_{1}(t)=\xi_{1}(t)-\sin (t), \gamma_{2}(t)=\xi_{2}(t)+\mathcal{G}(t) \xi_{3}(t-\tau)$,
$\mathcal{G}(t)=\cos (t+\tau)-a_{0} \arctan \left(\gamma_{1}(t-\tau)\right)$, and $a_{0}$ is any constant such that

$$
\begin{equation*}
a_{0} \in\left(0, \frac{1}{4 \pi}\right) \text { and } \frac{8-17 \pi a_{0}}{6\left(2+\pi a_{0}\right)^{2}}>\tau \tag{45}
\end{equation*}
$$

See [26] for the proof that the preceding controls render the tracking dynamics GAS to 0 .

## CONCLUSIONS

Proving stability for time-varying linear and neutral systems with delays is a challenging problem that is beyond the scope of standard methods. However, such systems are ubiquitous in engineering applications. While powerful, prediction methods are largely limited to building delay compensating controllers, so prediction may not always be applicable when the delays are not in the input. While there is a sizable literature on stabilizing linear time-varying systems under delays, the existing results usually require constructing functionals that may not always be so easy to find [13]. Here we presented new stability analysis techniques for time delay systems, including neutral systems where there is a delay in the time derivative of the state. Our main tools were linear Lyapunov functionals, and nonnegative or positive systems. However, no nonnegativity or positivity conditions are required for the given original systems. We hope to broaden our results to cover state dependent delays $[31,32]$ and discrete-time analogs. We also hope to merge our results with the adaptive control work [33] on robustness under state constraints.
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