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Abstract—Symbiotic job scheduling exploits the fact that in a
system with shared resources, the performance of jobs is impacted
by the behavior of other co-running jobs. By coscheduling com-
binations of jobs that have low interference, the performance of a
system can be increased. In this paper, we investigate the impact
of using symbiotic job scheduling for increasing throughput.
We find that even for a theoretically optimal scheduler, this
impact is very low, despite the substantial sensitivity of per job
performance to which other jobs are coscheduled: for example,
our experiments on a 4-thread SMT processor show that, on
average, the job IPC varies by 37% depending on coscheduled
jobs, the per-coschedule throughput varies by 69%, and yet the
average throughput gain brought by optimal symbiotic scheduling
is only 3%. This small margin of improvement can be explained
by the observation that all the jobs need to be eventually executed,
restricting the job combinations a symbiotic job scheduler can
select to optimize throughput.

We explain why previous work reported a substantial gain
from symbiotic job scheduling, and we find that (only) reporting
turnaround time can lead to misleading conclusions. Further-
more, we show how the impact of scheduling can be evaluated
in microarchitectural studies, without having to implement a
scheduler.

I. INTRODUCTION

If resources on a processor chip are shared between cores
(shared memory bus, shared cache, shared core resources,
etc.), the performance of a job may be impacted greatly by
the behavior of the co-running jobs. Therefore, researchers
have proposed symbiotic job scheduling [33]: selecting com-
binations of jobs such that a performance metric (throughput,
latency, fairness, etc.) is optimized.

Most of these papers however only consider separate
coschedules: what combination of jobs maximizes system
performance, or which jobs should be coscheduled with a time-
critical job to meet the timing requirements, etc. These studies
do not take into account that all jobs in the system eventu-
ally must be executed, possibly resulting in a lower average
performance when we are forced to execute the jobs not yet
selected. A few studies evaluated symbiotic job scheduling by
doing real throughput experiments with fixed workloads, where
jobs enter the system at some time, and only leave when they
are fully executed. These papers either measure the furnaround
time (i.e., the time between the submission of an individual job
and its completion) [10], [33], [34] or the makespan (i.e., how
long it takes to execute a set of jobs from beginning to end) of
a small set of jobs [32], [39]. To our knowledge, no previous
study has considered the impact of symbiotic job scheduling
on the long-term maximum throughput that can be achieved
on a fixed workload.

In this paper, we study the impact of symbiotic job schedul-
ing on maximum throughput, i.e., can the throughput of a

fully loaded system be boosted by symbiotic job scheduling,
assuming a fixed workload? In particular, we find that

e The maximum throughput increase of symbiotic job
scheduling can be theoretically evaluated, without actually
implementing a scheduler and performing a throughput
experiment.

e The impact of symbiotic job scheduling on maximum
throughput is small compared to the variance in per-job
performance and the variance in per-coschedule instanta-
neous throughput.

e For highly-loaded systems, slightly increasing maximum
throughput can result in a large reduction of the turnaround
time, confirming earlier results about symbiotic job
scheduling.

We conclude that the impact of symbiotic job scheduling
on maximum throughput is smaller than what one intuitively
expects based on the job performance sensitivity to the co-
running jobs. It is also smaller than expected from results in
prior work, either because they do not evaluate a long enough
fixed workload, or because they report turnaround time, which
is heavily impacted by jobs inter-arrival times.

The next section discusses related work. Sections IIT and IV
introduce our framework for calculating the optimal throughput
by using symbiotic job scheduling. Section V shows quan-
titative results for two different configurations: a four-way
simultaneous multi-threading (SMT) core, and four cores shar-
ing a cache. We find that the throughput increase is minimal
and we provide insight into why this is the case. Section VI
shows that turnaround time can be a misleading metric for
assessing performance improvements. Section VII discusses
using the optimal throughput as a metric for microarchitecture
studies to incorporate scheduling in the results. We conclude
in Section VIII.

II. RELATED WORK

Resource Allocation Scheduling: There is abundant
literature on the problem of scheduling several independent
parallel jobs on multiprocessors [14]. The problem is how
to best share computing resources (in space and/or time)
between jobs. Whether parallel jobs demand a fixed number
of processors, or can vary their demand at run time, changes
the scheduling problem [14]. In the current multicore era, this
problem, which used to concern high-performance computing,
now concerns general purpose systems too [7].

In this study we consider only sequential, independent
jobs. Moreover, we assume that the scheduler cannot con-
trol resource sharing directly, i.e., shared hardware resources



(SMT core, caches, memory bandwidth, etc.) do not feature
programmable partitioning mechanisms.

Performance metric: The best way to schedule jobs
depends on the performance metric that one seeks to optimize.
For instance, Jain et al. considered symbiosis effects in an
SMT processor for a soft real-time scheduling problem where
the goal is to keep the number of missed deadlines below
a fixed fraction [16]. In this study, our primary performance
metric is the long-term average throughput, i.e., the total work
executed divided by the makespan, considering a sufficiently
large number of jobs.

Heterogeneous multiprocessors: The problem of
scheduling independent sequential jobs on heterogeneous mul-
tiprocessors (i.e., containing different sorts of processors) has
been studied extensively, mostly from a theoretical point of
view [4]. In particular, Lawler and Labetoulle showed that,
when preemption is allowed on a heterogeneous multiproces-
sor, a schedule minimizing makespan can be obtained by linear
programming [20]. Miller used linear programming to find
optimal schedules for heterogeneous multiprocessors under
the assumption, similar to ours, that the workload consists of
several different job types, with a fixed quantity of work per job
type [23]. The problem of scheduling for heterogeneous mul-
tiprocessors has resurfaced in the multicore era with heteroge-
neous multicores. Studies advocating heterogeneous multicores
for performance generally try to maximize some instantaneous
(i.e., per-coschedule) throughput metrics, such as total IPC
(instructions per cycle) or weighted speedup'. Scheduling
heuristics that try to maximize instantaneous throughput reduce
the scheduling problem to a job-to-core assignment problem,
i.e., finding a good mapping of K jobs (or less than K) onto
K cores [2], [18], [19], [24], [29], [38].

Job-to-core Mapping: Job-to-core assignment is a prob-
lem not only for heterogeneous multicores, but also for par-
tially symmetric homogeneous multicores, e.g., multicores with
identical cores and partially shared resources. Typical exam-
ples of partial symmetry are multi-chip nodes and multicores
with SMT cores. Many studies have looked at the job-to-
core assignment problem for homogeneous multicores, where
the scheduling algorithm exploits application symbiosis for
trying to maximize instantaneous throughput, or some other
instantaneous metrics (geometric mean speedup, harmonic
mean speedup, energy efficiency, etc.) [1], [3], [8], [9], [17],
[21], [22], [25], [28], [40]. Tian et al. [35] studied the theo-
retical problem of finding optimal job-to-core assigments for
minimizing makespan, assuming a number of jobs equal to the
total number of cores (i.e., as shortest jobs complete, some
cores are left idle).

Symbiotic Job Scheduling: On fully symmetric multi-
cores, the job-to-core assignment problem does not exist: all
job-to-core assignments are equivalent (except possibly when
cache and branch predictor affinity matters). Researchers who
studied the scheduling problem for symmetric multicores or
SMT processors generally consider that there are more jobs in
the system than available logical cores. The problem is reduced
to selecting a coschedule of K jobs (or less than K, see, e.g.,

'Weighted speedup is the sum of speedups of all the jobs running simultane-
ously [33], where speedup is typically defined relatively to isolated execution
on a reference machine.

[13]) to run on the K cores in each scheduling interval. There
is an abundant literature, started decades ago, about scheduling
independent sequential job on symmetric multiprocessors for
minimizing turnaround time or makespan. Here we consider
the scheduling problem when resource sharing impacts the
execution time of jobs, i.e., symbiotic scheduling [33].

Early studies on symbiotic scheduling have shown that
weighted speedup (computed over jobs present in the system)
can be increased significantly by coscheduling jobs that go
well together [5], [26], [33], [34], [36]. Weighted speedup is
an instantaneous throughput metric: it measures the quantity of
work done during a fixed time period, but that work is variable
[11]. Though variable workloads correspond to certain realistic
situations [31], in many other situations the workload is fixed,
i.e., it is independent from processors performance and from
past scheduling decisions.

Some papers have evaluated symbiotic scheduling on fixed
heterogeneous workloads. Snavely et al. [33], [34] simulated
throughput experiments where jobs come and go, assuming
exponentially distributed inter-arrival times and job sizes.
They showed that symbiotic scheduling decreases the average
turnaround time significantly. Eyerman and Eeckhout [10]
proposed a symbiotic scheduling method that they evaluated
in a way similar to Snavely et al. Settle et al. [32] and Xu
et al. [39] implemented symbiosis-aware schedulers that they
evaluated by measuring the makespan of some fixed workloads
consisting of small sets (8-16) of jobs. With such small
workloads, the effect of idling cores cannot be neglected. For
instance, Xu et al. found that, when jobs are SPEC benchmarks
run to completion, a simple symbiosis-unaware long-job-first
scheduler outperforms their symbiosis-aware scheduler [39].

III. DEFINITIONS AND ASSUMPTIONS
A. Throughput experiment

A throughput experiment is an experiment that mimics
a realistic setup where multiple distinct jobs, possibly of
different types, enter the system at some time, and only
leave when they are fully executed. A throughput experiment
assumes certain distributions of job types, job sizes, and job
inter-arrival times. We distinguish two types of throughput
experiment:

o Maximum throughput experiment: a large pool of jobs is
available, such that the processor is always fully loaded
(all cores/thread contexts are occupied) and a large set of
job combinations can be selected (but the distribution of
job types is fixed). The goal of this experiment is to obtain
the maximum throughput the processor can handle. This
experiment is representative for a server with batched jobs.

e Latency experiment: jobs arrive at a certain rate and are
queued when they cannot be executed immediately. Only
the jobs currently in the system can run on the cores. To
prevent an evergrowing queue, the arrival rate must be less
than the maximum throughput. The average throughput
equals the arrival rate, so symbiotic job scheduling only
impacts turnaround time and server utilization. This is
similar to an interactive environment, where jobs enter
following the clients’ demand.

In this paper, we mainly focus on the maximum throughput
experiment, although we also discuss the impact on a latency
experiment.



B. Unit of work

Throughput is the quantity of work per unit of time
(second, cycle,...), so defining a throughput metric requires
defining a unit of work. For this study we have considered
two common units of work: the instruction and the weighted
instruction [11]. Weighted instructions take into account that
some instructions have a longer execution time, and thus rep-
resent a larger amount of work (e.g., floating point operations,
irregular memory patterns, etc.). The weight of the instructions
is determined by their execution time on a reference core, e.g.,
a single core running a single program. Jobs have the same
number of weighted instructions, and thus the same quantity
of work, if they have the same execution time when run alone
on the reference core. Weighted instructions per cycle (WIPC)
is defined as a job’s IPC divided by its reference IPC. WIPC is
equivalent to the commonly used weighted speedup metric (see
Section II). Due to the limited space, we present only results
for the weighted instruction as unit of work, but we checked
that our qualitative conclusions also hold for the instruction as
unit of work.

C. Symbiotic job scheduling

Job symbiosis is the effect that a job’s performance can
be impacted by the behavior of other jobs through shared
resources. Job symbiosis is high when they have little impact
on each other, while large negative interference in shared
resources leads to bad symbiosis. Symbiotic job scheduling
is the process of selecting (a) job combination(s), here called
coschedules, out of a pool of jobs such that a certain perfor-
mance metric is optimized. Note that the term ‘symbiotic job
scheduling’ has been mainly used for SMT processors, but it
can be broadened to any situation involving shared resources
that cause interference between jobs (e.g., shared cache, shared
memory bandwidth, etc.).

D. Assumptions about the workload and processor configura-
tions

In order to focus our study and limit the number of
results, we make some assumptions about the workload and
the processor configurations. For the workload, we assume that

e There are N different job types. The workload contains
an unlimited (in practice, very large) number of jobs of
each type. Jobs of the same type have the same behavior.
We believe N is usually small (e.g., N = 4), because
servers typically execute only a small set of programs
(e.g., web servers, database servers, etc.). Nevertheless we
checked that increasing N does not impact our conclusions
significantly. In the evaluation section, each benchmark
defines a distinct job type.

e The job types are equally likely (i.e., jobs are equally dis-
tributed across the job types) and all job types contribute
the same total amount of work. Note that this assumption
is advantageous to symbiotic scheduling: if a particular
job type had more weight than the other job types (by
contributing more jobs, or larger jobs), it would dominate
the execution, thereby limiting the possibilities to exploit
symbiosis.

e The workload is fixed. When we compare different sched-
ulers, they all execute the exact same work, i.e., the same
number and types of jobs.

In this paper, workload’ denotes both a particular combination
of N job types and the sequence of jobs defined by this
combination.

For the processor configuration, we assume that

e There are K cores or hardware thread contexts. We con-
sider a relatively small K in our setup, corresponding typ-
ically to a single-chip fully symmetric multicore or SMT.
It should be noted that, under our workload assumptions,
symbiotic scheduling for multiple identical machines can
be reduced to the problem of symbiotic scheduling for
a single machine if the performance impact of network
bandwidth sharing can be neglected. An optimal global
schedule can be found by dividing the workload equally
between machines so that all per-machine workloads are
statistically identical, and by searching an optimal local
schedule independently for each machine.

e We consider only fully symmetric multicores or SMT pro-
cessors. Consequently, all the job-to-core assignments are
equivalent. The job-to-core assignment problem has been
studied extensively for heterogeneous multicores and for
partially symmetric homogeneous multicores (see Section
I0).

IV. OPTIMAL THROUGHPUT

In [11], Eyerman et al. develop throughput metrics that
correspond to the average throughput of a throughput experi-
ment assuming a FCFS (first-come first-served) scheduler, i.e.,
jobs are scheduled in the order they arrive. In this section, we
elaborate a technique to calculate the theoretically maximum
throughput of a processor, assuming a perfect scheduler.

We consider N job types and K cores. We consider a
job queue that at ¢ = 0 contains all the jobs that need to be
executed. The perfect scheduler knows the characteristics of
all jobs in the queue, i.e., the performance of all jobs in all
possible coschedules. The scheduler can pick jobs in any order,
not necessarily the queue order. We assume that the workload
is fixed and that all the job types contribute the same total
amount of work, as described in Section III-D.

We are looking for a perfect job schedule, i.e., one that
maximizes throughput. Let x, be the fraction of time that
the machine spends executing coschedule s under the perfect
scheduler. The =4 are unknown, they define the scheduler we
are looking for. The instantaneous throughput for coschedule
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where 7,(s) is the total execution rate (in unit of work per
second, or per cycle if the clock cycle is fixed) for job type b
in coschedule s. For example, if coschedule s contains two jobs
of type b, 7(s) is the sum of the execution rates of these two
jobs. If coschedule s contains no job of type b, then 7(s) = 0.
The perfect scheduler knows all the 7, (s) values. The average
throughput is

throughput = Z xs X it(s) 2)
seS



where S is the set of all coschedules. We seek to maximize
the average throughput under the following constraints:

Vs, xs>0 3)
st =1 “
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Vb € [2, N], szxrb(s):szxrl(s) 3)
s€S seS

Equation 5 expresses the fact that all the job types contribute
the same total amount of work. Maximizing (2) under con-
straints (3), (4) and (5) is a linear programming problem, for
which efficient algorithms are available. In particular, we use
the GNU linear programming kit (glpk) to solve the linear
program.

The result is a set of per-coschedule time fractions x
that maximizes throughput. These time fractions define an
optimal schedule. This optimal schedule can be implemented
because we assume an unlimited number of jobs of each type.
An interesting property of linear programming problems is
that there exists an optimal solution for which the number
of non-zero variables does not exceed the number of equality
constraints. In this case, the number of equality constraints is
equal to the number of job types (Equation 4 and N — 1 times
Equation 5). Hence the number of coschedules in the optimal
schedule that have a non-null time fraction does not exceed
the number of job types.

Instead of maximizing throughput, we can also calculate
the schedule that minimizes throughput. This can be useful
for analysis purposes, by providing upper and lower bounds
for throughput values, valid for any scheduler.

V. EVALUATING SYMBIOTIC JOB SCHEDULING FOR
MAXIMUM THROUGHPUT

The metric developed in the previous section calculates the
maximum achievable throughput, assuming a perfect scheduler
that knows the performance of each job in each coschedule,
and that can select any coschedule at any point in time, which
practically means that all the jobs are available from the
beginning. Although a realistic scheduler that does not have all
of this knowledge will probably perform worse, it is interesting
to compare this optimal scheduler to the base FCFS scheduler,
which knows nothing about the workload. In this section, we
evaluate and analyze the impact of symbiotic job scheduling
for two processor configurations.

A. Experimental setup

The first configuration is a 4-way SMT 4-wide out-of-
order core. An SMT core has a large amount of sharing (core
resources, caches and memory controller), leading to large
variations in job symbiosis. Furthermore, prior work has shown
a considerable impact on performance by using symbiotic
scheduling for SMT [10], [33], and recently, SMT cores were
shown to be a competitive design point for various degrees of
thread level parallelism [12].

The second configuration is a multicore consisting of 4
4-wide out-of-order cores, with a shared last-level cache and
shared memory bus. This configuration has a smaller degree of
sharing, but the sharing characteristics may be different from

TABLE 1. SELECTED SPEC CPU 2006 BENCHMARKS
Benchmark  Input Benchmark  Input
bzip2 input.program libquantum ref
calculix ref mcf ref
gee cp-decl.i perlbench diffmail.pl
gce 2231 sjeng ref
h264ref foreman_ref_encoder_main tonto ref
hmmer nph3.hmm swiss41 xalancbmk ref

the SMT configuration, because the SMT core’s performance
is often dominated by core resources sharing rather than by
cache and memory sharing.

We selected 12 SPEC CPU2006 benchmarks based on
their SMT and cache sharing behavior: they approximately
uniformly cover the space of low- to high-interference bench-
marks, see Table I. We simulated all 1,365 combinations (with
repetition) of 4 benchmarks out of the 12 selected benchmarks
using Sniper [6] (we use the new instruction window centric
core model), on both configurations (SMT core and quad-
core processor). Unless mentioned otherwise, we assume the
ICOUNT fetch policy with dynamic sharing of the ROB
(and all other non-architectural core resources) for the SMT
configuration.

Using the performance numbers obtained by the simu-
lations, we calculate the average throughput for the FCFS
scheduler, the optimal scheduler and the worst scheduler, as
described in Section IV. We evaluate the throughput for all
possible workloads consisting of N job types out of the 12
different SPEC benchmarks we consider. The default value
of N is 4, leading to 495 different workloads (number of
combinations without repetition). We assume that all N job
types are equiprobable and that all the jobs execute the same
quantity of work, as explained in Section III. As mentioned
before, we only report results for the weighted instruction as
unit of work, which means that we assume jobs that are sized
such that they all have the same execution time when run alone
on the baseline 4-wide out-of-order core.

Note that for a specific workload, there are multiple pos-
sible coschedules: for a workload consisting of 4 different
job types and 4 cores/thread contexts, there are 35 different
possible coschedules (number of combinations with repetition
of 4 out of 4; e.g., for workload ABCD, we have coschedules
AAAA, AAAB, AAAC, ..., DDDD).

B. Results

Figure 1 shows the results for the 4-way SMT core and
quad-core configuration, for N = 4 job types.

The figure show three bars. To limit the length of the
discussion, we focus on the SMT configuration. The quad-core
configuration has similar conclusions with slightly different
numbers. The first bar shows the variance of the IPC of
a job in different coschedules (within the same workload).
The zero line corresponds to the average IPC of a job (over
all coschedules), the positive bar shows the maximum IPC
(relative to the average IPC) and the negative bar corresponds
to the smallest IPC of that job. We show both the average over
all job types and workloads, as the maximum and minimum
across all job types and workloads. The figure shows that on
average over all workloads, the IPC of a job can be 23%
higher or 14% lower than the average IPC, resulting in a
variation of 37%. The extreme values are +108% (hmmer’s
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Fig. 1. Variation of the per-job IPC, the per-coschedule instantaneous
throughput and the average throughput for 4 job types and both configurations.

IPC in a workload with calculix, gcc.g23 and libquantum
is on average 0.31, but can be up to 0.64 depending on
the coschedule) and -40% (for gcc.g23 in combination with
gcc.cp-decl, sjeng and xalancbmk), so a spread of 148%.
These numbers show that jobs are sensitive to the behavior of
the co-running jobs.

The next bar shows the same metrics for the instantaneous
throughput, i.e., the total WIPC of a coschedule. The average
again corresponds to the zero line. The instantaneous through-
put of a workload can be on average 35% higher or 35%
lower than the average instantaneous throughput, depending
on which coschedule of the workload is selected. This can
go up to 69% higher or 56% lower for specific workloads.
This confirms that the selection of coschedules can have a big
impact on the throughput of a system, as shown by previous
studies.

The last bar shows the variability of the average throughput
for different scheduling policies. The zero line corresponds to
the agnostic FCFS scheduler, the positive bar is the optimal
scheduler (the average and the maximum over all workloads),
and the negative bar is the worst scheduler (average and
minimum). Surprisingly, the variance is much lower compared
to the variance in the IPC and the instantaneous throughput:
on average, the theoretically best scheduler only performs 3%
better than the FCFS scheduler (and up to 12%), and the
worst possible scheduler is only 9% worse than the FCFS
scheduler (up to 18% worse). This is a surprising result. From
the variance in the IPC of the individual jobs and the variance
in the instantaneous throughput of the different coschedules,
we expected a much larger impact of the scheduler on average
throughput. We see similar results for the configuration with 4
cores with shared cache: the difference between the throughput
of the FCFS scheduler and the optimal scheduler (6%) is much
smaller than the variance in IPC (35%) and per-coschedule
instantaneous throughput (48%). Increasing the number of
different job types also has only a small impact on the optimal
throughput: for 8 job types (N = 8), the average throughput
increase of an optimal scheduler is only 4.5% for the SMT
configuration. In the next section, we analyze this unexpected
outcome.

In the remainder we define variability as the average
spread (maximum minus minimum divided by average). So for
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Fig. 2. Optimal versus FCFS average throughput for the both configurations.
Each point is a distinct workload. Numbers are normalized to worst average
throughput. Thick line is the bisector, thin line has slope 0.73 (a) or 0.56 (b).

example, for the SMT configuration (Figure 1), the variability
of the per-job IPC is 37%, the variability of the per-coschedule
instantaneous throughput is 69% and the variability of the
average throughput is 12%.

C. Analysis of the results

We begin our analysis of the fact that symbiotic job
scheduling has only a small impact on maximum throughput
by comparing the optimal, FCFS and worst scheduler. Figure 2
shows scatter plots with one point per workload. The X-axis
is the optimal throughput relative to the worst throughput. The
Y-axis is the ratio of the FCFS throughput to the worst through-
put. In theory, average throughput can be any point between the
X-axis (average throughput equal to worst throughput) and the
bisector (average throughput equal to optimal throughput). The
figure shows that the throughput of the FCFS scheduler is close
to a line with slope 0.73 for the SMT configuration and 0.56
for the quad-core configuration. On average, the symbiosis-
unaware FCFS scheduler is able to bridge 76% and 63% of
the throughput gap between the worst and best schedulers for
the SMT and quad-core configurations respectively. We will
explain later why the throughput of the FCES scheduler is
closer to the optimal than to the worst throughput, but the fact
that there is a good correlation between the throughput gain
of the optimal and FCFS scheduler versus the worst scheduler
(i.e., the points are close to a line) simplifies our analysis to
finding out why the worst and the optimal scheduler have such
a small difference in throughput.

The worst and optimal throughput are both calculated by
solving a linear program. A linear program consists of a some
linear restrictions and a linear objective function. Due to the



linearity, the restrictions form a convex solution space, and
the optimization function has it highest (and lowest) value on
the boundary of the solution space. In this context, there can
be two reasons why there is a small difference between the
maximum and the minimum: the optimization function has
small variability within the solution space (i.e., any possible
solution leads to approximately the same throughput) or the
restrictions limit the solution space to a very small set of
possible solutions (i.e., the restrictions force the throughput
to a specific value, independent of the scheduling policy).

1) Insensitivity of the average throughput: We identified
two main reasons why the average throughput may have a
limited variability: job insensitivity and linear bottlenecks.

a) Job insensitivity: We call a job insensitive if its
performance is not dependent on the co-running jobs. If all
jobs are insensitive, there is nothing to gain with symbiotic
job scheduling, because we cannot improve the performance
of individual jobs by intelligently selecting coschedules. For
our study, about one quarter of the workloads have a low job
sensitivity (both for the SMT and quad core configuration). We
indeed see an average throughput variability of less than 10%
for these workloads. However, Figure 1 shows that average job
sensitivity is for all configurations about three times larger than
the average throughput variability, so the limited throughput
variability cannot be explained by small job sensitivities only.

b) Linear bottleneck: A linear bottleneck is a situation
where each job has an execution rate proportional to the
fraction it gets of a certain critical and fully utilized shared
resource. Formally, r,(s) = fy(s) x R, where Ry, is the
execution rate of jobs of type b when they can use the full
resource, and f(s) is the total fraction of the shared resource
used by jobs of tk;pe b in coschedule s. Since the resource is
fully utilized, Y, , f»(s) = 1 and for all coschedules s,

N rp(8)
=1. 6
b; = ©)

It can be shown that in this case, the average throughput is
independent of the scheduling policy and equals

N

Z?:l 1/Ry
Examples of linear bottlenecks could be memory bandwidth,
fetch bandwidth, dispatch width, a non-pipelined long-latency
functional unit (e.g., a divider), etc. Note that insensitive jobs
are a special case of linear bottleneck. In this case, R; is
K times the insensitive execution rate of jobs of type b, and
Equation 6 holds for all coschedules.

AT @)

Of course, in realistic situations, Equation 6 will never be
exact. To check whether we are close to a linear bottleneck,
we can look for R;’s that solve the overdetermined system of
equations 6 in the least-square sense, i.e., R;’s that minimize

L (o))
2 rp(S
R\ R !

seS \b=1
The least-square error € is then a measure of how close we
are to a linear bottleneck: an error of 0 means that we have an
exact linear bottleneck, and the larger the error, the further we
are from a linear bottleneck. Figure 3 shows the throughput
variance as a function of the linear bottleneck least-square
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Fig. 3. Optimal throughput versus linear bottleneck least square error for
both configurations. Each point is a distinct workload. The color of the point
represents the difference in average WIPC between the different job types in
the workload.

error (the coloring of the points will be explained in the next
section). We notice a fairly good correlation, and more so for
the quad-core configuration than for the SMT configuration.

We found that for the SMT configuration, mainly work-
loads with high-IPC jobs have a close to linear bottleneck,
which could be explained by the fact that the fetch and
dispatch width of the SMT core is limited to 4, so instan-
taneous IPC throughput can never exceed 4, and the IPC of
a high-IPC benchmark is proportional to the fraction of the
fetch bandwidth it gets. Memory-intensive jobs have more
interference in the shared caches, which has a non-linear
effect on performance. For the quad-core configuration, non-
memory-intensive applications have less interference in the
shared cache, making them insensitive and therefore a linear
bottleneck.

2) Small solution space: The main restriction we impose
on our optimal scheduler is that each job type should perform
a fixed amount of work, which we assume equal for all job
types (see Section III-D). This implies that if we execute (a)
particular job type(s) for some amount of time, we are forced
to execute the other job types later on, to let them keep up and
execute their part of the work. Depending on the performance
of the jobs in the coschedules, this can heavily restrict the



freedom of the scheduler to select coschedules. In extreme
cases, it can occur that the workload forces the selection of
the coschedules to be executed, not the scheduler.

Before giving a more formal analysis, we first explain
this behavior intuitively. Let’s assume that we have two job
types A and B, with A a high-IPC job type and B a low-
IPC job type. Coschedules with many A’s will have a higher
instantaneous throughput, so a scheduler might select these
coschedules. However, because they have a high throughput,
they will finish their work fast, and we will end up with only
B’s to execute, which have a low throughput. So, no matter
how much effort we put in optimizing throughput, we will
always have to execute low throughput coschedules to fulfill
the fixed work requirement.

Analysis of the results showed that the difference between
the execution rates of different job types is a good indicator of
a limited solution space. The higher the difference between the
performance of the individual jobs is, the more time is spent
executing low-IPC jobs, and the less freedom a scheduler has
in selecting coschedules to optimize throughput. We refer back
to Figure 3, but now we also consider the color of points,
which reflects the difference in average WIPC between the
different job types in the workload. The figures clearly show
that workloads that have a relatively large linear bottleneck
least square error but a low average throughput variability, have
a relatively high difference in per-job performance. The points
with smaller IPC differences show good correlation between
the linear bottleneck least square error and the throughput
variability. Note that the differences between the WIPC of the
benchmarks is much smaller for the quad-core configuration
than for the SMT configuration. This is because the interfer-
ence in the quad-core configuration is much smaller and more
evenly divided over the different jobs (i.e., each job has a
similar slowdown), whereas for the SMT configuration, there
is more interference, and the interference is unequally divided,
i.e., some jobs are slowed down much more than others.

3) Conclusion of the optimum versus worst average
throughput analysis: In conclusion, it is clear that the average
throughput variability (i.e., the difference between minimum
and maximum throughput) is always smaller than the variabil-
ity in per-job IPC and per-coschedule instantaneous through-
put. Because of the fixed work constraint, we cannot always
select the highest IPC jobs or highest throughput coschedules:
jobs that do not belong to this category will be delayed and
eventually the system is forced to execute them. Furthermore,
average throughput is also less variable if

e Jobs are (close to) insensitive: if the performance of a
job is (almost) independent of what jobs are co-running,
symbiotic job scheduling has no impact.

e There is a linear bottleneck in the hardware: if the per-
formance of every job is proportional to the fraction of
a critical shared resource that the job gets (e.g., dispatch
width), then average throughput is fixed, independent of
the scheduling policy.

e There is a large difference in execution rate between
different jobs in the same workload: slow jobs take longer
to execute and will dominate the bulk of the execution
profile, meaning that the scheduler has less freedom to
select different coschedules.

TABLE II. INSTANTANEOUS THROUGHPUT AND FRACTION OF TIME
COSCHEDULES ARE SELECTED AVERAGED PER NUMBER OF UNIQUE JOB
TYPES PER COSCHEDULE.

(a) SMT configuration

Coschedule Average inst. Frac. FCFS Frac. optimal ~ Frac. worst
heterogeneity throughput scheduler scheduler scheduler

1 1.74 3% 1% 80%

2 1.83 38% 38% 20%

3 1.91 52% 50% 0%

4 1.97 7% 11% 0%

(b) Quad-core configuration

Coschedule Average inst.  Frac. FCFS  Frac. optimal ~ Frac. worst
heterogeneity throughput scheduler scheduler scheduler

1 3.36 2% 1% 65%

2 3.40 34% 10% 35%

3 3.46 55% 17% 0%

4 3.53 9% 72% 0%

If any of these conditions applies, then throughput variability
is low, explaining the large fraction of workloads that have low
throughput variability: for the SMT configuration, about 30%
of the workloads have a variability of less than 10%. On the
other hand, 15% of the workloads have throughput variability
of more than 20%. Note that this is the variability between
the worst and the best scheduler. The difference between the
symbiosis-unaware FCFS scheduler and the optimal scheduler
is discussed next.

D. Why FCFS throughput is close to the maximum throughput

The previous sections explained why the difference be-
tween minimum and maximum throughput is low for many
workloads, but the difference between the FCFS scheduler and
the optimal scheduler is even smaller. Figure 2 shows that the
FCFS scheduler fills about 60% to 70% of the gap between the
worst and best scheduler. In numbers, this means that of the
average 12% to 14% throughput difference between the worst
and best scheduler, 8% to 9% is already obtained by using a
symbiosis-unaware FCFS scheduler instead of a deliberately
bad scheduler, leaving only a small 3% to 6% potential
throughput gain for a symbiotic job scheduler compared to
the FCFS scheduler on average.

To explain this behavior, we analyzed the coschedules that
are selected by the FCFS, optimal and worst scheduler. Table II
lists these fractions, grouped by the coschedule heterogeneity,
i.e., the number of different job types in the coschedules. The
tables also list the average instantaneous throughput (WIPC)
of these coschedules. Clearly, the higher the coschedule het-
erogeneity, the higher the instantaneous throughput. This is
because similar programs stress the same component(s) of the
processor, which results in a bottleneck. Different job types
stress different components, resulting in better utilization and
a higher throughput.

The coschedules selected by the FCES scheduler result
from a random process, where the next job is uniformly
selected from the available job types. For example, the proba-
bility of a homogeneous coschedule (only one job type) equals
the probability that 4 consecutively drawn jobs have the same
type. These probabilities equal 2%, 33%, 56% and 9%, for
coschedule heterogeneities of 1, 2, 3 and 4, respectively. The
FCFS coschedule time fractions differ a little bit from these
theoretical values, due to the fact that some jobs run longer
than other jobs, which means that the slower jobs remain
longer in the system than faster jobs.

The optimal scheduler clearly tries to execute the better
performing heterogeneous schedules more often, but succeeds



in that far better for the quad-core configuration than for the
SMT configuration. The cause for this is the fact that for the
quad-core configuration, the interference is much less than for
the SMT configuration. For the quad-core configuration, jobs
run at (close) to full speed if there is not much common stress
on components (i.e., the shared cache and memory bus), which
is the case in the heterogeneous coschedules. This means that
it is easy to fulfill the equal work constraint: all the jobs have
(approximately) the same execution rate, and we only need to
select other coschedules to let job types that are a little bit
behind keep up with the other job types.

For the SMT configuration, there is much more interfer-
ence, and the interference is not fairly distributed, i.e., some
jobs progress faster than others. This means that the optimal
scheduler can only select the heterogeneous coschedule for a
short fraction of time, and then needs to select other cosched-
ules to let the slower jobs keep up. This forces the optimal
scheduler to be closer to the FCFS scheduler. The worst
scheduler, on the other hand, mostly selects badly performing
homogeneous coschedules. It has no problems to fulfill the
equal-work constraint, because selecting the 4 homogeneous
coschedules always enables satisfying this constraint.

To conclude, the average throughput of the FCFS scheduler
is much higher than that of the worst scheduler, as FCFS ‘natu-
rally’ selects homogeneous coschedules for a small fraction of
time, while the worst scheduler selects them for a large fraction
of time. For the quad-core configuration, the optimal scheduler
can select the best performing heterogeneous coschedules most
of the time, because coscheduled jobs progress roughly at the
same rate, resulting in a throughput that is relatively higher
than that of the FCFS scheduler. For the SMT configuration,
there is less fairness between coscheduled jobs, forcing the op-
timal scheduler to select other, worse performing coschedules
to satisfy the equal work constraint, which results in a through-
put that is only slightly above that of the FCFS scheduler. To
check this statement, we artificially changed the performance
of jobs in the single 4-heterogeneous coschedule for the SMT
configuration by making them more fairly distributed, without
changing the instantaneous throughput of the coschedule (i.e.,
we gave slower jobs a higher IPC and faster jobs a lower
IPC). Now, the optimal scheduler selects the heterogeneous
coschedule for most of the time, which increases the average
throughput substantially, while the average throughput of the
FCFS and worst schedulers remains unchanged.

VI. SYMBIOTIC JOB SCHEDULING AND TURNAROUND
TIME

The results in the previous section seem to contradict
results from published symbiotic job scheduling papers. For
example, Snavely and Tullsen [33] report a 17% reduction
in turnaround time by using their symbiotic scheduler for a
four-way SMT core, and Eyerman and Eeckhout [10] find that
turnaround time is reduced by on average 21% for a similar
setup. This is much larger than the 3% increase in average
throughput that we obtain using a perfect optimal scheduler.
The main difference is the reported metric: previous work
reports turnaround time reductions in a latency experiment,
whereas we report the average throughput using a maximum
throughput experiment. The difference between both is ex-
plained and analyzed in this section.

turnaround time

arrival rate

Fig. 4. Turnaround time as a function of arrival rate. The vertical line is the
asymptote at the maximum throughput, the dotted lines correspond to a small
increase in maximum throughput.

Turnaround time is the time that has elapsed between the
entrance of a job in the system until it is fully executed and
leaves the system. Turnaround time depends on the arrival
rate of the jobs and the service rate of the servers: the higher
the arrival rate and the lower the service rate, the larger the
turnaround time, because a job will spend more time waiting in
the queue. Figure 4 shows a (generic) curve of the turnaround
time as a function of the job arrival rate (for the moment, we
only consider the full line, we will discuss the dotted line later).
If the arrival rate is very low (point A on the curve), there will
be no jobs in the queue or in the processor when a job arrives,
so its turnaround time is inversely proportional to the service
rate of one server. When the arrival rate is slightly larger (point
B), multiple jobs will be in the system concurrently, but the
queue is usually empty. Turnaround time increases because of
interference between jobs due to resource sharing. A further
increase in the arrival rate (point C) causes some jobs to be
queued for some amount of time. Turnaround time increases
quickly due to the extra queuing delay. When the arrival rate
is close to the maximum service rate (point D), the turnaround
time increases very fast, and becomes infinite when the arrival
rate exceeds the maximum service rate, because jobs arrive
faster than they can be processed, leading to an infinitely large
queue. In our setup, the maximum service rate corresponds to
the maximum throughput of the processor as calculated in the
maximum throughput experiment.

When the operating point of a processor is in points A
and B, scheduling has no impact because there are no jobs
in the queue to select specific coschedules. The coschedules
are purely determined by the jobs that happen to be in the
system at that time. Usually, point D is avoided, since this
leads to a large amount of queued jobs, which would require
a large queuing capacity or lost jobs, together with very long
turnaround times. The most interesting point is point C, where
the processor is fully loaded most of the time, and some
jobs are queued. Here, an intelligent scheduler can try to
reduce turnaround times by selecting coschedules from the jobs
currently in the system (both in the servers and the queue). This
is also the operating point of the experiments done by Snavely
and Eyerman: they both strive at having approximately twice
as many jobs in the system than the number of thread contexts.

Assume the full line in Figure 4 corresponds to the FCFS
scheduler, and the arrival rate corresponds to point C. Using
symbiosis-aware scheduling, we slightly increase maximum
throughput, ending up with the dotted line. It is clear that
if the arrival rate remains the same, the relative reduction in
turnaround time is much larger than the relative increase in
maximum throughput, explaining the discrepancy between our
results and those in previous work. For example, for an M/M/4



queuing system (4 servers and exponentially distributed inter-
arrival times and service times), with parameters A = 3.5 and
i = 1, there are on average 8.7 jobs in the system, and the
turnaround time is 2.5. Increasing p to 1.03 (3% increase in
maximum throughput) results in 7.3 jobs in the system and a
turnaround time of 2.1, a 16% reduction.

As a result, turnaround time reduction numbers are related
to the arrival rate or the load presented to the server. If the
load is high, significant decreases in turnaround time can be
achieved with only small increases in throughput. Furthermore,
turnaround time can also be improved without increasing
throughput. For a single-processor server, always selecting the
jobs with the shortest remaining time (the SRPT scheduling
policy [15]) results in the lowest average turnaround time
[30]. This is intuitive: putting a long job before a short one
substantially increases the turnaround time of the short job,
while doing it the other way around only slightly increases the
turnaround time of the long job. To conclude, for a microar-
chitecture or scheduler study that targets increasing throughput
(such as the studies by Snavely and Eyerman), (only) reporting
average turnaround time reductions can be misleading, since
these reductions can be magnified by increasing the load and/or
by reordering the jobs in an SRPT-like manner (e.g., if jobs
have approximately the same size, selecting the jobs with the
highest execution rates amounts to selecting the jobs with the
shortest execution times).

Maximum throughput is independent of the arrival rate and
job size based ordering. However, most systems do not operate
at their maximum throughput point, because that results in
long queues and long turnaround times. The system is usually
dimensioned such that the maximum throughput is larger
than the (expected) load, to limit queue sizes and to avoid
high turnaround times at peak moments. In that case, average
throughput is always equal to the average load, and therefore,
different schedulers cannot be compared by evaluating their
throughput. The problem is that the throughput improvement
only has an impact when the system is actually loaded, and
if the load is less than the maximum throughput, the system
becomes empty from time to time. When the system is loaded,
throughput improvements will lead to a shorter time to execute
the current load, thereby decreasing the processor utilization
and enlarging the empty periods. So, instead of reporting
throughput (which is constant) or turnaround time (which can
be misleading), it is better to evaluate processor utilization
(average number of cores that are executing jobs) and/or empty
periods. These numbers are still impacted by the load, but they
remain bounded when the load is increased.

To illustrate this and to show that it is possible to increase
throughput using information from the theoretically optimal
scheduler, we did the following experiment. We simulated a
system where jobs arrive following a Poisson process with an
arrival rate that is lower than the maximum throughput, and
we measured turnaround time, processor utilization and the
fraction of time the system is empty. We assume we know
the performance of all jobs in all coschedules, and we know
the distribution of job types and job sizes. We evaluated 4
schedulers:

e FCFS scheduler: jobs are executed in the order they arrive.

e MAXIT scheduler: from all jobs in the system, select the
combination (coschedule) that has the highest instanta-
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Fig. 5. Turnaround time, processor utilization and processor empty fraction
for the FCFS, MAXIT, SRPT and MAXTP scheduler, and three different loads
(relative to the FCFS maximum throughput).

neous throughput; if multiple combinations have the same
throughput, select the one containing the oldest jobs.

e SRPT scheduler: from all possible combinations of jobs,
select the one with the smallest sum of remaining execu-
tion times (taking into account the remaining job length
and its performance when coscheduled in that particular
combination).

e MAXTP scheduler: get the optimal coschedules and their
fraction of time from the linear programming model (of-
fline phase); when one or more of these coschedules can
be composed from the jobs in the system, select the one
that is furthest away from its ideal time fraction (and thus
also keep a counter per coschedule with the time it has
been selected up to now); if none of these coschedules
can be selected, resort to the MAXIT scheduler. This is a
practical implementation of a scheduler that makes use of
the methodology presented in this paper.

Note that the FCFS scheduler needs no knowledge about
the jobs. The MAXIT scheduler needs to know the instanta-
neous throughput of all coschedules (using offline profiling, a
model [10], or information from the past). The SRPT scheduler
needs this information too, together with the (estimated) size
of the jobs in the system. The MAXTP scheduler has an
offline phase, which requires the performance of each of
the coschedules, and the distribution of job types and sizes.
Once the optimal coschedules and their fractions are known,
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Fig. 6. Obtained throughput on a maximum throughput experiment (arrival
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it just follows this schedule, without needing any knowledge
about the size or the performance of the current jobs. Only
the types of the current jobs need to be communicated to
the scheduler. Note also that this is a theoretical study, with
no intention of evaluating a real scheduler. It just shows
the potential (the performance of a realistic scheduler will
be impacted by context switch overhead effects, inaccurate
modeling of the performance and/or inaccurate extrapolation
of distributions seen in the past, effects that are not modeled
in this experiment).

Figure 5 shows the results for the four schedulers. These re-
sults are averaged over all workloads consisting of 4 job types,
out of the 12 considered benchmarks. For every workload, we
did three experiments with three different arrival rates, relative
to the FCFS maximum throughput (calculated by TPCalc
[11]). For arrival rates that are 80% and 90% of the FCFS
maximum throughput, SRPT results in the lowest turnaround
time, but it has no considerable impact on processor utilization
and on the empty fraction. Although not very visible, the
lowest utilization and highest empty fraction is obtained by
the MAXTP scheduler, despite the higher turnaround time. If
the load increases to 95%, the MAXTP scheduler has more
opportunities to select optimal coschedules, resulting in a 23%
reduction of the turnaround time, which is much higher than
the 3% increase in maximum throughput, as explained before.
The MAXTP scheduler also has a lower processor utilization
(-2.2% versus FCFS) and a higher empty fraction (from 2.6%
for FCFS to 3.2% for MAXTP), which are in the same order
as the maximum throughput increase.

We also performed a maximum throughput experiment by
setting the arrival rate higher than the maximum throughput.
Figure 6 shows the obtained throughput for all workloads,
relative to the FCFS throughput. It also includes the theo-
retical maximum and minimum throughput using the linear
programming model (Section IV). The SRPT scheduler has
the same maximum throughput as the FCFS scheduler. The
MAXIT scheduler has a slightly lower throughput on average,
mainly because it delays badly performing jobs too much.
The MAXTP scheduler has a throughput that almost exactly
matches the maximum throughput obtained by the linear
programming model.

VII. OPTIMAL THROUGHPUT AS A THROUGHPUT METRIC

Although our results show that the impact of scheduling
on maximum throughput is rather limited, the increase in
throughput (3% to 10%) is similar to that of (small) microar-
chitectural improvements. Microarchitecture studies usually do
not evaluate the impact of scheduling on the performance
improvement of the proposed feature. However, the baseline
processor with intelligent scheduling can possibly perform as
good or even better than the improved processor. The linear
programming technique as described in Section IV can be used
to evaluate the impact of a theoretically optimal scheduler
on average throughput. It needs only performance data from
individual coschedules to calculate the optimal throughput,
without requiring a real throughput experiment or designing
new scheduling algorithms.

To illustrate the usage of optimal throughput as a metric
in microarchitecture studies, we explore different fetch and
resource sharing policies for an SMT core. We evaluated four
different settings: a round-robin (RR) fetch policy and static
ROB partitioning [27], RR fetch policy and dynamic ROB
partitioning, ICOUNT fetch policy and static ROB partitioning,
and ICOUNT with dynamic ROB partitioning [37] (which was
the default setting in the previous results).

For all policies, we evaluate the average throughput of
the FCFS scheduler [11] and the optimal scheduler for all
workloads consisting of 4 different benchmarks. We find that
the scheduler has no significant impact on the conclusion
of the comparison, ICOUNT with dynamic ROB partitioning
outperforms all other policies. On average, it has a 1.7% higher
throughput than RR with static partitioning for the FCFS
scheduler, and 1.5% for the optimal scheduler. For individual
workloads, scheduling can have an impact on the conclusion:
about 10% of the workloads select a different optimal policy
when using an optimal scheduler compared to the standard
FCFS scheduler. Also note that the throughput of the RR
with static partitioning policy is improved by 1.7% by using
a more complex policy, while intelligent scheduling improves
the average throughput by 3.3% (assuming that we can reach
this upper bound with a realistic scheduler).

VIIL.

In this paper, we explore the impact of symbiotic job
scheduling on the maximum throughput of a fully symmetric
SMT or multicore processor. We find that, despite the fact
that job performance is very sensitive to which other jobs are
coscheduled, symbiotic job scheduling has only a small impact
on the maximum throughput of a system. The main reason is
that in the end, we have to execute all jobs in a system, so
selecting jobs that perform well and have a good symbiosis
delays the other jobs and eventually forces the system to
execute bad job combinations.

CONCLUSIONS

We also show that a small increase in maximum throughput
can have a large impact on turnaround time, which explains
previous results. We argue that only reporting turnaround time
can lead to misleading conclusions because it depends on the
arrival rate of jobs, while processor utilization or processor
empty time are a better indicator for throughput improvement.
Finally, we show how the impact of intelligent scheduling can
be evaluated in a microarchitecture study, without having to
implement a scheduler or simulating an arrival process.



Overall, our study shows that the impact of symbiotic
scheduling on the average throughput of fully symmetric SMT
or multicore processors is likely to be limited. However, our
study does not say that trying to exploit application symbiosis
is worthless in general. Application symbiosis might bring non-
negligible throughput improvements on particular workloads
(more than 10% for our study), even on fully symmetric
multicores. More importantly, previous studies have shown that
the instantaneous throughput of partially symmetric multicores
(e.g., multicores with SMT cores) may be boosted substantially
by exploiting application symbiosis for intelligent job-to-core
mapping.
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