
�>���G �A�/�, �?���H�@�y�R�R�9�N�8�9�9

�?�i�i�T�b�,�f�f�?���H�X�B�M�`�B���X�7�`�f�?���H�@�y�R�R�9�N�8�9�9�p�k

�a�m�#�K�B�i�i�2�/ �Q�M �k�k �a�2�T �k�y�R�e

�>���G �B�b �� �K�m�H�i�B�@�/�B�b�+�B�T�H�B�M���`�v �Q�T�2�M ���+�+�2�b�b
���`�+�?�B�p�2 �7�Q�` �i�?�2 �/�2�T�Q�b�B�i ���M�/ �/�B�b�b�2�K�B�M���i�B�Q�M �Q�7 �b�+�B�@
�2�M�i�B�}�+ �`�2�b�2���`�+�? �/�Q�+�m�K�2�M�i�b�- �r�?�2�i�?�2�` �i�?�2�v ���`�2 �T�m�#�@
�H�B�b�?�2�/ �Q�` �M�Q�i�X �h�?�2 �/�Q�+�m�K�2�M�i�b �K���v �+�Q�K�2 �7�`�Q�K
�i�2���+�?�B�M�; ���M�/ �`�2�b�2���`�+�? �B�M�b�i�B�i�m�i�B�Q�M�b �B�M �6�`���M�+�2 �Q�`
���#�`�Q���/�- �Q�` �7�`�Q�K �T�m�#�H�B�+ �Q�` �T�`�B�p���i�2 �`�2�b�2���`�+�? �+�2�M�i�2�`�b�X

�G�ö���`�+�?�B�p�2 �Q�m�p�2�`�i�2 �T�H�m�`�B�/�B�b�+�B�T�H�B�M���B�`�2�>���G�- �2�b�i
�/�2�b�i�B�M�û�2 ���m �/�û�T�¬�i �2�i �¨ �H�� �/�B�z�m�b�B�Q�M �/�2 �/�Q�+�m�K�2�M�i�b
�b�+�B�2�M�i�B�}�[�m�2�b �/�2 �M�B�p�2���m �`�2�+�?�2�`�+�?�2�- �T�m�#�H�B�û�b �Q�m �M�Q�M�-
�û�K���M���M�i �/�2�b �û�i���#�H�B�b�b�2�K�2�M�i�b �/�ö�2�M�b�2�B�;�M�2�K�2�M�i �2�i �/�2
�`�2�+�?�2�`�+�?�2 �7�`���M�Ï���B�b �Q�m �û�i�`���M�;�2�`�b�- �/�2�b �H���#�Q�`���i�Q�B�`�2�b
�T�m�#�H�B�+�b �Q�m �T�`�B�p�û�b�X

�.�B�b�i�`�B�#�m�i�2�/ �m�M�/�2�` �� �*�`�2���i�B�p�2 �*�Q�K�K�Q�M�b���i�i�`�B�#�m�i�B�Q�M �@ �L�Q�M�*�Q�K�K�2�`�+�B���H �@ �L�Q�.�2�`�B�p���i�B�p�2�b�% �9�X�y
�A�M�i�2�`�M���i�B�Q�M���H �G�B�+�2�M�b�2

�a�T���`�b�2 �"���v�2�b�B���M �`�2�;�B�b�i�`���i�B�Q�M �Q�7 �K�2�/�B�+���H �B�K���;�2�b �7�Q�`
�b�2�H�7�@�i�m�M�B�M�; �Q�7 �T���`���K�2�i�2�`�b ���M�/ �b�T���i�B���H�H�v ���/���T�i�B�p�2

�T���`���K�2�i�`�B�x���i�B�Q�M �Q�7 �/�B�b�T�H���+�2�K�2�M�i�b
�G�Q�[�+ �G�2 �6�Q�H�;�Q�+�- �>�2�`�p�û �.�2�H�B�M�;�2�i�i�2�- ���M�i�Q�M�B�Q �*�`�B�K�B�M�B�b�B�- �L�B�+�?�Q�H���b ���v���+�?�2

�h�Q �+�B�i�2 �i�?�B�b �p�2�`�b�B�Q�M�,

�G�Q�[�+ �G�2 �6�Q�H�;�Q�+�- �>�2�`�p�û �.�2�H�B�M�;�2�i�i�2�- ���M�i�Q�M�B�Q �*�`�B�K�B�M�B�b�B�- �L�B�+�?�Q�H���b ���v���+�?�2�X �a�T���`�b�2 �"���v�2�b�B���M �`�2�;�B�b�i�`���i�B�Q�M
�Q�7 �K�2�/�B�+���H �B�K���;�2�b �7�Q�` �b�2�H�7�@�i�m�M�B�M�; �Q�7 �T���`���K�2�i�2�`�b ���M�/ �b�T���i�B���H�H�v ���/���T�i�B�p�2 �T���`���K�2�i�`�B�x���i�B�Q�M �Q�7 �/�B�b�T�H���+�2�@
�K�2�M�i�b�X �J�2�/�B�+���H �A�K���;�2 ���M���H�v�b�B�b�- �1�H�b�2�p�B�2�`�- �k�y�R�d�- �j�e�- �T�T�X�d�N �@ �N�d�X �I�R�y�X�R�y�R�e�f�D�X�K�2�/�B���X�k�y�R�e�X�y�N�X�y�y�3�=�X
�I�?���H�@�y�R�R�9�N�8�9�9�p�k�=

https://hal.inria.fr/hal-01149544v2
http://creativecommons.org/licenses/by-nc-nd/4.0/
http://creativecommons.org/licenses/by-nc-nd/4.0/
http://creativecommons.org/licenses/by-nc-nd/4.0/
https://hal.archives-ouvertes.fr


Sparse Bayesian Registration of Medical Images for Self-Tuning of Parameters
and Spatially Adaptive Parametrization of Displacements

Lo�̈c Le Folgoca,b, Herv́e Delingettea, Antonio Criminisic, Nicholas Ayachea

aAsclepios Research Project, Inria Sophia Antipolis, France
bMicrosoft Research – Inria Joint Centre, France

cMachine Learning and Perception Group, Microsoft Research Cambridge, UK

Abstract

We extend Bayesian models of non-rigid image registration to allow not only for the automatic determination of registration param-
eters (such as the trade-off between image similarity and regularization functionals), but also for a data-driven, multiscale, spatially
adaptive parametrization of deformations. Adaptive parametrizations have been used with success to promote both the regularity
and accuracy of registration schemes, but so far on non-probabilistic grounds – either as part of multiscale heuristics, or on the
basis of sparse optimization. Under the proposed model, a sparsity-inducing prior on transformation parameters complements the
classical smoothness-inducing prior, and favors parametrizations that use few degrees of freedom. As a result, �ner bases get in-
troduced only in the presence of coherent image information and motion, while coarser bases ensure better extrapolation of the
motion to textureless, uninformative regions. The space of possible parametrizations consists of arbitrary combinations of basis
functions chosen among any preset, widely overcomplete (and typically multiscale) dictionary. Inference is tackled in an ef�cient
Variational Bayes framework. In addition we propose a �exible mixture-of-Gaussian model of data that proves to be more faithful
for a variety of image modalities than the sum-of-squared differences. The performance of the proposed approach is demonstrated
on time series of (cine and tagged) magnetic resonance and echocardiographic cardiac images. The proposed algorithm matches
the state-of-the-art on benchmark datasets evaluating accuracy of motion and strain, and is highly automated.

Keywords: Non-rigid registration, Bayesian modelling, Sparse structured prior, Variational Bayes, ARD, Cardiac Imaging

1. Introduction

Non-rigid image registration is the ill-posed task of inferring
a deformation	 from a pair of observed (albeit noisy), related
imagesI and J. Classical approaches propose to minimize a
functional which weighs an image similarity criterionD against
a regularizing (penalty) termR:

arg min
	

E(	 ) = D(I ; J; 	 ) + � � R(	 ) (1)

Prior knowledge to precisely model the space of plausible de-
formations or the regularizing energy is generally unavailable.
The optimal trade-off between the image similarity term and the
regularization prior is itself dif�cult to �nd. Typically the user
would manually adjust the trade-off until a qualitatively good �t
is achieved, which is time consuming and calls for some degree
of expertise. Alternatively if quantitative benchmarks are avail-
able on a similar set of images, they can serve as a metric of
reference on which to optimize parameters, under the assump-
tion that the value that achieves optimality is constant across the
dataset. Unfortunately, this assumption generally does not hold.
Probabilistic interpretations of registration recently emerged as
a way to automate the process (Richard et al., 2009; Simpson
et al., 2012; Risholm et al., 2013). Gee and Bajcsy (1998) �rst
noted that, in a Bayesian paradigm, the two terms in Eq. (1)
relate respectively to a likelihood and prior on the latent trans-
formation	 . In fact the trade-off parameter itself can be treated

Figure 1: (a) Trajectories of points on the endocardium, following the registra-
tion of a time series of cardiac MR images by the proposed approach. (b) LV
volume over time and99:7% con�dence interval. (c) Tensor visualization of
directional uncertainty at end-systole, rasterized at voxel centers of a2D slice.

as a hidden random variable, equipped with a broad prior distri-
bution, and jointly inferred with	 or integrated out. In practice,
analytical inference is precluded and various strategies are de-
vised for approximate inference. Risholm et al. (2013) charac-
terize the distributions of interest from MCMC samples. This is
a most principled and accurate approach provided that enough
samples can be drawn within the available computational bud-
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Figure 2: Graphical model of registration. The generative model of dataD
involves a transformation	 of space, and noise governed by a set of underly-
ing parametersP. Hyperpriors (with hyperparametersH P) are in turn imposed
over the noise parameters. The transformation is parametrized as a linear com-
bination of prede�ned basis functionsf� k; k = 1� � � Mgwith associated weights
wk. Priors on the transformation smoothness and on the relevance of individual
bases introduce additional parameters� and Ak0. Random variables are cir-
cled, hyperparameters are squared. Arrows capture conditional dependencies.
Shaded nodes are observed variables or �xed hyperparameters. The transfor-
mation 	 is fully determined by its parent nodes (the� k andwk), hence the
doubly circled node. The content of plates is replicated (M times).

get. Aside from monitoring the progress of the scheme, two dif-
�culties arise: crafting an ef�cient proposal distribution over	
and computing the acceptance probability of the proposed sam-
ple. To circumvent this latter issue, the authors sample from
an approximate posterior distribution derived in a variational
free-energy framework. Alternatively, thefull inference can be
tackled in a variational Bayes framework (Simpson et al., 2012,
2015). This offers an appealing compromise between the com-
putational burden and the quality of the estimates, depending
on the chosen family of variational (approximate) posterior dis-
tributions. In this article, we propose to extend the Bayesian
framework of registration to automatically select the optimal
location and scale of bases parametrizing the transformation.

Spatial re�nement of the parametrization was previously
handled heuristically (Rohde et al., 2003), or led to alternative
formulations of registration via spatially anisotropic �ltering
Stefanescu et al. (2004). Dynamic re�nements of the displace-
ment space have also been proposed by Glocker et al. (2008);
Parisot et al. (2014) for MRF-based discrete registration. The
displacement quantization is re�ned using local, min-marginal
based estimates of uncertainty. Dynamic quantization (see also
Tang and Hamarneh (2013) and Heinrich et al. (2016)) does not
affect the registration energy however: its purpose is simply to
accelerate convergence towards the optimum. In our work, the
registration cost function forces the complexity of the mapping
to adapt to the underlying dataset: �ner bases are introduced
only in the presence of coherent image information and motion,
while coarser bases ensure better extrapolation of the motion
to textureless, uninformative regions. In that spirit of model
selection, Stewart et al. (2003) use an information criterion to
choose regionally among a limited pool of deformation models
(e.g. similarity, af�ne, quadratic), but do not address combi-
natorial issues arising in fully non-rigid registration from the
number of possible parametrizations. Shi et al. (2013) couple

sparse optimization with a multiscale free-form representation
of deformations, demonstrating gains in registration accuracy.
Here and to our knowledge, for the �rst time, basis selection in
registration is approached on principled grounds within a prob-
abilistic framework.

We propose a Bayesian model of registration that allows to
automatically infer from the data the optimal parametrization of
displacements, along with all model parameters. The inference
scheme is ef�cient and tractable for real scale non-rigid regis-
tration tasks. The model and inference strategy are based on
the Relevance Vector Machine (Tipping, 2001; Tipping et al.,
2003), a generic approach to sparse regression and classi�ca-
tion. To make it suitable for registration, where smooth solu-
tions are looked for, we extend it to richer Gaussian priors with
arbitrarily structured covariance, at no cost in algorithmic com-
plexity. We also generalize the approach to multivalued regres-
sion (regression of vector �elds), so as to preserve the natural
invariance of the problem to changes of coordinate frames.

This article expands on earlier work of the authors (Le Fol-
goc et al., 2014) in several ways. Inference is fully presented
within a variational Bayes framework. We propose a different
approximation of the likelihood term, effectively removing a
computational bottleneck: the voxelwise, local optimization of
the image similarityvia dense block-matching. It is replaced by
a step where the registration energy is optimized w.r.t. the re-
duced parametrization. Finally we introduce a �exible noise
model that is more robust to acquisition noise and artefacts,
adapting over a range of image modalities.

Section 2 describes the statistical model of pairwise registra-
tion. The inference strategy is exposed in section 3. Section
4 reports experiments on tasks of motion tracking on real car-
diac data, speci�cally time sequences of3D cine or tagged MR
images and echocardiographic images.

2. Statistical Model of Registration

Image registration assumes images to relatevia some trans-
formation of space such as, in a medical context, when imaging
the motion of organs throughout a sequence of time frames.
Registration then aims at recovering the unknown transforma-
tion of space from the observed data, which is formally an infer-
ence problem. We now specify a generative model of the data
given the transformation	 , along with a sparse structured prior
over the admissible set of transformations. Fig. 2 provides a
graphical depiction of the model.

The sparse structured prior model was previously proposed
by Sabuncu and Van Leemput (2012) for image-based tasks of
classi�cation and regression. Inference followed the guidelines
of Tipping (2001), and was later accelerated for speci�c pri-
ors exploiting sparsely connected graphs (Ganz et al., 2013).
In Section 3 we develop alternative inference schemes that are
applicable with no restriction: the structured part of the prior,
irrelevant to the algorithmic complexity, may be arbitrarily de-
�ned. The gain in algorithmic complexity re�ects the way in
which the later work of Tipping et al. (2003) accelerates the
original Relevance Vector Machine (Tipping, 2001). This ef-
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a. Moving image b. Fixed image c. SSD loss d. Robust loss

Figure 3: We illustrate the appeal of a robust variant of the SSD image loss based on a mixture-of-Gaussians model (GMM). Images (c,d) display the output warped
images obtained after registering images (a) and (b), using respectively the SSD-based likelihood or the GMM-based likelihood (section 2.1). The arrows point
towards a speci�c region that highlights the limitations of the SSD: the subset of hypo-intense voxels bordering the myocardium in the �xed image has no evident
counterpart in the moving image. The SSD still drives the motion towards the best matches intensity-wise, which induces implausible tangential stretch of the
myocardium. The GMM, on the other hand, incorporates a natural mechanism to downweight regions that cannot be reliably paired from image to image based on
intensity values. The inferred motion is qualitatively closer to our expectations.

fectively renders the approach applicable to non-rigid registra-
tion.

2.1. Data Likelihood
A good transformation	 should adequately map the

datasets, up to some misalignment and residual error at-
tributable to the data formation process. The knowledge of
this process is captured in a likelihood model, which assigns
a probability p(Dj	 ; P) for the dataD to be observed under
some transformation	 (often conditioned on a set of hyperpa-
rametersP). The likelihood typically assumes the form of a
Boltzmann distribution:

p(Dj	 ; P) / exp�D (D; 	 ; P) ; (2)

which explicitely bridges the gap with the classic optimization
framework of Eq. (1). For pairwise registration of images, the
simplest and most common image similarity term is the sum of
squared difference (SSD) of voxel intensities, which can be im-
proved upon by modeling spatially varying noise levels (Simp-
son et al., 2013) and artefacts (Hachama et al., 2012), or by
relaxing assumptions over the intensity mapping between im-
ages –e.g. to a piecewise constant mapping (Richard et al.,
2009), to a locally af�ne mapping (Cachier et al., 2003) or to a
more complex, non-linear (Parzen-window type) intensity map-
ping (Janoos et al., 2012). Mutual information is another pop-
ular image similarity, especially in the context of registering
images of different modalities (Wells III et al., 1996), and has
been successfully applied to the registration of cardiac images
(Chandrashekara et al., 2004).

SSD is a simple yet ef�cient image similarity term for regis-
tration of monomodal cardiac images. It naturally lends itself
to a probabilistic interpretation and eases mathematical deriva-
tions. The target imageJ is modeled as the warped source im-
age I � 	 � 1 further corrupted by additive, independent iden-
tically distributed (i.i.d.) noiseei � N (0; � ) at each voxel
i = 1� � � N:

J = I � 	 � 1 + e (3)

wheree � N (0; � I ), I the N � N identity matrix. � is a global
scaling parameter: it stands for the inverse variance (precision)
of the noise across the image. The SSD model can be described
in a more familiar manner by the energy of Eq. (4), wherefvigN

i=1
is the list of voxel centers in the �xed image andVi = 	 � 1(vi)
are the paired coordinates in the moving image.

D � (J; I ; 	 ) =
�
2

NX

i=1

�
J
�
vi

�
� I

�
Vi

� � 2 (4)

Since the SSD is quadratic w.r.t to intensity differences of
paired voxels, both the penalty for intensity discrepancies and
therate at which it grows can become arbitrarily high. As seen
in Fig. 3, this renders registration vulnerable to strong local
intensity biases, introduced for instance by acquisition artefacts
or by topology changes in the imaged objects. In addition resid-
ual misalignments between structures of interest tend to yield
higher intensity residuals than those observed at background
voxels (see for instance Fig. 4a). Sources of model bias and ac-
quisition noise cannot be captured together in a plausible man-
ner with a single, spatially uniform noise level. In other words,
the SSD noise model is neither robust nor �exible enough.

To address this limitation we propose to model the noise
ei �

P
1� l� L � lN (0; � l) at each voxeli = 1� � � N with a mix-

ture of L Gaussian distributions. Implicitely at each voxel, the
residueei = J[vi ] � I [Vi ] is independently assigned to one of
the L components, with� l the probability of being assigned to
thelth componentN (0; � l). Introducing a set of binary assign-
ment variablesfzi1 � � � ziLgfor the ith voxel, such thatzil = 1 if
assigned to thelth component andzil = 0 otherwise, the above
can be summarized as:

p(JjI ; 	 ; � ; z) /
NY

i=1

exp�
1
2

(
P L

l=1 zil � l)
�
J
�
vi

�
� I

�
Vi

� � 2 (5)

p(zj� ) /
NY

i=1

LY

l=1

� zil
l (6)
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Figure 4: (Left) Example residual image following registration. Artefacts and structures that changed appearance from one image to the other stand out much unlike
ambient noise. Note that the intensity of the cardiac muscle itself differed in the pair of images. (Middle) Histogram of intensity residuals, with SSD and GMM �ts
overlayed respectively in red and green. (Right) Energy pro�les for the SSD (grey dashes) and GMM (black line). The voxelwise penalty is plotted as a function of
the intensity residual. GMM achieves robustness thanks to concave in�exions that result in a soft threshold on the penalty incurred for large intensity residuals.

with � = f� 1 � � � � lg, � = f� 1 � � � � lgandz = fzil gi=1���N;l=1���L. This
yields a spatially varying model of noise that is better suited to
render the complexity of noise patterns in medical images. Un-
like in previous work (Simpson et al., 2013; Le Folgoc et al.,
2014) the noise here is not assumed to vary smoothly across the
image, as patterns arising from misalignment and imaging arte-
facts are local in nature. Integrating over assignment variables,
we explicitely retrieve the mixture-of-Gaussian structure:

p(JjI ; 	 ; � ; � ) =
NY

i=1

LX

l=1

� l

Zl
exp�

� l

2
�
J
�
vi

�
� I

�
Vi

� � 2 (7)

whereZl =
p

2�=� l stands for the normalizing constant for the
Gaussian probability distribution function. The corresponding
data matching energy is given in Eq. (8):

D � ;� ;L(J; I ; 	 ) = �
NX

i=1

log
LX

l=1

� l

Zl
exp�

� l

2
�
J
�
vi

�
� I

�
Vi

� � 2 (8)

Fig. 4b shows the histogram of intensity residuals for the ex-
ample registration of Fig. 3, along with the learned Gaussian
mixture (jointly �t during registration). The pro�les of the stan-
dard SSD loss and the Gaussian mixture (GMM) loss are dis-
played in Fig 4c. The characteristic in�exion of the GMM loss,
with a reduced growth rate as the intensity residual becomes
higher, is responsible for its robustness towards intensity arte-
facts compared to the standard SSD quadratic loss. Mixtures
of Gaussian (or Student-t) distributions have long been used as
building blocks for robust autoregressive models (Roberts and
Penny, 2002; Tipping and Lawrence, 2005), including in medi-
cal imaging (Penny et al., 2007) but remain uncommon for reg-
istration (Leventon and Grimson, 1998).

A limitation of SSD shared by all aforementioned variants
is to assume that voxelwise intensity residuals are independent.
This assumption does not hold (Simpson et al., 2012). In prac-
tice, the residual between the warped imageI � 	 � 1 and its
counterpartJ exhibits local spatial correlations, either intrinsic
to the image acquisition and pre-processing (e.g. image pre-
smoothing, image upsampling) or introduced as a consequence
of registration misalignments. Ignoring local correlations in the

noise pattern leads to an arti�cial increase in the number of in-
dependent observations and induces over-con�dence in the data
term. On the other hand, modeling precisely the noise structure
would come at a signi�cant computational cost. Here, we fol-
low Simpson et al. (2012) in arti�cially downweighting the data
term by a factor� that captures redundancies in voxelwise ob-
servations, based on a virtual decimation procedure suggested
by Groves et al. (2011).

2.2. Representation of displacements

We proceed in a small deformation framework,	 � 1 = Id+ u,
with a parameterized representation of the displacement �eld
u: x 2 Rd 7! u(x) 2 Rd. The displacement �eld is expressed
over a dictionaryf� kgM

k=1 of Gaussian radial basis functions,
� k(x) = KSk(xk; x) I whereI is thed � d identity matrix and

KS(x; y) = exp�
1
2

(x � y)| S� 1(x � y) : (9)

In other words, the displacement �eldu is parametrized by a set
of weightswk 2 Rd associated to each basis� k:

uw(x) =
X

1� k� M

� k(x)wk = � (x)w: (10)

� (x) =
�
� 1(x) � � � � M(x)

�
andw| =

�
w|

1 � � � w|
M

�
are respectively

the concatenation, fork = 1� � � M, of � k(x) andwk.
The basis centersxk span a prede�ned regular grid of points,

typically the whole range of voxel centers. The kernel widthSk

is also allowed to vary and spans a user-prede�ned set of values
S1;S2; � � � ;Sq. This yields a redundant, multiscale representa-
tion of displacements. Larger kernels make the representation
more compact, whereas smaller kernels allow to capture �ner
local details. The genericity of the approach w.r.t. the choice of
dictionary is discussed in AppendixH.

2.3. Transformation Prior

In non-rigid registration, the displacementuw is insuf�ciently
constrained by the data and some regularizing prior has to be
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compressibility
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Figure 5: Impact of the regularization model. Displacements are parameterized
by isotropic Gaussian kernels of set width� = 0:25. From left to right, the
regularizer varies. The data consists of4 points regularly sampled on the unit
circle, forming an axis aligned square, pulled twice as far away from the origin
as they initially were. The warped grid obtained by regression is displayed
along with the ground truth displacement.

imposed over its parameters. This prior distribution encapsu-
lates our knowledge of the deformation and our modeling as-
sumptions (see for instance Sotiras et al. (2013) for an exhaus-
tive review of deformation priors). We will consider Gaussian
priors of the form

p(wj�; fAkg) / exp�
1
2

8
>><
>>: � w| Rw +

MX

k=1

w|
k Akwk

9
>>=
>>; (11)

where� andfAkgk=1���M are model parameters. The motivation
for such a prior is two-fold.

Regularity control. Gaussian priors in the form of Eq. (12)
let us penalize physically implausible deformations. They have
been commonly used in the literature starting with Broit (1981),
both because of their natural interpretability and soundness in
mechanical terms, and their convenience from an algorithmic
and computational standpoint.

q(wj� ) / exp�
1
2

� w| Rw (12)

The structure of the precision matrixR can be adjusted to
penalize the magnitudekDuk2 of the �rst derivative of the
displacement �eld (Gee and Bajcsy, 1998) or higher order
derivatives (Rueckert et al., 1999; Ashburner, 2007; Ashburner
and Ridgway, 2013), effectively encoding a wide range of
priors. We recall in AppendixH how to computeR ef�ciently
using Fourier analysis for general families of basis functions
instead of relying on costly numerical integration. With the
parametrization of displacements given in section 2.2, classical
energies are in fact implemented in closed-form. In this work,
we speci�cally rely on a bending (thin-plate) energy (D = r 2).

Basis selection.The second factor in our prior, recalled in
Eq. (13), induces the desired basis selection mechanism.

q(wjfAkg) /
mY

k=1

exp�
1
2

w|
k Akwk (13)

Basis scale:
� = 0:25

Basis scale:
� = 1:0

Basis scale:
� = 4:0

Figure 6: Impact of the basis scale on the inferred transform. From left to
right, the displacement �eld is parameterized by isotropic Gaussian kernels of
increasing width. The data consists of8 points regularly sampled on the unit
circle. The underlying motion is a rotation of�=4 radian. Only four of these
eight rotated samples are displayed for readibility. The scale of the bases used
to represent the transform affects the area of in�uence of the data points and the
scale at which the regressed transform resembles a global rotation.

The additional termw|
k Akwk for each basis� k lets us penalize

independently the recourse to this basis to capture the displace-
ment, by penalizing high magnitudes of its associated weight
wk. EachAk is an arbitraryd � d symmetric positive matrix,
so thatwk can be penalized in a different manner along differ-
ent orientations. The improper limit case of in�niteAk actually
constrainswk to be null and thus forbids the use of� k to repre-
sent the signal. In section 3 we determine optimal values of the
setfAkgk=1���M in a principled manner, from which most of them
turn out to be in�nite: we thus obtain a sparse representation of
the displacement from the initial, over-complete dictionary.

IntroducingA , diag(A1 � � � AM) as the block diagonal ma-
trix whosekth d � d diagonal block isAk, the full prior takes
the more compact formp(wj�; A) / exp� 1

2w| (A + � R)w.

2.4. Hyperpriors

The value of model parameters� , � , � andfAkgk=1���M is un-
known. We regard them as additional model variables and en-
dow them with prior distributions. When possible, the choice
of conjugate priors facilitates inference. The noise levels� =
f� 1 � � � � Lgfor each component of the Gaussian mixture are as-
signed independent Gamma priors� (� l jc0; d0) / � c0� 1

l e� d0� l .
The noise mixture proportions� = f� 1 � � � � Lg are equipped
with a Dirichlet prior Dir(� j� 0) /

Q
l � � 0� 1

l . � is endowed
with a Gamma prior� (� ja0; b0) / � a0� 1e� b0� . In absence of
strong prior knowledge, broad uninformative priors can be cho-
sen (a0 = b0 = c0 = d0 = � 0 ! 0).

An improper uniform prior is taken over basis penaltiesAk,
with the added bene�t of making inference invariant to rescal-
ing of basis functions. Moreover given the inference strat-
egy of section 3, AppendixB and AppendixE, optimality con-
ditions state thatA � 1

k = � � 1
k nkn|

k is at most rank-one, with
� k 2 R+ [ f +1g. We found advantageous to further restrain
� k to be either0 or +1 . In other words, along any given direc-
tion, Ak either constrainswk to be null or does not constrain it
whatsoever. This prevents direct competition between the two
regularization mechanisms of Eq. (12) and (13). Moreover, the
Gamma prior over� then becomes conjugate top(wjA; � ).
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2.5. Related work: Sparse Coding & Registration

Sparsity-inducing priors have a two-fold motivation. The
�rst bene�t is in terms of algorithmic complexity. Unless re-
sorting to low parametric models, the size of the parametriza-
tion makes direct optimization cumbersome without the re-
course to sophisticated solvers. The computation of exact co-
variance matrices that are typically involved in probabilistic
approaches also becomes unfeasible, while diagonal approxi-
mations used in their stead discard signi�cant interactions in-
duced by the data and priors. Secondly, basis selection mecha-
nisms adaptively constrain the space of deformations, automati-
cally tuning the degrees of freedom to the smallest set suf�cient
to capture the observed displacement. Coupled with a multi-
scale set of basis functions, this yields a data-driven, automatic
spatial re�nement of the granularity of the displacement �eld
that complements the otherwise scale-blindL2 regularization.
Adaptive, multiscale regularization was shown to yield state-
of-art resultse.g. in denoising natural scenes (Fanello et al.,
2014), but also in medical image registration (Shi et al., 2013).
Fig. 6 gives a naive insight into the key impact of scale when
limited data is available.

L1 priors have been widely used in all areas of sparse cod-
ing, including for registration (Shi et al., 2013). Other sparsity-
inducing norms such ask-support norms and variants (Argyriou
et al., 2012; Belilovsky et al., 2015a), that improve over the per-
formance of theL1 norm w.r.t. the degree of sparsity in pres-
ence of strongly correlated explanatory variables, have recently
been proposed. They were shown to be attractive on tasks of
functional MR imaging (Jenatton et al., 2012; Belilovsky et al.,
2015b). Here, we turn instead towards sparse Bayesian learn-
ing, with the prospect of joint estimation of model parameters
and that of uncertainty quanti�cation. For an extensive review
of sparse methods, we refer the reader to the work of Bach
et al. (2012), and to that of Mohamed et al. (2012) for a bench-
mark ofL1 and bayesian sparse learning methods. The prior of
Eq. (13) was �rst introduced by Tipping (2001) for regression
and classi�cation tasks with the so called Relevance Vector Ma-
chine. The authors demonstrated its relevance for sparse cod-
ing when used in conjunction with the framework of Automatic
Relevance Determination (MacKay, 1992). Bishop and Tipping
(2000) offer an alternative sparse Bayesian learning (SBL) view
on the Relevance Vector Machine, where they opt for a Vari-
ational Bayes treatment. Wipf and Nagarajan (2008) further
investigate links between the SBL and ARD frameworks and
resulting schemes. Alternatively, Eq. (11) can be interpreted as
a generalized spike-and-slab prior (Mitchell and Beauchamp,
1988) despite using a different parametrization, provided that
eachAk is constrained to a binary state – either null or in�nite.

3. Model Inference

Bayesian inference summarizes both prior knowledgep(� )
and data-driven informationp(Dj� ) on model parameters and
hyperparameters� = fw; � ; � ; z; �; Agwithin a posterior distri-
bution

p(� jD) =
p(Dj� ) � p(� )

p(D)
: (14)

The goal of Bayesian inference is thus to characterize the joint
posteriorp(� jD) or to characterize marginals of interest, such as
the marginal posterior distributionp(wjD) of transformation pa-
rameters for the purpose of registration. Exact inference is pre-
cluded and we proceed in the framework of variational Bayes
(VB) inference (Bishop et al., 2006).

3.1. Variational Bayes inference

VB inference approximates the true posteriorp(� jD) among a
restricted family of variational posterior distributionsq(� ) that
bene�ts analytical and computational derivations. The objec-
tive under VB inference is to minimize the Kullbach-Leibler di-
vergence KL(q(� )kp(� jD)) or equivalently to maximize a lower
boundL (q) of the log-evidence. This equivalence follows from
the following identity, where on the left-hand side the evidence
p(D) for the model is constant w.r.t.q:

log p(D) = KL
�
q(� )

 p(� jD)
�

�
Z

�
q(� ) log

q(� )
p(� ; D)

d�

|                          {z                          }
, L (q)

(15)

When the true posterior lies within the variational family, the
(non negative) Kullbach-Leibler divergence is minimized (zero)
whenq� (� ) = p(� jD). In practice however, the choice of varia-
tional family q re�ects a trade-off between the accuracy of the
approximationq� (� ) and its actual tractability.

The mean-�eld approximation assumesq to factorize over
subsets of model variables. In our case, we consider variational
distributions for which the transformation parameters and indi-
vidual penalties, the regularization level, the noise levels, the
mixture proportions and the voxel assignments factorize:

q(� ) = qw;A(w;A)q� (� )q� (� )q� (� )qz(z) : (16)

Let qI be any one of the individual factors andq�I the prod-
uct of remaining factors,e.g.q� andqw;A(w;A)q� (� )q� (� )qz(z)
respectively. Let� I and� �I denote corresponding subsets of
variables within� . Exploiting the factorization, each factor
qI (� I ) � p(� I jD)1 can be seen to give an approximation of a
given marginal of interest. The optimumq� among variational
posteriors compatible with this factorization is known from cal-
culus of variations to satisfy, for each individual factorqI :

logq�
I = hlog p(� ; D)i q�

�I
+ const: (17)

Here,h � iq�I denotes expectation w.r.t.q�I (� �I ). Eq. (17) nat-
urally suggests inference schemes that update each factorqI

in turn until convergence, guaranteeing decrease of the objec-
tive L (q) at each iteration. Moreover when the Bayesian model
uses conjugate exponential distributions, mean-�eld VB up-
dates are considerably simpli�ed. Each factorq�

I (� I ) lies in the
same exponential family as the corresponding priorp(� I j� �I )
so that VB inference resolves into much more practical updates
of the exponential distributionparameters. For instance, the

1qI (� I ) = qI (� I )
R
� �I

q�I (� �I ) d� �I =
R
� �I

q(� ) d� �I �
R
� �I

p(� jD) d� �I
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a. Moving image b. Fixed image c. Adaptive parametrization
(In the initial steps)

d. Adaptive parametrization
(At the end)

e. Output displacement �eld

Figure 7: Basis selection mechanism displayed on an example2D registration between slices of cardiac MR images (cf. sec 4.3), respectively at ES (a) and ED (b).
(d,e) Bases selected in the initial steps of the algorithm vs. at the end. The locations and scales of the Gaussian RBFs are indicated by circles (isocontour at1 std).
(c) Inverse displacement �eld output by the algorithm (scale factor:2), smoothly varying across the whole image.

optimal variational posterior for� is again Gamma distributed,
q�

� (� ) = � (� ja; b), with closed form expressions fora;b. In
the proposed model, most conditional probabilities do belong
to conjugate exponential families. One exception is the like-
lihood p(Djw; � ; z). To enable analytical derivations ofq� , qz

andqw;A , a Gaussian approximation of the likelihood is used
(section 3.4). In addition the family of variational posteriors
qw;A(w;A) is further restricted (section 3.2).

3.2. Constrainingqw;A(w;A) for fast sparse Bayes inference

From the factorization of Eq. (16) and optimality condi-
tions of Eq. (17),q�

w;A(w;A) unfortunately does not simplify
into a convenient distribution. Without loss of generality yet,
qw;A(w;A) = q(wjA)qA(A), whereqA(A) ,

R
w

qw;A(w;A) dw is
a variational approximation top(AjD). We propose to constrain
the variational posteriorqA(A) to take the form of a Dirac dis-
tribution qA(A) , � Â(A) with all its mass assigned at the value
Ak = Âk for k = 1: : :M, so thatqw;A(w;A) = q(wjÂ)� Â(A).
Under this assumption, the optimum

q�
w;A = arg max

Â; q(wjÂ)
L (q) , q� (wjA � )� A � (A) (18)

can be derived by calculus of variations in two steps. Given any
Â, q� (wjÂ) satis�es optimality conditions similar to Eq. (17):

logq� (wjÂ) = hlog p(� � w;� Â ;w; Â; D)i q� w;� Â
+ const: (19)

Reinjecting this expression into Eq. (18) turns it into a maxi-
mization w.r.t.Â only, so that the maximizerA � of L (q) can be
shown to maximize the following quantity:

A � = arg max
Â

Z

w
exphlog p(� � Â ; Â; D)i q� Â;� w

dw (20)

= arg max
Â

p(Â j D;h� i q� ; h� i q� ; hzi qz) ; (21)

= arg max
Â

p(D j Â; h� i q� ; h� i q� ; hzi qz) : (22)

Eq. (21) uses the fact thatp(wjA; � ) andp(Djw; � ; z) belong to
exponential families. Eq. (22) follows from Bayes' rule with
the improper priorp(A) / 1, and shows that maximizingL (q)

w.r.t. Â is the same as maximizing the conditional evidence
p(D j Â; h� i q� ; h� i q� ; hzi qz). In fact to increase the value of the
objectiveL (q) w.r.t. qw;A we merely need to increase (not nec-
essarily maximize) the conditional evidence w.r.t.Â, then up-
dateq(wjÂ) according to the optimality condition of Eq. (19).

Based on this remark, we derive anactive setmethod that
greedily improves on the objective functionalL (q). The active
set refers to the subsetS of basis functions� k for which Âk is
�nite along at least a direction, as opposed to the inactive set of
basis functions for whicĥAk is in�nite and constrainswk = 0.
The scheme starts with an arbitrary active set (typicallyS = ; )
and proceeds by updating oneÂk at a time, maximizing the
quantity of Eq. (22)) w.r.t. this basis function only. This results
in adding a new basis to the active set ifÂk is made �nite along
at least a direction, or removing a previously active basis ifÂk

becomes in�nite. The hyperparameterÂk that is selected for an
update is the one, among all indicesk = 1: : :M, that provides
the highest gain w.r.t. the objective. AppendixB shows that, in
the case of a Gaussian likelihood, all necessary updates can be
performed ef�ciently using rank-1 linear algebra identities.

3.3. Related work

In a simpli�ed setting (� = 0), Bishop and Tipping (2000)
use the factorizationqw;A(w;A) = qw(w)qA(A) to derive closed-
form updates for all factors. Unfortunately, the smoothness-
inducing prior destroys model conjugacies on which the au-
thors rely. In addition, the resulting updates have a complexity
O(M3) that does not scale favorably w.r.t the number of basis
functions. Finally basis functions that are numerically pruned
from the model cannot be reintroduced at a later stage. As an al-
ternative, the evidence-maximization criterion of Eq. (21) was
also proposed by Tipping et al. (2003) on the grounds of type-II
maximum likelihood inference. Our active set method gener-
alizes their fast marginal likelihood maximization procedure in
presence of a smoothness-inducing prior.

3.4. Gaussian approximation of the likelihood

Although voxel intensities in the warped and �xed images are
related by assumptionvia Gaussian noise (or a mixture thereof),
the transformation	 � 1

w acts non-linearly on intensity pro�les
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and the resulting likelihood w.r.t.w does not belong to a stan-
dard family. To retrieve the required conjugacies during updates
of q� , qz andqw;A , a Gaussian approximation of the data likeli-
hood is used. It is derived from an ef�cient second-order Taylor
expansion of the log-likelihood (AppendixA). The Taylor ex-
pansion is local: it depends on the pointw around which it is
computed. For updates ofq� andqz, the approximation is used
around the known mode ofq(wjA). For updates ofqw;A how-
ever, the approximation is taken at the mode of the true poste-
rior p(wjD;A;h� i q� ; h� i q� ; h� i q� ), which must �rst be computed.
This is done by quasi Newton optimization (L-BFGS) w.r.t. the
subset of active variables (AppendixB).

3.5. Algorithm overview

The scheme proceeds according to Algorithm 1. We start
with no active bases,S = ; . We cycle between updates of the
noise mixture parameters, of the transformation parametriza-
tion and parameters, and of the regularization parameter. Prior
to updatingqw;A(w;A), we update the approximation of the data
likelihood. The global objectiveL (q) provides an always in-
creasing lower-bound to the evidencep(D) and can be used
to monitor convergence. Alternatively, the scheme can simply
stop after a certain number of updates to the set of active bases
has been performed.

Algorithm 1 Sparse Bayesian registration algorithm

1: Initialize Âk = 1 for all k (S = ; ) andq�

2: repeat
3: for T iterationsdo
4: Updateqz to arg maxqz

L (q) following AppendixD.
5: Updateq� to arg maxq�

L (q) following AppendixD.
6: Updateq� to arg maxq�

L (q) following AppendixD.
7: end for
8: Update the likelihood approximation (AppendixA).
9: UpdateA (active set method) to greedily increaseL (q)

then setq(wjA) to arg maxq(wjA) L (q)
(AppendixB, AppendixE, AppendixF, AppendixG)

10: Updateq� to arg maxq�
L (q) according to AppendixC.

11: until no signi�cant increase inL (q) or maximum number
of iterations reached.

3.6. Algorithmic complexity

Updates of the mixture parameters takeO(L � N) per pass
on the image. The cost is dominated by the computation,
for each of theN voxels, of soft-assignments to theL mix-
ture components. SeveralO(L � N) passes are typically per-
formed. The regularization level� is updated inO(jSj2), where
jSj is the number of active bases. Updates to the parametriza-
tion A occur one basis at a time (a singleAk is changed):
each update takesO(jSj2 + MjSj + N logN) to maintain nec-
essary statistics, exploiting rank-1 linear algebra identities. As
a byproduct, an update ofq(wjA) is obtained. An overhead of
O(jSj3 + MjSj2 + jSj � N logN) adds up to this, since statistics
must be recomputed once in full after the mixture parameters
and the likelihood approximation are updated. The likelihood

approximation itself involves minimizing a registration energy
w.r.t. the subset of active basis parameters (jSj � M) to �nd
the posterior mode, then aO(N) cost to compute the Gaussian
approximation around this mode.

As a point of comparison, a single gradient descent step
when optimizing the classical registration energy of Eq. (1)
w.r.t. the full set of variables costsO(M2 + N logN), where
the left-hand term stems from the gradient of the regularization
energy and the right-hand term from the gradient of the data-
energy. Exact Hessian computation in absence of sparsity costs
O(M2 + MN logN) and Hessian inversion isO(M3).

4. Experiments & Results

4.1. Material

We experiment with the proposed framework on tasks of car-
diac motion tracking. The goal is to recover the motion of the
cardiac muscle over the course of the cardiac cycle from a time
series of3D images. The �rst experiment gives insight into the
empirical behaviour of the proposed algorithm on a simple ex-
ample of2D pairwise registration. Other experiments involve
full 3D + t motion tracking on various imaging modalities.

The �rst dataset consists of synthetic sequences of3D ultra-
sound data provided as part of the registration challenge orga-
nized for the 2012 MICCAI workshop on Statistical Atlases and
Computational Models of the Heart (STACOM). Details on the
challenge methodology can be found in De Craene et al. (2013).
These synthetic images count approximately10 million voxels
each, at a very �ne isotropic resolution of0:33mm. To avoid
further optimization of our code in terms of RAM management,
we downsampled them by a factor of2. We thus worked at a
resolution of0:66mm at the �nest level. The second and third
datasets are hosted by the Cardiac Atlas Project. They were
made available following the cardiac motion analysis challenge
(Tobon-Gomez et al., 2013) organized for the 2011 MICCAI
workshop on Statistical Atlases and Computational Models of
the Heart (STACOM). The data includes a set of15 sequences
of real3D tagged MR images at roughly1mm � 1mm � 1mm
resolution (1 million voxels), and a set of15 sequences of real
cine MR images at about1:25mm� 1:25mm� 8mm resolution.
The tagged sequences contain20 to 30 frames each, the cine
MR sequences30 frames each. Fig. 8 displays example2D
slices from frames of each modality.

4.2. Details of the experimental setting

The experimental setup is identical across all modalities. The
multiscale parametrization of the displacement �eld consists of
isotropic Gaussian kernels of respective varianceS1 = 202 mm2

and S2 = 102 mm2, plus an anisotropic Gaussian kernel of
variance102 mm2 in the short axis plane and202 mm2 along
the long axis. The proposed framework imposes no restriction
on the parametrization of the displacement �eld and we expect
the anisotropy to be of potential relevance given the ventricle
anatomy. All hyperparameters are set to uninformative values
(a0 = b0 = c0 = d0 = � 0 ! 0). The registration is accel-
erated with a multiresolution pyramidal scheme, starting with
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Figure 8: Example slices for the cardiac imaging modalities that we experiment on, with artefacts and patterns peculiar to each modality. (Left)3D tagged MR
image. (Middle)3D echocardiographic image. (Right)3D cine MR image.

Figure 9: Basis selection mechanism and its coupling with the jointly estimated
regularization level, across iterations. (Top) Addition, update or deletion of
dictionary bases in the active parametrization of the displacement �eld across
iterations. Three distinct scales are used in the representation of displacements
(1 curve per scale). (Bottom) Regularization parameter� , updated every few
iterations, plotted against the number of iterations run since the beginning of
the registration.

downsampled (smoothed) versions of imagesI andJ and pro-
gressively moving through the pyramid of images to the images
I andJ at full resolution. Three resolution levels are introduced,
downsampling by a factor of2 at each level. Note that we do not
make use of pre-segmentations of regions of interest. Computa-
tions were run on an Intel Xeon processor X5660(@2:80GHz,
6 cores, 12 threads) and took15� 30min per image pair for cine
MRI, 30� 45min for tagged MRI and� 90min for 3D US.

4.3. Self-tuning registration algorithm: an analysis

We use the example2D registration of Fig. 3 and Fig. 7 to
give some insight into the registration algorithm.

Basis selection & regularization. Fig. 9 demonstrates
how basis selection mechanisms empirically combine with

parameter re-estimation throughout iterations. A heuristic
provides a large initial value for the regularization level� .
This initially discourages the addition of �ner dictionary bases,
whose impact on the signal regularity is too high at this stage.
Coarse bases are added instead to capture the global trends
in the observed displacement. The regularization level is
consequently re�ned to re�ect the regularity of the inferred
displacement. As� decreases towards a more sensible value,
�ner bases are incorporated in the active set to capture �ner
local details of the visible motion, or to ensure that these �ner
details of the inferred motion blend smoothly with the rest of
the displacement �eld. In case of signi�cant overlap between
a subset of �ne bases and a coarse basis, the basis at the
coarsest scale may be deemed no longer to contribute towards
a better explanation of the data and removed. Towards the
last iterations, most actions consist in updating the orientation
of active bases rather than in additions or deletions from the
active set, and� reaches a plateau as well. Fig. 7 further
illustrates this mechanism of basis selection. The location of
active bases is shown at two points in time: in the initial steps
of the algorithm and at the end.

Noise model estimation.The noise model is jointly estimated

Figure 10: Inferred noise model at the beginning of registration and at the end.
The noise model learned on downsampled, smoothed images has a higher prob-
ability of low noise (higher peak around0) but also of high noise (higher tails)
due to the increased misalignment at the beginning of registration.
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over the course of the algorithm. In all experiments it displayed
a fast convergence. The Gaussian mixture also adapts quickly
to changes in the distribution of intensity residuals that arise
from the multiresolution pyramidal scheme, when hopping
from a smoothed downsampled image to the next level in the
pyramid of images, as seen from Fig 10.

Robustness w.r.t. initialization. Fig. 11 provides evidence
towards the empirical robustness of the estimated level of
regularity� w.r.t. its initial value. The initial value of� spans
4 orders of magnitude, whereas its �nal estimate varies by
at most a factor of4 across runs. Empirically, we observe
that the regularity level� decreases monotonically from its
starting value towards a reasonable local optimum. As a limi-
tation, it follows that the scheme will typically not recover the
expected regularity level if initialized from too low a value of� .

Figure 11: Robustness of the inferred regularity level w.r.t. its initial estima-
tion. The2D registration is run3 times, and initialized each time with a dif-
fering level of regularity� (respectively104, 106, 108). Each curve shows the
evolution of� over the course of the associated run.

4.4. Synthetic3D Ultrasound Cardiac Dataset

The appeal of this benchmark is to offer a dense ground
truth in terms of motion and strain inside the cardiac muscle.
The work�ow of image synthesis uses the output of a cardiac
electromechanical model to prescribe displacements in the my-
ocardium. For each sequence of images, the ground truth con-
sists of a sequence of meshes of the left and right ventricles

end-diastole frame end-systole frame

Figure 12: Ground truth mesh (green transparent surface) vs. reference mesh
transportedvia registration (overlayed black wireframe). The extrapolated mo-
tion out of the �eld of view (where the arrow points) remains close to the ground
truth. The maximum error does not exceed4mm. Best seen by zooming in.

Figure 13: Accuracy benchmark on the3D US STACOM 2012 normal dataset,
reporting the median tracking error over time for varying SNRs (blue, green,
red curves). For the reference SNR (in blue), quartiles are overlayed (boxplots)
to picture the dispersion of error values.

deformed over the cardiac cycle. The data extracted from such
ground truth meshes can be compared to that obtained by de-
forming the mesh at a reference time point (namely, end dias-
tole) throughout the cardiac cycle with the transformation out-
put by the proposed registration approach. The visual and qual-
itative behaviour of the proposed approach was found to be sat-
isfactory, even in terms of extrapolation: the inferred motion
remained consistent in areas of the right ventricle that fall out-
side of the �eld of view (Fig. 12). This hints at an effective
regularization mechanism, despite being automatically tuned.

We evaluate the accuracy of the proposed approach on a
�rst subset of sequences that image the same motion at vari-
ous Signal-to-Noise Ratios (SNRs). Because the proposed ap-
proach infers a consistent motion both inside and outside of the
�eld of view, we �nd natural to assess its accuracy from statis-
tics based on the whole mesh. This slightly departs from the
methodology of De Craene et al. (2013) where part of the left
ventricle only is considered. Fig. 13 reports the median point-
to-point error in the inferred displacement for each time frame,
where the median statistics is computed from every node in the
mesh. At the best SNR, the highest error is observed around end
systole with a median of0:83mm, although the spread of error
values becomes wider in the last frames. This falls in the same
range as that reported for challenge participants by De Craene
et al. (2013) – although slightly higher than the most accurate
methodology. Of course part of the error is likely to be at-
tributable to the use of downsampled, smoothed images with
a resolution of0:66mm as opposed to0:33mm. Besides as the
signal to noise ratio degrades, we observe as expected a global
trend of increased error magnitude. As seen from Fig. 14, the
increased SNR impacts the noise model (with a higher preva-
lence of small intensity residuals at high SNR) learned by the
proposed approach, which in turn becomes more conservative
in its estimates of displacements.

Fig. 15a reports (Green Lagrangian) strain measures at end
systole averaged over AHA segments. This provides indirect
evidence of the relevance of the automatically tuned regularity
level � and of the displacement parametrization. Ground truth
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Figure 14: Evolution of the inferred noise model for increasing Signal-to-Noise
Ratios.

values of strain obtained from the corresponding ground truth
mesh are compared to those estimated from the output of reg-
istration. Variations in the strain across segments are generally
well captured, even more so for its longitudinal and circumfer-
ential components. Similarly to most methodologies however,
the radial strain – which captures the thickening of the muscle
during the contraction – appears to be globally somewhat un-
derestimated in the left ventricle. This might indicate a slight
under-estimation of the endo- and/or epicardium displacement,
due to a coarse parametrization or over-regularized transforma-
tion. The following table provides statistics on the number of
bases of each scale used for the parametrization of the displace-
ment �eld, for the normal case at highest SNR.

Basis type Median # (Q1 – Q3)

� = 20mm 17:5 (14:25– 19)
anisotropic� 15 (11:25– 20:5)
� = 10mm 34(31:25– 38)

Total 64:5 (60– 71)

Table 1: Number of bases at each scale in the active parametrization of the
displacement �eld (pooled over all frames and all sequences). Median, �rst and
third quartiles are reported.

The number of active bases on these sequences is typically
smaller than that used in our experiments on cine and tagged
data, with a lesser reliance on �ne-scale bases. It may evidence
increased conservatism in the estimated displacements, as well
as indicate greater regularity of the synthetic ground truth mo-
tion. The benchmark also provides datasets that aim at repro-
ducing pathological cardiac function, including a case where
certain AHA segments become quasi akinetic due to ischemy.
Fig. 15b summarizes estimated regional strains for this case,
with qualitative retrieval of the ischemic segments (bolded con-
tours), as emphasized by the comparison with the normal case.
The accuracy on the ischemic case is similar to that of the nor-
mal case at identical SNR, with a median error at end systole of
0:80mm.

4.5. STACOM 2011 tagged MRI benchmark

On this image modality the grid-like tags allow to follow the
motion of keypoints on the boundary of, or inside the cardiac

Normal Ischemy (LCX)

Figure 15: Bull's eye plots of the radial, longitudinal and circumferential strain
components at end-systole, averaged over AHA segments: estimated (top) and
ground truth (bottom). A healthy case (left) and an ischemic case (right) are
reported.

muscle. Each sequence in the dataset thus comes with a corre-
sponding set of12 landmarks, the motion of which was man-
ually tracked over time. The landmarks are divided in three
groups of4 points in the basal, mid-ventricular and apical ar-
eas of the left ventricle. They serve as ground truth from which
registration accuracy is assessed. Details of the experimental
setting along with challenger results are provided by Tobon-
Gomez et al. (2013).

Fig. 16 summarizes challengers' results along with ours
at End-Systole (ES). The proposed approach achieves state-
of-art results on this benchmark with a median accuracy of
1:46mm. As a point of comparison, the variability in the land-
mark tracking was estimated as part of the challenge method-
ology at 0:84mm. We perform two simple statistical tests to
quantify the statistical signi�cance of the increase in accuracy
of our methodology compared to the challengers: a pairwise
Student-t test and a pairwise Kolmogorov-Smirnov test. The
tests are run for each pair of samples involving the proposed
approach against a challenge participant's. The Student-t test
aims at detecting signi�cant differences in the true mean error
of our method versus a challenger's, whereas the Kolmogorov-
Smirnov test more generally aims at detecting whether the un-
derlying distribution of errors differ. Figures are reported in
Table 2 and provide some evidence towards a signi�cant im-
provement from at least3 of the4 methodologies.

Figure 16: Accuracy benchmark on the3D tag STACOM 2011 dataset, report-
ing box-plots of tracking errors on all methodologies. The doted black line
represents the average inter-observer variability.
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Figure 17: Strain at ES, computed from the3D tag data of volunteer V9.

Challenger Student-t p-value KS p-value

iLogDemons < 2:2 � 10� 16 < 2:2 � 10� 16

MEVIS 0:0099 0.1385
IUCL < 2:2 � 10� 16 < 2:2 � 10� 16

UPF 2:45� 10� 5 0:00024

Table 2: Statistical signi�cance of the increase in accuracy on the STACOM
20113D motion tracking challenge. We reportp-values of pairwise tests for
the proposed approach versus each participant's. Bolded values highlight sig-
ni�cant improvements at the5%signi�cance level.

The proposed formulation appears to achieve in a quasi au-
tomatic manner results qualitatively and quantitatively on par
with the state of the art. In particular we insist that most param-
eters involved in the proposed formulation – the noise model
and regularity level� , the active parametrization of the dis-
placement �eld – were automatically determined during reg-
istration. The strain maps and mesh deformations produced by
the proposed scheme, as illustrated for instance in Fig. 17, also
appear to be qualitatively on par with the best challenge results
in that respect, and superior to that of the closest competing
methodology accuracy wise (please refer to Tobon-Gomez et al.
(2013) for a direct counterpart to Fig. 17). This again hints at
the practical viability of the automatically adjusted trade-off be-
tween data and regularization energies. We report in Table 3 the
number of bases of each scale used for the parametrization of
the displacement �eld.

Basis type Median # (Q1 – Q3)

� = 20mm 17(14:75– 20)
anisotropic� 30 (25– 33:25)
� = 10mm 100(90– 110:25)

Total 148(134– 160)

Table 3: Number of bases at each scale in the active parametrization (pooled
over all cases). Median, �rst and third quartiles are reported.

4.6. Cine MRI dataset: qualitative results and uncertainty

Original images had a low inter-slice resolution of8mm com-
pared to the in-plane resolution of1:25mm. We upsampled
them (typically by a factor of5) prior to the registration pro-
cess to prevent a degradation of numerical accuracy. To ob-
tain a ground truth by direct manual tracking of landmarks over

Figure 18: Accuracy benchmark on the cine MR dataset, reporting median error
over time along with quartiles. Surfaces reconstructed from slice-by-slice3D+t
segmentation serve as ground truth. Points on the discrete contours at time0 are
transported over time using the registration output. For each time step, point-
to-surface distances over all15 sequences and all contour points are pooled.
Errors at time0 are induced by the surface reconstruction.

time was deemed dif�cult for this image modality. Instead the
accuracy of the proposed algorithm was evaluated by cross-
comparison with direct3D+t segmentation results. Speci�-
cally, the endocardium was delineated over time on2D slices
using the freely available software Segment2 (Heiberg et al.,
2005), yielding a3D point set of discretized contours. A3D
surface was then reconstructed as the zero level set of a signed
distance map computed by radial basis interpolation, after esti-
mating the normal to the surface at every point in the set from
a local neighborhood3. We then assessed the discrepancy be-
tween the reference end diastole segmentation transported over
timevia the output of registration, and the surface estimated by
direct segmentation of the endocardium at each time step.

Fig. 18 summarizes the distribution of errors over time,
pooled over all15 sequences and all contour points, displaying
the evolution of key quantile-based statistics. The median error
reaches a satisfactory maximum of1:82mm for frame10, which
roughly coincides with the end systole time for all volunteers.
As a point of comparison, the volumes under consideration have
a spacing of1:25mm in the short-axis plane (i.e. within slices)
and8mm along the long-axis (i.e. inter-slice). The wide spread
of error values partly re�ects the challenge in obtaining a3D
segmentation of the endocardium that remains consistent over
time (e.g.due to the variable appearance of papillary muscles).
Misalignment of short-axis slices in3D volumes, which may
arise from the (slice by slice) image acquisition process, also
accounts for some of the largest discrepancies. We observed no
evident spatial pattern in the distribution of errors, although the
segmentation rarely reached the very tip of the apical region.

The mixture-of-Gaussians noise model captured variations in
the level of noise of an order of magnitude between distinct
components (a factor of10 between the standard deviations of
extreme components). The visual aspect of the cardiac muscle
changes drastically over time, so that these regions tend to be
assigned higher noise levels than the baseline acquisition noise

2http://segment.heiberg.se
3http://hdl.handle.net/10380/3149
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Frame0
(End Diastole)

Frame11
(End Systole)

Frame29
(End Diastole)

Figure 19: Example registration for the cine SSFP dataset of volunteer V5. We propagate the segmentation from the reference frame to the rest of the time-series
with the output of the registration. The resulting mesh is overlayed on a2D slice and visualized at three representative timesteps. The3D mesh attests to the
regularity of the underlying transform, and to its coherence over the cardiac cycle.

level. Voxels in basal slices, with visible out�ow tracts and ap-
parent topology changes, also tend to fall in the noisiest com-
ponents. Fig. 20 attests to the high variability (several orders
of magnitude) of the optimal model parameter� for varying
sequences and time steps, which would render its manual esti-
mation via a trial-and-error or cross-validation approach cum-
bersome. The apparent bimodality of the histogram might re-
�ect the fact that cardiac phases with signi�cant contraction or
relaxation, around end systole, alternate with phases of lesser
motion around end diastole.

Figure 20: Histogram of inferred values for the regularity hyperparameter� ,
pooled over all15sequences and30 frames per sequence.

Finally, table 4 reports statistics on the number of bases of
each scale used for the parametrization of the displacement
�eld.

Basis type Median # (Q1 – Q3)

� = 20mm 18(10– 28)
anisotropic� 29 (21– 38)
� = 10mm 44(29– 57)

Total 93 (75– 111)

Table 4: Number of bases in the active parametrization (pooled over all cases),
at each scale. Median, �rst and third quartiles are reported.

5. Discussion

5.1. Adequacy of modelling assumptions

Despite using generic RBFs, the inferred parametrizations of
3D displacements were highly sparse, typically involving no
more than a hundred degrees of freedom. This shows that the
proposed sparsity-inducing mechanism is potent, and bene�ts
both algorithmic complexity and memory usage. Finer bases
were used more often in experiments with tagged MRI; in addi-
tion to the higher resolution of these volumes compared to cine
MRI data, tags may have been regarded as reliable, informative
structures along all directions of motion. While good accuracy
was achieved on synthetic echocardiographic time series with a
reduced number of bases, the synthetic motion from which the
sequences were reconstructed is likely to have enjoyed greater
regularity as well.

We did not explicitely make use of temporal regularization
(as ine.g. De Craene et al. (2012)), but the temporal (and spa-
tial) consistency of deformations remained satisfactory (Fig.
1(a) and Fig. 19). Incorporating temporal regularization and
moving towards a large deformation framework (Beg et al.,
2005; Arsigny et al., 2006) with geodesic-by-part trajectories
may still be advantageous, although technicalities should be ad-
dressed to maintain a reasonable computational complexity.

The proposed smoothness-inducing prior is widely used, and
realizes a pragmatic trade-off between quality and complexity:
it is stationary and involves a single hyperparameter� . Spatially
varying levels of regularization have been used in the recent lit-
erature (Simpson et al., 2015; Gerig et al., 2014) to account for
imaging artefacts or heterogeneous image content (e.g. tissue,
blood), at the cost of additional technicalities and approxima-
tions in the variational inference. Here, spatially varying reg-
ularization occurs indirectly via a spatially varying noise level,
and directly thanks to the adaptive parametrization of displace-
ments. The latter results in a non-stationary prior on transfor-
mations (with coarser bases naturally enforcing higher regular-
ization).
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The sparsity-inducing prior over individual basis functions
is parametrized by a positive symmetric precision matrixAk.
This allows to activate a given basis along a single direction
while constrainingwk to be null in the orthogonal plane. This
type of (at most) rank oneA � 1

k = � � 1
k nkn|

k is in fact optimal
under variational Bayes inference. To simplify derivations, an
alternativeall or nothingparametrizationAk = � kI could have
been chosen, where a basis function is arti�cially constrained
to be either fully in use or fully pruned along all directions, at
the cost of arti�cially tripling the number of active degrees of
freedom.

For mono-modal registration the assumption that intensities
between source and target images coincide up to spatially vary-
ing noise mostly holds. In this context, the mixture-of-Gaussian
model of residuals is �exible yet simple enough to be ef�ciently
and robustly �t jointly during the registration of images of in-
terest, as opposed to beforehand on training data (Leventon and
Grimson, 1998; Zhou et al., 2006; Lee et al., 2009; Tang et al.,
2012). For higher interpretability of the mixture, the variational
Bayes approach allows to select the optimal number of compo-
nents (Penny et al., 2007; Archambeau and Verleysen, 2007),
although this was not pursued here. For multi-modal regis-
tration, the mapping between source and target image inten-
sities can also be regressed (Guimond et al., 2001; Janoos et al.,
2012).

The assumed independence of voxelwise intensity residuals
is not realistic. To avoid placing too much con�dence on data,
the virtual decimation procedure downweights the data term
(by up to two factors of magnitude in3D experiments) in a
mostly ad-hoc but empirically viable manner. Designing spa-
tially varying, correlation-aware models of image discrepancies
would address the matter more elegantly, but is outside of the
scope of this paper.

Modelling uncertainty in the interpolation of discrete inten-
sity pro�les (cf. AppendixA) proved to be appropriate. This is
exampli�ed by cine MR data, due to the lower long-axis res-
olution. If not accounting for it the regularity of the inferred
transform in the long axis direction was systematically found,
upon visual inspection, to be of lesser quality. This behaviour
is expected if the scheme is unaware of its increased reliance on
interpolation to match intensity values between images. Image
upsampling prior to registration also involves interpolation and
was accounted for in an identical manner.

5.2. Implementation & computational load

Running times for the proposed approach are on the same
order of magnitude as the state-of-the-art in cardiac motion
tracking (De Craene et al., 2013; Tobon-Gomez et al., 2013).
Although our implementation is CPU based (with partial mul-
tithreading), most computations involve statistics at the level
of individual voxels or basis functions and are highly paral-
lelizable. The active set method used to update the active
parametrization is technical but computationally inexpensive.
Signi�cant improvements in running time may be obtained in-
stead by basic optimization of the energy minimization problem
solved to compute the posterior mode for the Laplace approx-

imation4, by partial parallelization of the VB updates for the
noise mixture (AppendixD) and by optimizing convolution �l-
ters that we rely on (AppendixH). Limitations of the proposed
approach include the technicality of its implementation and its
memory consumption.

Upon inspection, the expressions derived forh� i q� , h� i q� and
other hyperparameter expectations relate to intuitive quantities,
such as averages of voxelwise square intensity residuals, or the
energy in the estimated displacement �eld. Simpli�ed versions
of these updates can be used independently of the speci�cs of
the registration scheme as ad-hoc recipes for automated param-
eter tuning.

5.3. Atlas of motion
In the present work, the reduced parametrization simply ben-

e�ts the algorithmic complexity of the schemes and the qual-
ity of interpolation. If an anatomically relevant parametrization
were desired however, we note that the active set method natu-
rally extends to a multi-subject setting: it may be used to yield
an optimal, joint parametrization of displacements. This could
constitute a basis to learn a parametric atlas of motion from a
small dataset of3D+t images in the spirit ofe.g.Allassonni�ere
et al. (2007); Durrleman et al. (2013); Gori et al. (2013).

5.4. Uncertainty quanti�cation
The proposed method returns a Gaussian variational approxi-

mationq(wjA) , N (� ; � ) of the posterior distributionp(wjI ; J)
of transformation parameters. ThejSj � jSj covariance matrix
� is of small size and readily computed over the course of the
algorithm. The covariance on transformation parameters can
be turned into directional estimates of uncertainty at any point
in space by simple linear algebra, or can be sampled from at a
marginal cost to ef�ciently explore thejoint variability of the
full transformation. Sampling the transformation itself, unlike
sampling displacements independently at each point in space,
preserves correlations in the displacement of close-by points.
This allows to derive empirical uncertainty estimates on inte-
gral geometrical quantities.

Fig. 1(b) reports estimates of uncertainty in the volume en-
closed over time by the endocardium surface, as segmented on
the reference frame (at time0), for a cine MRI sequence (vol-
unteer5). For the same volunteer, Fig. 1(c) summarizes, in the
form of a tensor map, the uncertainty in the inferred displace-
ment �eld at end-systole, accounting for uncertainty in the out-
put of each frame-to-frame registration between end-diastole
and end-systole. Tensors are rasterized at the voxel centers of
the end-systole frame. Each tensor encodes (the square root of)
the3 � 3 covariance matrix of the pointwise displacement and
is elongated in directions of higher uncertainty. Due to voxel
anisotropy, the direction of higher uncertainty is, consistently
across space, aligned with the long-axis. The color scheme
thus encodes the second principal direction of highest uncer-
tainty. Steep intensity gradients in the underlying image typi-
cally translate into directions where tensors are least elongated.

4The minimization is w.r.t. the active, reduced parametrization and should
be signi�cantly faster and easier than its classic counterpart.
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Tensor magnitude and principal directions vary smoothly across
space, as estimates of uncertainty incorporate information of a
local (and in fact, global) nature. The yellow dashed line gives
a visual cue as to the position of the left ventricle endocardium
boundary. The agreement between exact and approximate pos-
teriors should be explored in future work.

6. Conclusions

In this paper we proposed an approach to data-driven, spa-
tially adaptative, multiscale parametrizations of deformations
for registration. It uses larger kernels in regions of high uncer-
tainty due toe.g. lack of image gradients or incoherent infor-
mation in registered images, and uses smaller kernels where a
�ner motion can be estimated with con�dence from local cues
in paired images. This is achieved in a Bayesian framework so
that the approach retains natural advantages of probabilistic for-
mulations. It is self-tuning, with hyperparameters being jointly
inferred during registration. Inference is tractable on real-scale
data thanks to an ef�cient Variational Bayes method.

The core methodological contribution is a procedure for
fast marginal likelihood maximisation in sparse Bayesian
models, that relaxes the assumptions made by Tipping et al.
(2003) for the fast Relevance Vector Machine. The prior is
allowed to encode correlations between explanatory variables
so as to favor smooth solutions. The proposed structured
sparse Bayesian model itself, and variants thereof, are relevant
to a variety of generalized regression problems, including
image-based classi�cation and regression tasks.
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AppendixA. Second order Taylor expansion of the model
likelihood

Taking a Gaussian approximation of the likelihood facili-
tates the variational Bayes inference, as the variational poste-
rior q(wjA) � N (� ; � ) is then approximately Gaussian (Ap-
pendixB). We seek such an approximation of the likelihood –
or equivalently we look for a quadratic approximation of the
log-likelihood. In this appendix we derive one from the second-
order Taylor expansion ofD � ;z(J; I ;w) = � log p(Djw; � ; z).
Around the pointw� , it takes the form:

D � ;z(J; I ;w) � D � ;z(J; I ;w� ) + r [D � ;z]
|
w� (w � w� )

+
1
2

(w � w� )| H[D � ;z]w� (w � w� )
(A.1)

wherer [D � ;z]w� stands for the gradient atw� andH[D � ;z]w� for
the Hessian atw� . For the gradient we obtain:

r [D � ;z]w� =
NX

i=1

�̂ i (I [Vi ] � J[vi ]) � (vi)Tr I (Vi) ; (A.2)

where�̂ i =
P

1� l� L zil � l . fvigN
i=1 is the list of voxel centers in

the �xed image andVi , 	 � 1
w� (vi) = vi + � (vi)w� are the paired

coordinates in the moving image. For the Hessian:

H[D � ;z]w� =
NX

i=1

�̂ i � (vi)| r I (Vi)r I (Vi)| � (vi)

+
NX

i=1

�̂ i (I [Vi ] � J[vi ]) � (vi)| H[I ](Vi)� (vi) :

(A.3)

After dropping the term involving the Hessian of the image5,
we arrive at the following approximation ofD � ;z(J; I ;w):

D � ;z(J; I ;w) �
1
2

NX

i=1

(ti � � (vi)w)| �̂ iH i (ti � � (vi)w) : (A.4)

ti 2 Rd andH i 2 M d� d only depend on the pointw� around
which the approximation is taken, and are respectively given by
Eq. (A.5) and Eq. (A.6), notingu� (vi) , � (vi)w� .

ti = u� (vi) �
I (Vi) � J(vi)
kr I (Vi)k2

r I (Vi) ; (A.5)

H i = r I (Vi)r I (Vi)| : (A.6)

Eq. (A.4) demonstrates that up to a second order local approx-
imation, registration can be recast as a regression task with a
set of (virtual) observationsti and associated (heteroscedastic,
anisotropic) con�denceH i . This is known as a generalized lin-
ear model. In block form, the data likelihood can be expressed
asp(Djw; � ; z) � p(tjw; �̂ ) with:

p(tjw; �̂ ) / exp�
1
2

(t � � w)| �̂ H(t � � w) : (A.7)

t denotes the concatenation of allti . �̂ H is a block diagonal
matrix with theith diagonal block equal to(�̂ H)i , �̂ iH i .

In our particular instance, the virtual pairings relate to the op-
tical �ow: if we dropped the con�dence tensorsH i , Eq. (A.4)
would yield an approximation of Eq. (B.6) much in the spirit
of the demonsalgorithm (Thirion, 1998; Cachier and Ayache,
2004). The tensorsH i vary sharply across the image how-
ever, e.g. as edges or boundaries are crossed. They assign
anisotropic, spatially varying con�dence in voxelwise pairings
and account for how informative and structured the image is
at the point of interest. The local approximation of Eq. (A.4)
transforms an image-based criterion into a landmark-based one,
and the proximity to formulations in the related literature (Rohr
et al., 2003) is indeed striking in this form.

The con�dence�̂ iH i in the virtual voxelwise pairingti + vi

can grow arbitrarily high for arbitrarily high intensity gradients.
These expressions result from linearizing the intensity pro�leI
around the current pairingVi , and are blind to interpolation un-
certainty in evaluatingI(Vi) andr I (Vi). To address this short-
coming, we propose to replace�̂ iH i = �̂ ir I (Vi)r I (Vi)| by

�
(�̂ iH i)� 1 + Dint

� � 1
=

1

1 + tr[�̂ iH iDint]
� �̂ iH i (A.8)

5This outer product approximation conveniently guarantees positivity of the
Hessian and is discussed ine.g.(Bishop et al., 2006).
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which implements a soft upper threshold on the precision, as a
heuristic for interpolation uncertainty.Dint acts as a minimum
covariance: it is a diagonal matrix set to the square of –say– half
the voxel spacing to prevent unreasonable subvoxel con�dence.

AppendixB. VB inference – optimization of qw;A

We recall that the variational posteriorqw;A is constrained to
lie in the family qw;A(w;A) = q(wjÂ)� Â(A). AppendixB.1 re-
states exact optimality conditions and exhibits where the likeli-
hood is involved. Under a Gaussian approximation of the like-
lihood, (approximate) optimality conditions yield tractable up-
dates ofq(wjÂ) and suggest an ef�cient active set scheme to
updateÂ (AppendixB.2). Technicalities for the Gaussian ap-
proximation are clari�ed in AppendixB.3.

AppendixB.1. Exact optimality conditions
From optimality conditions given in section 3.2 by Eq. (19)

and keeping explicit only the terms that depend onw, we obtain:

q� (wjÂ) =
p

�
Djw;h� i q� ; hzi qz

�
� p

�
wjÂ; h� i q�

�

p
�
DjÂ; h� i q� ; h� i q� ; hzi qz

� ; (B.1)

where we exploited the linearity of the logarithm of distribu-
tions of interest w.r.t. � , z and � to take the expectations of
those variables w.r.t. the associated variational factors inside
those distributions. The numerator of Eq. (B.1) is simply the
product of the likelihood times the prior on transformation pa-
rameters, with� , � and z �xed at their expected values with
respect to their respective variational posteriors. Again from
Eq. (22), the optimalA � maximizes the denominator of Eq.
(B.1):

p
�
D jÂ; h� i q� ; h� i q� ; hzi qz

�
=

Z

w
p

�
Djw;h� i q� ; hzi qz

�
� p

�
wjÂ; h� i q�

�
dw

(B.2)

andq�
w;A(w;A) = q� (wjA � )� A � (A). Maximizing Eq. (B.2) w.r.t.

Â and evaluating Eq. (B.1) however is hard since the likelihood
p(Djw;h� i q� ; hzi qz) is non trivial as a function ofw. For con-
venience we drop the expectationsh i from notations in what
follows (and the hat overA), as it does not affect derivations.

AppendixB.2. Approximate optimality conditions
The tractability of the inference relies on approximating the

data likelihood following AppendixA as a Gaussian distribution
p(Djw; � ; z) � N (tj� w; �̂ H), with virtual datat interpretable as
the concatenation of noisy voxelwise displacements. The prior
p(wjA; � ) = N (0;A + � R) is also Gaussian, yielding in turn a
Gaussian variational posteriorq� (wjA) � N (� ; � ) with:

� = �� | �̂ H t � = (� | �̂ H� + � R + A)� 1 : (B.3)

Moreover the marginal likelihoodp(DjA; �; � ; z) � p(tj�̂ ; A; � )
is Gaussian as well:

p(tj�̂ ; A; � ) = j 2� C j� 1=2 � exp
(

�
1
2

t| C� 1 t
)

(B.4)

where by identi�cationC� 1 = �̂ H � (�̂ H)��� | (�̂ H). In other
words, the marginal distribution of the virtual datat condi-
tioned on the hyperparametersfA; �; �̂ g is GaussianN (0;C).
Furthermore, it follows from the Woodbury matrix identity that

C = (�̂ H)� 1 + � (A + � R)� 1� | : (B.5)

The objective is to increase Eq. (B.4) w.r.t.A. The two factors
in Eq. (B.4) have antagonistic effects: while the left hand term
penalizes covariance matricesC that waste mass (viajCj), the
right hand term gives incentive to spend mass to better explain
the datat. This compromise mechanically leads to sparsity.
Indeed looking at the form ofC in Eq. (B.5), we see that part
of the data is explainedfor free by the contribution(�̂ H)� 1 of
the noise toC regardless of the right hand term; thus only a few
degrees of freedom need be active (Ak < 1 ) to fully explain the
data.

Algorithm 2 Optimization ofA

1: if the likelihood approximation was updatedthen
2: Recompute� , � in full from Eq. (B.3).
3: Recompute statisticsqk, sk and� k in full for all k.
4: end if
5: for p iterationsdo
6: 8k 2 S (resp.k < S), compute the gainmaxAk � l(Ak) in

log-evidence obtained by updating or deletingk from S
(resp. addingk to S) from AppendixE.

7: Select the most favorable actionl such that:
maxA l � l(A l) � maxAk � l(Ak)

8: SetA �
l = arg maxA l

l(A l) and updateS.
9: Update� , � via rank-one identities (AppendixF).

10: Updateqk, sk and � k for all k using rank-one updates
(AppendixG).

11: end for

In AppendixE we single out the contribution� l(Ak) of each
basis� k to the log marginal likelihood given the state of other
bases. AppendixF and AppendixG show that the statisticsqk,
sk and� k required to express this contribution can be updated
ef�ciently using rank-one linear algebra identities. This is the
basis for the proposedactive setmethod, which optimizesA by
updating oneAk at a time according to Algorithm 2.

AppendixB.3. Around which point is the likelihood approxi-
mated?

We have not yet speci�ed around which point the Gaussian
approximation is taken. The mode� MP of the (true) posterior

p(wjD;A;h� i q� ; h� i q� ; h� i q� )

is chosen. This departs from Simpson et al. (2012), who use
a Taylor expansion around the mode of the (Gaussian) varia-
tional posteriorqw, and from Le Folgoc et al. (2014) who use a
different strategy to derive a quadratic approximation. Here, as
in energy-based registration we numerically solve for the mini-
mizer � MP of Eq. (B.6), using the current estimate of hyperpa-
rametersA;h� i ; h� i ; h� i :

E(w) = D h� i ;h� i (J; I ; � w) +
1
2

w| (A + h� i R)w (B.6)
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with the notable difference, in terms of computational complex-
ity, that Eq. (B.6) only involves the sparse subsetS of active
bases. Other weights are effectively constrained to zero due to
an in�nite penaltyAk. Note that we marginalize over soft as-
signmentszof voxels to components of the noise mixture. This
comes at little computational cost and can reasonably be ex-
pected to accelerate convergence. The mode is found by quasi
Newton (BFGS) optimization, using closed form expressions
for the energy and its gradient. Expressions for the energy fol-
low Eq. (B.6) and Eq. (8). The gradient of the data term is
given by:

r w[D h� i ;h� i ] =
NX

i=1

�̃ i (I [Vi ] � J[vi ]) � (vi)Tr I (Vi) : (B.7)

where�̃ i =
P

1� l� L � il h� l i can be seen as an effective noise level
for the ith voxel, and� il / h� l i

Zl
exp� h� l i

2 (J[vi ] � I [Vi ] )2 (such
that

P
l � il = 1) can be seen as a soft assignment of theith voxel

to thelth component.

AppendixC. VB inference – optimization of q�

Taking terms that do not depend on� in the constant, the
optimality condition of Eq. (17) rewrites as:

logq� (� ) = hlog p(wjA; � )p(� ) i qw;Aq� qzq� + const (C.1)

= hlog p(wjA; � )p(� ) i qw;A + const (C.2)

= hlog p(wjÂ; � )i q(wjÂ) + log p(� ) + const. (C.3)

Recall thath�iq(� ) =
R

�
� q(� )d� denotes expectation w.r.t.q(� ).

The second equation uses the fact that the integrand does not
depend on either� , z nor � . The third uses the fact that
qw;A(w;A) = q(wjA)� Â(A). The prior on� is Gamma dis-
tributed,p(� ) = � (� ja0; b0), so that:

log p(� ) = � b0� + (a0 � 1) log� + const(� ) : (C.4)

p(wjÂ; � ) = N (0jÂ + � R) is a degenerate Gaussian. For all in-
active basesk < S, Â

� 1
k = 0, and the Gaussian degenerates to a

Dirac at0 along thed corresponding dimensions. For all active
basesk 2 S, the Gaussian degenerates alongd � 1 directions
sinceÂ

� 1
k = � � 1

k nkn|
k is rank one (section 2.4, AppendixE).

By assumption� k = 0 so that, notingwS = (w|
k nk)k2S and

w�S = wnwS:

p(wjÂ; � ) = � 0(w�S ) � j
�
2�

RSj1=2 exp�
�
2

w|
SR� 1

S wS ; (C.5)

whereRS is anjSj� jSj matrix whosek; lth coef�cient isn|
k Rnl .

Finally, sinceq(wjÂ) = N (� ; � ):

logq� (� ) =
jSj
2

log� �
1
2

�
� | RS� + tr(� RS)

�
�

� b0� + (a0 � 1) log� + const(� ) :
(C.6)

In other words,q� (� ) = � (� ja; b) is Gamma distributed with
hyperparameters given by Eq. (C.7) and (C.8), andh� i q� = a=b.

a = a0 + jSj=2 (C.7)

b = b0 +
�
� | RS� + tr(� RS)

�
=2: (C.8)

AppendixD. VB inference – optimization of q� , q� , qz

VB updates are stated without proof. Derivations follow the
same strategy as previously, starting from the optimality con-
dition of Eq. (17). They follow the same outline as those
of Archambeau and Verleysen (2007). The variational poste-
rior for assignmentsz of voxels to a component of the Gaus-
sian mixture is a product of categorical distributionsqz =Q

1� i� N C(zi j� i1 � � � � iL) with parameters� il interpretable as soft-
assignments, summing to1 (8i,

P
l � il = 1) and given by Eq.

(D.1). The variational posteriorq� for the noise mixture propor-
tions � = f� 1 � � � � Lgfollows a Dirichlet distribution Dir(� j� ),
with � = (� 1 � � � � L) given by Eq. (D.2). The variational pos-
terior for noise levelsq� =

Q
1� l� L � (� l jcl ; dl) is a product of

Gamma distributions over each individual mixture component,
with parameter updates given by Eq. (D.3) and (D.4).

� il / �̃ l �̃
1=2
l exp� 1

2h� l i q� he2
i i (D.1)

� l = N�̄ l + � 0 (D.2)

cl = 1
2N�̄ l + c0 (D.3)

dl = 1
2

P
1� i� N� il he2

i i + d0 (D.4)

The quantities required for these updates are as follows:

log �̃ l , hlog� l i q� =  (� l) �  (
P

1� l� L� l) (D.5)

log �̃ l , hlog� l i q� =  (cl) � logdl (D.6)

�̄ l , 1
N

P
1� i� N� il (D.7)

he2
i i , h(I [	 � 1

w (vi)] � J[vi ])2i q(wjÂ)

�
�
I [	 � 1

� (vi)] � J[vi ]
�2 + tr

�
� (vi)| � � (vi) H i

�
(D.8)

h� l i q� = cl=dl (D.9)

where ( � ) stands for the digamma function and tr[ � ] for the
trace. Eq. (D.8) follows from the quadratic approximation of
AppendixA, noting in addition thatq(wjÂ) = N (� ; � ) (cf. Ap-
pendixB and Eq. (B.3) for the updates of� ; � ).

Each factorqz, q� , q� is updated in turn forT iterations; each
iteration essentially computes then aggregates voxelwise statis-
tics in a single pass over the image of squared intensity residuals
he2

i i .

AppendixE. Contribution of a basis to the log marginal
likelihood

From Eq. (B.4) we see that the log marginal likelihoodL =
log p(tj�̂ ; A; � ) is given up to additive constant by

L = �
1
2

n
log jCj + t| C� 1 t

o
(E.1)

with C = (�̂ H)� 1 + � L � | , where we de�ne

L , (A + � R)� 1 : (E.2)

Noting thatC exclusively depends on the basisk via thekth (d�
d block-) diagonal coef�cient ofA and thekth column (ofd � d
elements) of� , we would like to single out the contribution
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l(Ak) of any such basis� k to the log marginal likelihood in the
form:

L = l(Ak) + L � k (E.3)

whereL � k does not depend on the basisk. If we denote byL � k

the inverse of the matrix obtained by removing thekth column6

from L � 1 = A + � R (or equivalently by settingAk = +1 7 in
L), we see from the Woodbury rank one matrix identity6 that
L = L � k + UkLkkU

|
k , with U|

k =
�
(� L � kRk)| I

�
and Lkk =

(Ak + � k)� 1, where thed � d matrix � k is de�ned as:

� k , � Rkk � (� Rk)| L � k(� Rk) (E.4)

By injecting this latter decomposition ofL into the expression
of C, we derive a decomposition ofC into the sum of a term
that does not depend on thekth basis and of a rank one term:

C = C� k + (� Uk)(Ak + � k)� 1(� Uk)| (E.5)

Letting C� 1
� k , (C� k)� 1, a second application of rank one up-

date identities for the determinant and the inverse gives the two
following expressions E.6 and E.7 for the two terms in the right-
hand side of the log marginal likelihood expression E.1:

jCj = jC� kj � jAk + � kj� 1 � jAk + � k + skj (E.6)

t| C� 1 t = t| C� 1
� k t � q|

k (Ak + � k + sk)� 1 qk (E.7)

We introduced the statisticssk 2 M d;d andqk 2 Rd respectively
de�ned as:

sk , (� Uk)| C� 1
� k(� Uk) (E.8)

qk , (� Uk)| C� 1
� k t (E.9)

Eq. (G.1) and Eq. (G.2) in AppendixG provide alternative,
more easily interpretable expressions for these quantities. This
yields the following expression forl(Ak):

l(Ak) = log jAk + � kj � log jAk + � k + skj

+ q|
k fAk + � k + skg� 1 qk :

(E.10)

It is of practical signi�cance to the algorithmic complexity
of our schemes that the quantities involved (L, � , � ) do not
actually depend on bases that are not in the active setS (i.e. all
bases s.t.Ak = +1 ). Similarly sk, � k andqk only involve the
set of active basesS augmented with thekth basis, due of the
form of Uk.

The maximization of Eq. (E.10) under constraint thatAk is a
symmetric positive semide�nited � d matrix involves the gra-
dient of the (unconstrained) functionl(Ak):

r l(Ak) = � � k

n
qkq|

k � sk � sk(Ak + � k)� 1sk

o
� k (E.11)

where� k is shorthand for(Ak + � k + sk)� 1, andr l(Ak) is ad� d
matrix. Since� k is symmetric positive de�nite andqkq|

k is of

6This is an abuse of speech for the sake of convenience, when we in fact
manipulate blocks ofd � d elements, lines and columns of suchd � d elements.

7We abuse notations here again for convenience. We mean to say thatA� 1
k =

0 or that8n 2 Rd, n| Akn ! 1 .

rank one,r l(Ak) has at most one negative eigenvalue. More
precisely, ifqkq|

k � sk is negative thenr l(Ak) is positive de�nite
for all Ak and the improper maximizer ofl(Ak) lies at in�nity
Ak ! +1 . Otherwise there is exactly one negative eigenvalue
and we look for maximizers of the formA � 1

k = � � 1
k nkn|

k . This is
consistent with the intuitive comment thatA � 1

k 2 M d;d cannot
be fully determined from a single ”observation”qk 2 Rd and
should be degenerate. Rewriting Eq. (E.10) as a function of
�; n leads to maximizing E.12 under constraint that� is positive
(dropping the indexk for convenience). Note also that E.12 is
invariant under reparametrizationn ! � n; � ! �=� 2.

l(�; n) = � log
(

1 +
n| sn

� + n| � n

)
+

(q| n)2

� + n| (� + s)n
(E.12)

At a maximizer� � ; n� = arg max�; n l(�; n) the constraint is ei-
ther active (� � = 0) or inactive (� � > 0). If inactive, the solu-
tion actually maximizes the unconstrained function E.12 and is
given by� � = �̄ (n̄), n� = n̄ where

�̄ (n) =
(n| sn)2

(q| n)2 � n| sn
� n| � n ; (E.13)

n̄ = s� 1q: (E.14)

In this casel(� � ; n� ) is simply equal tōl(n� ), wherel̄(n) is de-
�ned by E.15 with� (n) , (q| n)2=n| sn.

l̄(n) , � log � (n) + � (n) � 1 (E.15)

In addition l̄(n̄) can be shown to always provide an upper
bound to the maximum contribution of a basis to the evidence,
max�; n l(�; n). If �̄ (n̄) < 0, the upper bound is not reachable
and the constraint is active,� � = 0. In that case, we numerically
optimize over the unit sphere inRd to �nd n� . The case occurs
when thel2-norm regularization is by itself suf�cient along the
directionn� , and no additional shrinkage is deemed necessary.
It is also the default case if we purposedly restrict� to be ei-
ther null or in�nite. To save on unnecessary computations, we
�rst check that the upper bound̄l(n̄) to the maximum contribu-
tion of the basisk to the evidence is superior to the current best
contribution among bases already handled.

AppendixF. Update of � , � , L

Updates of the moments of the posterior distribution� , � =
(� | (�̂ H)� + A + � R)� 1 and ofL = (A + � R)� 1 upon deletion
from the model, update or addition to the model of a basisl are
done similarly to Tipping et al. (2003) and follow from Wood-
bury identities. Denoting updated quantities with a tilde, we get
in the case of deletion8:

�̃ = � � � l � � 1
ll � |

l ; (F.1)

8Whenever necessary we identify square matrices (resp. vectors) of dif-
fering dimensionalities if one can be obtained from the other by padding with
zeros,e.g.in (F.1) (F.2) (F.3), the rank-one correction leaves thelth column and
line (resp. coef�cient) of the right-hand side of the equation equal to zero.
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L̃ = L � L lL � 1
ll L |

l (F.2)

and
�̃ = � � � l(� � 1

ll � l) : (F.3)

These rank one updates carefully avoid matrix-matrix products
and have aO(jSj2) complexity. In the case of the addition of a
basis, we �rst compute the new column of�̃ (resp. L̃ ) before
updating its full body as:

�̃ = � + �̃ l �̃ � 1
ll �̃ |

l ; (F.4)

L̃ = L + L̃ l L̃ � 1
ll L̃ |

l ; (F.5)

where the columñ� l (resp.L̃ l) is given inO(jSj2) by

�̃ l =
 
� � l �̃ ll

�̃ ll

!
; L̃ l =

 
L(� Rl)L̃ll

L̃ll

!
(F.6)

and
�̃ ll = (sl + � l + A l)� 1 ; L̃ll = (� l + A l)� 1 : (F.7)

� l is the column vector ofd � d matrices de�ned by� l =
� | (�̂ H)� l + � Rl . The counterpart of Eq. (F.3) for addition
is given by Eq. (F.8):

�̃ = � + �̃ l ql : (F.8)

In particular,�̃ l = �̃ ll ql . The case of the update of a basisl is
treated as a deletion followed by an addition, updatingsl and� l

in-between these actions as they are needed in Eq. (F.7).

AppendixG. Update of sk, � k and qk

From the resolvent identity, we note that�� | (�̂ H)� L = L �
� . Using such relationships after developing the factors in E.8
and E.9, we derive alternative expressions forsk andqk:

sk = � |
k (�̂ H)� k � � |

k � � k� k + (� Rk)| L � k(� Rk) (G.1)

qk = � |
k (�̂ H)t � � |

k � � k� | (�̂ H)t (G.2)

where � k is a column vector ofd � d matrices de�ned by
� k = � | (�̂ H)� k + � Rk. � k can be interpreted as the inner
product of basisk with all the active bases w.r.t an appropriate
metric, in the sense that itsjth d � d coef�cient is given by:
� jk = � |

j (�̂ H)� k + � hD� j jD� ki . qk is the projection on the ba-
sis� k of the optimal residualt � � � � k for the active setSnfkg,
with a correction to account for regularization9: it is an unnor-
malized indicator of the relevance of basis� k to better explain
the data. sk + � k = � |

k (�̂ H)� k + � Rkk � � |
k � � k� k measures

how much con�dence basis� k aggregates, taking into account
its overlap with bases already in the active set (the con�dence
already captured by overlapping active bases is withdrawn). In
the speci�c case where� = 0, we retrieve the quantities and
expressions derived by Tipping et al. (2003) for the RVM. We

9Indeed,qk = � |
k (�̂ H)(t � � � � k) � � R|

k � � k.

found useful to introduce surrogate quantitiestk andrk respec-
tively de�ned according to G.3 and G.4:

tk , � |
k (�̂ H)� k � � |

k � � k + (� Rk)| L(� Rk) (G.3)

rk , � |
k (�̂ H)t � � |

k � � | (�̂ H)t (G.4)

These quantities merely differ fromsk andqk in that the index
� k was dropped from� � k and L � k. Our underlying motiva-
tion is to update simpler quantitiestk and rk that still retain a
straightforward link to the statisticssk andqk of interest for the
computation ofl(Ak). Indeed, for a basis� k that does not lie
in the model,� � k = � andL � k = L. Therefore, the quantities
under consideration coincide:sk = tk andqk = rk. For a basis
k that lies in the model and noting that� � k = � � � k� � 1

kk � |
k , we

obtain the statistics of interest ef�ciently as:

sk = tk +
h
� |

k � k

i
� � 1

kk

h
� |

k � k

i |

� [(� Rk)| Lk] L� 1
kk [(� Rk)| Lk] |

(G.5)

qk = rk +
h
� |

k � k

i
� � 1

kk � k (G.6)

Thus, we always maintain the quantitiestk and rk (for every
basis) and recomputesk and qk either at no cost for inactive
bases or, for bases in the active setS, in O(jSj � d). Updates
of tk and rk upon deletion from the model, update or addition
to the model of a basisl are done similarly to Tipping et al.
(2003), inO(jSj �d) per basis. For instance, in the addition case,
it follows from Woodbury identities that

t̃k = tk �
h
� |

k �̃ l

i
�̃ � 1

ll

h
� |

k �̃ l

i |

+
h
(� Rk)| L̃ l

i
L̃� 1

ll

h
(� Rk)| L̃ l

i | (G.7)

and
r̃k = rk �

h
� |

k �̃ l

i
r l (G.8)

wherer̃k and t̃k denote updated quantities, as opposed to quan-
tities prior to the updaterk and tk. The quantities indexed byl
are computed (once for all bases) following AppendixF. Simi-
larly we maintain� Rkk � (� Rk)| L(� Rk) instead of� k (index� k
dropped fromL � k).

AppendixH. Basis functions: Computational complexity
with translation invariant kernels

The section discusses the generality of the proposed
approach w.r.t. the basis functions� k parametrizing the
displacement �eld. Smooth radial basis functions as well as
many types of splines can be used without affecting the com-
putational complexity. We show how to ef�ciently compute
elementsRkl of the quadratic regularizer and inner products
� |

k (�̂ H)� , which are required in the scheme (see for instance
AppendixF and AppendixG).

Regularization and Fourier analysis. Let K(x; y) = � (x � y)
be a translation invariant positive de�nite kernel such that� is
integrable onRd as well as its Fourier transform̂� . We consider
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the spaceH of integrabled-vector �elds f : Rd ! Rd such that
kf k2 = hf j f i < +1 , where

hf jgi =
1

(2� )d

Z

�

bf (� )ybg(� ) �̂ � 1(� )d� : (H.1)

f̂ (� ) , F [ f ](� ) ,
R

x
expf� �x| � gf (x)dx is the Fourier trans-

form of f . If � is suf�ciently smooth, the successive partial
derivatives@xi1 ���xi p f of elementsf 2 H exist and all lie inH
(Zhou, 2008). As such, we can consider families of regularizers
of the form RD( f ) = kD f k2, whereD is a linear differential
operator.� enables additional �ltering in the frequency domain
and can be set tô� = 1 if no such penalty is desired.

Representation on a �nite dictionary. The displacement
�eld u(x) =

P
1� k� M � k(x)wk is assumed to be expressed as a

linear combination of bases� k 2 H (with associated weight
wk 2 Rd). By linearity of the representation,RD( f ) = w| Rw
where thek; lth block elementRkl is ad � d matrix, whosei; jth
coef�cient is hD(� kei) j D(� lej)i , with e1 � � � ed the canonical
frame. We wish to compute these coef�cients ef�ciently.

Computation of Rkl. If the basis functions are regularly trans-
lated versions of a single kernel� , i.e. � k(x) = � (x � xk), then
we have from the properties of the Fourier transform and Eq.
(H.1):

Rkl = hD(� kei) j D(� lej)i

=
1

(2� )d

Z

�
e�� x| � \D(� ei)(� )y \D(� ej)(� ) �̂ � 1(� )d�

= F � 1[ \D(� ei)(� )y \D(� ej)(� )�̂ � 1(� )](� x) :

(H.2)

whereF � 1 is the inverse Fourier transform and� x = xk � xl .
Values for all offsets can be computed at once using the fast
Fourier transform. If the basis offset is the voxel size, this runs
in O(N logN). The values can be stored in an image, so that
retrieving a coef�cientRkl at a later stage is done inO(1), after
recomputing the corresponding offset. If the dictionary of basis
functions is generated from a few (say,K) such translation
invariant kernels, the same process is repeatedK2 times, once
for each couple of generating kernels.

Case of the Gaussian kernel.For Gaussian basis functions and
standard differential operatorsD, closed form expressions can
be obtained instead of relying on the fast Fourier transform. We
illustrate this on the bending energy (D = � ). Recall that for
any p-uplet of integersi1 � � � ip 2 f1; � � � ; dg, F [@xi1 ���xi p f ](� ) =
�p� i1 � � � � ip F [ f ](� ). Thus for anyf 2 H ,

F [� f ](� ) = �k � k2 F [ f ](� ) ; (H.3)

F [� 2 f ](� ) = k� k4 F [ f ](� ) : (H.4)

The Fourier transform of a Gaussian basis

� k(x) = exp�
1
2

(x � xk)| S� 1
k (x � xk) (H.5)

is given byF [� k](� ) = j2� Skj1=2e� �� | xk expf� 1
2 � | Sk� g, which is

again Gaussian. Using Eq. (H.3), regrouping the exponential

factors and using Eq. (H.4), we �nally obtain for two Gaussian
bases� k and� l (with respective varianceSk andSl and centered
at xk andxl):

Rk;l =
 

jSkj � jSl j
jSk;l j=(2� )d

!1=2

(� � )2[KSk;l ](� x) I (H.6)

with I thed � d identity matrix,� x = xl � xk, Sk;l = Sk + Sl � S
and KSk;l (x) = exp� 1

2 x| S� 1
k;l x. The derivative(� � )2[KSk;l ] of

the Gaussian kernel at any point is known in closed form.

Inner products � |
k (�̂ H)� . For a block-diagonal matrix̂� H

(with N blocks) and an arbitrary set ofM basis functions,
computing the inner product of� k with all other bases func-
tions isO(MN). If the dictionary of bases is generated from
K translation invariant kernels, these inner products can be
computed inO(KN logN). � |

k (�̂ H) is computed inO(N), then
K convolutions (one with each generating kernel, inO(N logN)
each) yield the desired result. Similarly all of the� |

k (�̂ H)� k,
k = 1: : :M, can be computed by convolution of the image
whose voxels are thed � d tensors�̂ iH i with the square of the
K generating kernels.
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