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Abstract—In recent years network neutrality has been widely But since shaping is rarely revealed by of cial sources
debated from bOth technjcgl and economic points of view. Various and certainly does not appear in Service Level Agreements
cases of traf ¢ differentiation at the Internet access he_lve been (SLAS), it becomes of utmost importance to be able to detect
reported throughout the last decade, in particular aimed at . L .
bandwidth consuming trafc ows. In this paper we present it from W|t_h|nthe.ne.twork. A number of tool§ for thg detect|o.n
a novel app”cation.agnostic method for the detection of traf c Of trafC d|ﬁerent|at|0n ha.Ve thUS emerged n the ||terature n
differentiation, through which we are able to correctly identify the past few years [7]-[14] (we discuss them in Section V).
where a ;haper is located with respect to the user and evaluate The method we propose here differs from existing work in its
whether it affected delays, packet losses or both. The tool we 5i1ampt to be independent both from the shaping techniques
propose, ChkDiff, replays the user's own trafc in order to . .
target routers at the rst few hops from the user. By comparing '™ US€ by ISES a_t layer 3 (”_3) of the protocol Stac_k a”?' from
the resulting ow delays and losses to the same router against the user applications that might be targeted. The idea is that a
one other, and analyzing the behaviour on the immediate router shaper whose goal is to degrade the performance of selected
topology spawning from the user end-point, ChkDiff manages traf ¢ might do so according to a variety of packet scheduling
to detect instances of trafc shaping. We provide a detailed 5.4 pyffer management policies, but it will typically result
description of the design of the tool for the case of upstream e .
traf c, the technical issues it overcomes and a validation in O the user 5"?'9 in larger delays and possibly more losses.
controlled scenarios. Consequently, if we compare the set of delays of a ow to

that of the rest of the traf ¢, and we proceed analogously for
l. INTRODUCTION losses, we should be able to infer whether any shaping took

The neutrality of the Internet has been a hot topic ever singgace. In order for this to be valid for whatever application the
around a decade ago, bandwidth-hungry applications (euger is running, we reuse her own traf ¢ and replay it with
peer-to-peer, video, media streaming) started to gain succesesimal changes so that it targets the routers at the rst few
among users and a number of ISP's took measures to couriteps from her. If any shaper is located in proximity to one
possible detrimental effects on the connectivity they providetbr more) of these routers, packets going through it will have
Arbitrary decisions, as for example blocking of BitTorrentlegraded performance at that hop and at all subsequent ones,
traf c in the upstream direction [1] by an operator in thehus allowing us to also pinpoint their relative position. We
US, have since then been reported. More examples includaplemented this technique for upstream traf c in a tool we
throttling of YouTube in France [2] and Germany [3] duringcalled ChkDifft, through which we can detect the presence and
evening hours, when link utilization reaches its peak; degradieigntify the location of shapers, by using the ICMP feedback
performance over a VPN using OpenVPN default port [4] iprovided by routers. We modify and extend here an early
the US; most recently, evident decrease in performance finaft [15] of ChkDiff, in which a basic version of the tool was
Net ix traf ¢ in early 2014 by two US operators [5]. rst described. We focus in the present work on the validation

A de nition for network neutrality that is generally agreedof ChkDiff, in which we stress the tool under different shaping
upon is that a network is neutral when all the traf ¢ passingcenarios and assess its resilience against sources of error such
through it is treated equally, with no discrimination whatsoeves traf ¢ variation and ICMP rate limitation on routers.
based on the user it originates from, the destination it is The paper is organized as follows: in Section Il we present
intended for, its contents, the application it refers to, ite functioning of our method in details, along with a discus-
relative load and time of the day. However, as described Bjon of all the technical adjustments needed for the tool to
Crowcroft [6], the Internet has never been a pure level-playingork; in Sections Il and IV we validate ChkDiff in respec-
eld, contrary to what neutrality proponents might af rm.tively a controlled neutral and non-neutral environment and
Indeed, many factors can naturally contribute to a better eiow that it is able to successfully detect shaping even when
worse user experience, which major companies and ISP's havarge fraction of the traf ¢ is differentiated; we compare our
often exploited: proximity to the end users with caches and
replicated servers, asymmetry of inter-domain routing, NAT's 1The code is available on a dedicated web page: riccardoravaioli.wordpress.
and rewalls, etc. com/chkdiff


riccardoravaioli.wordpress.com/chkdiff
riccardoravaioli.wordpress.com/chkdiff

method to existing work in Section V and give concludingach hoph we intend to test, we shufe the trace so as to
remarks in Section VI. minimize any bias in the network conditions that our ows will
experience: we keep the ordering of packets within each ow
and modify the global packet ordering to be resilient to side
The strength of ChkDiff lies on its ability to not depend ofraf c. We set the TTL eld of the IP header of each packet
the kind of shaping technique in use by ISP's at layer 3 of thg h and we replay the trace. Routers at Huopf responsive,
protocol stack and on the applications (or rather, traf ¢ ows)ij| reply with ICMP time-exceeded error messages, through
that might be targeted. We achieve this by implementing thghich we compute single packet Round-Trip Times (RTT's)
following design ideas in the core of our tool: to hoph. Any shaper located between the user and hopust
Use Of I’eal user tl’af c.We Conduct a" experiments W|th have aﬁ:ected packets be'onging to the OWS it is con gured
previously dumped user traf ¢, so that the results yielded ky differentiate, before the ICMP error messages were elicited.
our tool will refer to the exact set of applications run by th@ve repeat this operation 3 times for the same hop in order to
user. Iter out false positives and we claim that a ow has been
Trace is left (almost) intactThis ensures that any shaperghaped when it has been rejected in our statistical analysis
traversed by our trace will have the same behaviour they woldglross all three runs. Once all the tshops have been tested,
have if the packets had been generated by their respectiy€ compare the results and attempt to localize the shapers.

applications. As we will see in the following subsections, the |n the rest of this section, we will describe each of the above
only modi cations applied to packets are in the TTL eld,steps in detail.

in order to hit the router(s) at the desired hop, and in the

application payload, in which we enforce the same size on &l Trafc trace

paCketS so as to avoid different transmission times. The rst action taken by ChkDiff is to dump Outgoing user
Baseline for comparison is the entire traf By the de nition  traf ¢ while the user runs her usual network applications. This

of network neutrality, a ow that is not differentiated will be is the trace that will be rep|ayed from the end user host

treated in the same way as the rest of the (non'differentiatqg\)vards routers at the hops nearby in the fo”owing Steps_

trafc, by any given router. On the other hand, a ow thatsince we focus in this paper in the upstream direction, we

is differentiated by a shaper implemented at the IP layer wdkpect the user to execute applications generating some non-

typically display higher delays or losses, depending on thgyial outgoing traf ¢ that is not limited to HTTP requests or

scheduling and buffer management techniques if.usen TCp ACK's: for example media upload, VoIP, le sharing and
compared to the delays and losses of the rest of the tragftant messaging.

this ow will stand out. Our statistical analysis is based on
that. We will show in the validation section that we are ablB. Flows and trace preparation
to SUCCGSSfU”y detect shaping when over half of the traf c is 1) Trace classication into ows. The packets in the
differentiated. dumped trace are arranged into 5-tuple ows, that is to say
The execution of ChkDiff is summarized in Algorithm 1. according to source and destination IP address, source and
destination port and transport protocol.
2) Fixed-size packetd\ext, we need to prepare the trace we

Il. DESIGN OF THE TOOL

Algorithm 1 ChkDiff execution

1: Capture user traf c have to replay. Packets of different size, if sent along the same
2: for each hoph | tl; 2:::kg do path to the same destination, will inevitably have different

3: for each runr | f1;2;3g do transmission times. As we will see in Section lll, this is a

4: shuf e trace non-negligible source of error if, as it is in our case, we make

5: replay trace withT TL  h the assumption that the delays of all packets going along the
6: collect ICMP time-exceeded replies same path should be comparable. This is especially true if we
7 end for measure delays to the closest hops, where the delay variability
8: detect shaped ows at hop could be low enough to be comparable to or even smaller
9: end for than the difference in transmission times between small and
10: aggregate results and locate shaper(s), if any large packets. In order to overcome this, we force every packet

of our trace to be of the same si& (in Bytes), either by
A traf ¢ trace is captured during a user's regular Interneiruncating application-level payloads larger th@rBytes, or
activity; it is then processed and arranged into ows. Faddding random padding at the end of shorter payloads. We
choseS to be 250 B, but in practice it could be any value,
2More speci cally, a shaper will still be able to classify ows as if they as Iong as it preserves enough of the original payload to be
were coming from their respective original applications, when it does sot ted b h . | ti D Packet | ti
by inspecting IP, transport-layer header elds or application payloads. If tptercep e y shapers implementing Deep Facket Inspection
implements stateful TCP ow analysis, our replayed trace would probab(PPI), which in general looks at only the rst few bytes.

bypass it. After identifying the ows to target, a shaper will apply a 3) Shufing packets.Before replaying our trace, an addi-
differentiation technique to them. ChkDiff is able to detect IP layer techniqu%s

resulting in higher delays and losses; techniques applied to higher layers, s EWal step is required. Since our analysis will be in terms of
as redirections or TCP reset injection, will not be detected. ows, we have to ensure that they all see the same network



conditions while being injected into the network. It is thereforsince it is a fairly widespread practice for manufacturers and
necessary to shuf e packets so that they exhibit such propentgtwork administrators to limit at a xed maximum rate the re-
We assign a weight to each ow in our traf ¢, according to itssponsiveness of routers to these expiring probes. We tested 850
original size in packets and normalized by the sum of all owsouters from PlanetLab hosts up to hop 5 and demonstrated
sizes, such that all weights sum to 1. For a trace Witbws, that ICMP rate limitation is implemented as an on-off process
any ow i|gvifth sizes;, in number of packets, will have weightwith typical values in[20; 500] packets per secongygs). In
Pi = Si= .-; Sk. A queue is thus created for each ow,light of this, the shufing technique presented above has the
where the per- ow packet order is maintained, since it mightndoubted advantage that unanswered probes would be spread
reveal useful information to a shaper for ow identi cation.fairly evenly across ows, since ow packets themselves are
We now pick packets randomly from each queue accordisgread evenly across the trace. A non-shuf ed trace replayed
to the ow weight and put them aside, ready to be replayetb an ICMP rate-limiting router would instead incur more
Whenever a queue becomes empty, its weight is set to O aradiable losses among ows, which would inevitably impair
weights of all other ows are updated accordingly, so thany loss analysis. We will discuss the robustness of our tool
they always sum to 1. By popping packets from each queteICMP rate limitation in Section IV.
in the above fashion, we obtain for every ow an ordered 2) Testing the rstk hops. In order to locate the position
sequence of 0's and 1's indicating whether a packet in tlef a shaper, we need to replay the shufed trace as many
resulting shuf ed trace came from that ow or not. Given a@imes as the number of hops we want to test, by increasing
ow i, such sequence of Os and 1s can be seen as a Bernahdi IP TTL of all packets at every experiment. For the choice
process with a probability equal to the weight of dwlet us of k, a value of 3 or 4 should suit most cases and provide
sayp;. Now, if we consider the spacing (or inter-packet timed large enough picture of what happens at the user's Internet
W, between any two consecutive packets from owwe can access, including ISP routers and those right after the ISP
see that it follows a geometric distribution with parameder boundaries. The user trace being made of ows with different
P(W;=w)=(1 p)" !p.The geometric distribution being IP destination addresses, testing routers that are further away
the discrete version of an exponential distribution, packets isf of increasing complexity due to a reduction in terms of
ow i see the real network conditions according to the PAST#amples per router as we move away from the user.
property (Poisson Arrivals See Time Averages) [16]. As this .
property applies to all ows, it enables us to reach our initidp: Results analysis
goal: letting all ows observe the same network conditions, We focus our analysis on the study of Round-Trip Times
provided that the network offers a stationary service. and losses. In both cases, the approach is similar: we consider
Furthermore, shuf ing is particularly useful when having tdarge ows only, that is those with at least 20 answered packets
counteract side trafc and ICMP rate limitation, as we will(a typical minimum sample size in statistical analysis), and

see shortly. we analyze these ows one at a time, comparing them against
all the rest of the trafc as a whole (large and small ows
C. Replay indifferently).

1) ICMP rate limitation. In a previous work [17], we 1) Delays. We compare the distribution of delays of a
studied the responsiveness of routers to TTL-limited probesw to the delay distribution of the rest of the trace using
Through a large measurement campaign, we examined passtatistical test. Our null hypothesis is that, in an envi-
sible bias in the Round-Trip Times of these probes and haanment without differentiation, if we sample the total set
ICMP rate-limitation is implemented on routers. We demoref delays obtained, they will all appear to be drawn from
strated that there did not appear to be any correlation betweka same distribution as all the other delays of the trace.
a slow or high probing rate (in the range [1, 4000] packets p&fe conduct our analysis by applying two-sample one-sided
second) and the resulting Round-Trip Times. In other wordsplmogorov-Smirnov test, which has the benet of being
even at high rates, we were not hitting any capacity limits thabn-parametric, in that it does not make assumptions on the
might have slowed down the generation of ICMP messageasderlying distribution of the data it is checking. The test
and contributed to the total packet delay. This is good newtakes as statistic the maximum vertical deviation between the
since it tells us that the choice of probing rate does not mar tBemulative Distribution Functions (CDF's) of two samples.
delays we obtain. There will de nitely be a delay component/e chose the one-sided version of this test because, while the
due to the generation of the ICMP error message (estimatet-sided Kolmogorov-Smirnov test looks for the maximum
to be in the order of the submillisecond [18]), since it takegertical deviation between two curves without including in
place in the router slow path, which is usually implemented its result whether this vertical distance was due to the rst
software instead of hardware and does not have high prioriyrve being above the second one or the other way around,
compared to other router operations. But this delay componeiné one-sided version looks for this deviation in one given
will have roughly the same weight in all RTTs toward the samdirection. Applied to our scenario, we can test whether a
router and therefore will not constitute a source of error.  ow experienced worse (i.e. larger) delays than the rest of

When using TTL-limited probes as in our case, we mushe trace by checking whether its CDF lies below the CDF of
also make sure that we obtain a suf cient number of replieés baseline, and to which extent.
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Fig. 1. An example with shapers at different hops. Fig. 2: ChkDiff expected output.

2) Lossesln order to check if the loss rate of a ow differs 0 will pass the analysis at hop 1, but will not at all successive
signi cantly from that of the rest of the trace, we proceed bhops. Flowl is a similar case, but at the edge of the tested
using an argument inspired from the binomial distribution. Hiops. At hop 3 an unresponsive router, that is to say a router
we want to examine the losses (i.e. the number of unanswetbdt was con gured not to reply to expiring packets, generates
packets) experienced by ow we letp be the loss rate of the a gap in our assessment, which might be compensated by the
rest of the traf c as a whole, and, be the original number results at the next hop. If at the next hop a ow ( o®)
of packets of owi. If the loss events of owi were not continues to pass the test, we can safely claim that it was not
caused by a shaper, its number of losgkesan be modeled shaped along the whole path under consideration. If instead
as a binomial random variable of parametBi(&;; p). To test the ow fails the test, as we showed for o®in our example,
whether this holds true, we can approximate this binomial as@ can only say that at hop 3 and 4 it encountered a shaper,
normal random variable of parametdgsip; sp(1 p)) and without being more specic. Finally, if the next hop is also
verify that the loss events lie within  standard deviations of unresponsive, for a ow like ow4, our conclusion is simply
the normal mean. With being a function obthe signi cance that no shapers were detected up to the last hop where the
level we Waﬁt to achieve, we check thoat p(l p)si< ow passed the analysis.

li <psi+ p(1 p)si. The right side of this last condition
is the one we are interested in, as it indicates that the ow [1l. VALIDATION IN A NEUTRAL SCENARIO

experienced more losses than it should have, and it is whagefore validating ChkDiff in the presence of traf ¢ differen-
we check in our analysis. o tiation, it is important to justify some measures we take when

3) Repetition of experimentsStatistical tests are operateqeplaying a user trace: forcing the same size in all packets and
at a certain con dence level, which in our tool we set t0 99%,ggregating results across 3 experiments. The packet trace we
Due to the high number of ows in a user trace, we are boungkeq here and in Section IV was captured in a time-window of
to have a number (_)f fglse positives, Whate.ver action we takeminutes of a typical Internet session, in which we performed
To work around this issue, we adopt a simple strategy. Wcture uploading on a social network, browsing on a news
repeat an experiment three times (at the same constant prokifg and sent a few chat messages. The trace is made of 6733
rate) to router(s) at the same hop-distance and claim that a PMckets, arranged into 275 ows, of which 61 daege (i.e.
has been shaped only when it was rejected in all three rungey have more than 20 packets) and compfi§8% of the
total amount of packets. The exact distribution of ow sizes
is shown in Figure 3.

After collecting traces and analyzing delays and losses forwe claimed in Section II-B2 that, by xing the packet size
the rst k hops, we need aggregate results in order to attempt
to localize the shaper, if ever a ow was rejected in any of
those hops. A shaper positioned right before hopvith h 2
f1;2; ::: kg, will cause targeted ows to fail the delay or loss
analysis (or both) on all hops h. When ChkDiff detects 08
this, it declares the ow as being shaped on the hop-segment 06
betweenh and the previous responsive router. We show an
example with routers up to hop 4 in Figure 1. We assume
that there is a number of non-differentiated ows from the 0.2
user trace passing through each router besides the four shown
in the gure, and that they contribute to the baseline for the
statistical analysis. In Figure 2 we provide the expected output o ) )
from ChkDiff based on this scenario. A shaper for dvis Fig. 3: Distribution of ow sizes, in number of packets, for
deployed right before the router at hop 2: this means that o€ packet trace used for validation.
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side, which emulates a 100 Mbit/s link. In Scenario 2 this
ﬁ)‘gse induces a uniform loss ratey, to all ows. All pipes
are con gured with a buffer size of 100 packets and a droptail
buffer management policy.

Fig. 4: Incidence of false positives when the replayed tra
contains unaltered original packets, and when it contai
packets of the same size. Results are over 1 run.

A. One shaped ow

to a constant value for all packets in a trace, we were able tO\Ne start by examining a scenario in which only one ow is
remove a considerable fraction of errors in the delay analy: ise'ing differentiated by the shaper. We proceeded by taking the
We now show the incidence of false positives when pack3 S '

are the original size and when they are padded or truncate e prewously described and a_ddlng an ex_tra ow of Wh'.Ch
. varied the number of packets in order for it to be a fraction
a constant value. For each of the two options, we ran ChkD

. . : : o r of the total amount of packets of the trace. This is the ow
100 times in a controlled setup with no differentiation towar . .
. at will be targeted by the shaper. Our results are in terms
a router under our control at hop 2. In Figure 4 we compare t

CDFs of the number of false positives for each experimerﬂ? precision and recall, which show respectively the fraction

The improvement is evident: we remove all errors in 700%f detected ows that we know are indeed shaped, and the

: . . . fraction of shaped ows that are correctly detecteRerfect
of experiments and are left with 30% of experiments showin . .
rformance translates into a precision and recall of 100%.

mostly 1 false positive. The next step is to aggregate the resu ) . . . .
of multiple runs, as described in Section 1I-D3 and see ifS'L) Shaping pipe (Scenario I)in this con guration the

these errors disappear. We ran ChkDiff 100 times and obserx?e%?.w'dthfbm of the upper p:jp_e onatthg Iebﬁt side s set ZS a
indeed that no false positives emerged when considering ju fetion ot the average sending 1 e(in bits per second)

two runs. In order to have a safe margin of error, we use l&; thehshapl;ed _OWI'( compute?h btefori th? eﬁperlrgeng.bleglns.
default three runs in ChkDiff. € Chosebw = Kpwl, SO thal a 1raclionKpw (0:1]

of packets of the shaped ow would use all the available
IV. VALIDATION IN A NON -NEUTRAL SCENARIO pipe bandwidthbw and the rest would queue up. We ran
ChkDiff 3 times for each combination df,, andfr , with
We tested how the tool copes with different shaping ang)w 2 f0:2,0:4;0:6;0:8;1:0g and fr 2 f 0:2;0:4; 0:6; 0:8g.
network settings in a controlled experimental setup. We fqhe results are shown in Figure 6, where the colour of each
cused on two scenarios: Scenario 1, in Wh_'Ch we throttigrcle re ects the percentage of precision or recall obtained.
the bandwidth of selected ows, and Scenario 2, where WR this basic scenario, we see that the delay test manages to
apply uniform packet drops. In our setup, a user machig@yays identify the shaped ow. Aky, =1 we observe that
is connected through cable to a middle box, which operaigfe ow still experienced some queueing, as a result of the
both as a gateway and a shaper, and which is, in tuglpe bandwidth being a function of treveragesending rate
connected to a Cisco router under our control, where ogf the ow and not of its instantaneous rate.
probes expire. In the middle box, we d_eployed a shaper Withz) Uniform drops (Scenario 2)Our goal in Scenario 2
Dummynet [19], a popular and versatile network emulatiog to verify to which extent ChkDiff manages to identify
tool. The con guration we used is depicted in Figure 53 shaped ow, when losses affect a selected ow and the
incoming packets are directed to either the upper or lower piggtire traf ¢ at different rates. We con gured the shaper so
on the left side, depending on whetherthey'belpng respectivghat the upper pipe in Figure 5 drops a fractibn of the
to the ows to shape or not. The upper pipe is traversed By4ckets of the ow to shape, and the pipe on the right-hand
all ows that we intend to shape; in Scenario 1 it has its owgjde, where all trafc goes, has a drop rate lofy . We
bandwidthbw and queue size, and in Scenario 2 it inducegried again the size of the targeted ow and ran experiments
uniform losses at rate . The lower pipe compensates for theyith fr 2 f 0:2: 0:4: 0:6: 0:8g. For reasons of space, we do

Fransmissi_on delay produced by the upper pipe in Scenarionbt include the graphs on precision, since all results show
it adds this constant delay component to the packets of all
non-differentiated ows, so that only the queueing delay in 3we de ne precisionas being the number of true positiveEPj over the
the upper pipe constitutes the discriminating factor betwegpmber of p05|_t|_vesF(), andrecall as the numb_er of true positives over the

h d d non-shaped packets. In scenario 2. it broduce sum of true positives and false negativesl}, that is to say over the number of
shape ?‘n p p : i ! i | p. UCESH{¥Qthat we know were shaped. For more details, refer to http://en.wikipedia.
effect. Finally, all packets meet at the pipe on the right-hangh/wiki/Precisionand recall
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Fig. 7:Recall of loss analysis as we vay, for the case of uniform drops on the whole traf ¢ and omultiple selected ows (Scenario
drops on the whole traf ¢ and onneselected ow (Scenario 2).  2).

- , B. Multiple shaped ows
a precision of 100%, that is to say we never encountered

any false positives or, in other words, all the ows detected We now move to a more complex scenario, in which
by ChkDiff as being shaped were indeed shaped. On tAwlltiple ows are being targeted by the shaper. In order to
other hand, some false negatives (i.e. shaped ows that gelect which ows to shape, given a fractidn of the trace
undetected) did occur, so our analysis will focus on recaftize to differentiate, we iteratively picked the ow whose size
In Figure 7 we present the results for this scenario. On tfi@ Bytes) was the closest to the targiet, until the total
X-axis we plot the loss ratl 5y for all packets of the trace, amount was reached.

whereas on the Y-axis we show the overall l0ss-tBigaped 1) Shaping pipe (Scenario 1)We set the bandwidthw
experienced by the shaped ot (1 Ir)(1 Irsnhapea). Of the shaping pipe as a function of the average sending rate
The tool achieves 100% recall in all cases except those ah all packets belonging to the ows to shape. All shaped
which, with a low fr and a fairly high ( 40% overall ows pass through the same shaping pipe so as to be able to
loss rate, the loss rate of the shaped ow is close to tle®mpensate for one transmission time only in the lower pipe.
global one. The added loss rates on the lower diagonal of & present the results for this scenario in Figure 8. While
graphs correspond tlv = 0:05, which could be too low to the precision reached appears to be optimal, the recall plots
be noticeable on samples of relatively small size. In all othehow that, quite expectedly, when the shaped ows amount
cases, the tool correctly identi ed the shaped ow. to a large fraction of the trace, the baseline for comparison



becomes too weakened for the test to work. threshold of the router does not appear to alter signi cantly

2) Uniform drops (Scenario 2)In the scenario with uni- the results.
form drops, we used a different shaping pipe for each ow
to differentiate, in order to have the same loss ratfor D. A more complex scenario
all shaped ows. Results are provided in Figure 9, where we |, 5 realistic setting, if a user dumps her own traf ¢ while
omitted the plots on precision for the same reason mentiongghe TCP ows are being targeted by a shaper that throttles
before. In the four subplots, we are mostly interested in thgeir pandwidth, the sending rate of these ows inside the
area withlra 2 [0:0;0:2], as it best represents a realistiGapiyred trace will already have been reduced by the shaper.
setting: in a network with no (0%) or relatively high (20%) chkpitf replays this trace at its original sending rate, the
packet drops, a shaper causes losses of various degreegdp ows that were previously throttled will now comply
part of the trafc passing through it. For completeness, Wi the shaper's policies and will not of course experience
also show cases with higher losses and a large fraction gfy further degradation. It is therefore important to scale up
affected trafc. When 20% of the trafc is targeted, Weqyr probing rate with respect to the original one, in order to
are able to detect all differentiated ows, except when thge gple to trigger and detect the presence of a shaper.

shaped ows experience just 5% more of losses, on top Ofyye set up a scenario with a shaper, ICMP rate limitation
the 20% overall loss rate of the trace. We observe that, 854 side trafc. In the same way as in Section IV-A, we

we shape an increasing fraction of the trace, the loss analy§igated a ow constituting 20% of the total trace size and
signi cantly degrades. The reason is that, with several owgyiecte it in our trace so that it would be evenly spread out
being differentiated, the baseline will necessarily include motg, 4 nave consequently a constant sending ragg . The
and more shaped ows and the statistical analysis will b§1aper was con gured as in the previous case of a shaping
impacted. However, this constitutes an extreme case for %’ﬁe affecting one ow only, and its bandwidth was set to
tool and it is unlikely to be encountered in practice. friow . The router activated ICMP rate limitation &0pps,
o a common value for Juniper routers [17]. Finally, we added
C. ICMP rate limitation some cross traf ¢ owing on average at 20% of our sending

Lastly, we wanted to verify how resilient our analysi§ate a_nd implgmented it as a series of bursts of ping packets
is when we encounter a router that implements ICMP ra gllowing a Poisson process. We con gured the bandwidth of

limitation. We tested ChkDiff in the same experimental setuﬁ e pipe on the right-hand side in Figure 5 to be equa_l to the
as before and con gured the router to respond at most m of the rate of the trace and of the cross traf c. This way,

20pps (with a burst size of 20 packets and a period of 11& Whole trace also experiences queueing.

second), a common setting we found for Cisco routers [17]. ! thiS setup, we assess whether a shuf ed trace replayed at
We repeated the experiments of Scenarios 1 and 2 at differ8ffonstant rate is mdeed more robust to transient nerork con-
sending rates (30, 50, 80 and 1pps) higher than the ICMP ditions than the original trace replayed as it is. We'lncreased
rate limitation threshold. Our aim is to stress our tool wheif€ Probing rate by a factor of 1.5, 2, 4, 8 and 16 times the
an additional source of losses is present and see how hfjfpinal probing rateroig of the trace (Withroig = 64 pps)

our sending rate can be, with respect to the rate limitatiorfd counted in Table I the number of false positives of the

implemented on the router side, while still minimizing errorJ€lay analysis across 3 runs. We see that, even though in both

In Figure 10 we show the recall plots of the delay analysf'\s""Ses we correctly identify the §haped ow aIread_;l:Sb(, we
in the case of Scenario 1, where a shaping pipe thrott/8&Ve" en_counter any false positives when replaying a shuf ed
the bandwidth of multiple selected ows. Since ICMP ratd'ace- With the original trace, on the other hand, we always

limitation only causes packet drops, it is no surprise that tr(Pé)tamed some false positives; their number seems to decrease

delays are no more affected than they were in the previoWéth high probing rates only because the amount of ows with

case when the router was fully responsive (Figure 8b). V%'f cient samples also decreases.
omit here and in the next scenario the results for one shaped
ow, since they always showed maximum precision and recall.
We conducted again the experiments of Scenario 2, whereA number of tools for the detection of traf ¢ differentiation
uniform drops are applied to selected ows and to the wholeave been proposed in the literature in the past few years.
traf ¢ with different probabilities, and we provide the results
in Figure 11. For constraints of space, we only show cases

V. RELATED WORK

. . Rate
with fr 2 f 0:2;0:8g andr 2 f 30;100gpps, i.e. the extreme X T 15x T 2x | 4x T 8x T 16x
values considered in the previous scenario. We observe thakiginal | True Positives | 0 | 1 1 [1 |1 |1
the loss test experiences considerable degradation only in |th¢race | False Positives] 11 [ 3 3 |1 72 J1
f ltinle sh d ding to 800 shufed | True Positives | 0 1 1 1 1 1
extreme case of multiple shaped ows corresponding to 0 trace | False Posivess 0 10 o to to o

of the trace. Varying the probing rate from 1.5 (Bfs, with - )
a router-induced loss rate of 33%) to 5 times (9% with TABLE I: Number of true and false positives when replaying

a router-induced loss rate of 80%) the ICMP rate limitatioft€ original and a shufed trace at different sending rates.



(a) Recall of delay analysis,= (b) Recall of delay analysis, = (a) Recall of loss analysisr = (b) Recall of loss analysi$r =

30pps 50pps 20%; r = 30 pps 20%; r = 100 pps
(c) Recall of delay analysis,=  (d) Recall of delay analysis,= (c) Recall of loss analysi$r =  (d) Recall of loss analysi§r =
80pps 100pps 80%; r = 30 pps 80%; r =100 pps

Fig. 10: Scenario 1 with multiple shaped ows and ICMP rate Fig. 11: Scenario 2 with multiple shaped ows and ICMP rate
limitation at 20pps. limitation at 20pps.

A work that has some aspects in common with ChkDiff ifappen at the application layer, by means of deep packet
NetPolice [7], where the authors were able to detect differspection, and to result in lower throughput for the affected
entiation in backbone networks with the use of TTL-limitecpplication. ChkDiff is also able to detect such cases, since
probes. Using synthetic traces made of HTTP, peer-to-pearlower throughput is the result of higher packet delays,
BitTorrent and other application ows, they probed ingress arlait we don't make the assumption that a shaper targets a
egress routers of backbone ISP's from a large set of Planetlsgieci ¢ application and that it discriminates according to
nodes in order to notice any difference in loss rates alopgcket payloads.
the same path segment: if any difference was observed, they . _—
tried to attribute it to content-based differentiation (with the A tool that also focuses on a speci ¢ application and control

HTTP ow as baseline) or, when the discrepancy was between” is DifProbe [10], which attentively analyses the delay

different IP sources or destinations, to routing-based differe%rjCI loss distributions of the two_ows during a replaying phase

tiation. Our approach does leverage TTL-limited probes, ba{r:hehnormtal apﬁ_l'%at'an sert1d|tng ratetand a reptlgymgt phasgbiat
it is client-oriented (in a traceroute-like manner), it focuse Igher rate, which attempts to create congestion at possible

on a user's access ISP, and does not make assumptionss apers along the path. The control ow is crafted much in

which ows should be considered as non-differentiated in il@e same way as previously described, with th.e addlthn of
analysis. transport layer elds such as port number being modied

in order to bypass shapers. This tool was soon followed by
One of the rst tools presented to the scienti c communityShaperProbe [11], which assumes that differentiation happens
was BT-test [8], which checks for TCP reset packets injectéldrough a token bucket and tries to infer its parameters (buffer
by ISP's during the replaying of a typical BitTorrent packesize and processing rate). It sends trains of packets back-to-
exchange between a user and controlled server. Its aim wadaak to a server and, if they traverse a shaper, it expects to
disclose a practice that had been recently reported by soaiserve a level shift in the received rate at the destination.
US-based users. The same authors later proposed a nmbftdle both methods undoubtedly provide more insight than
comprehensive tool, Glasnost [9], that compares the maxim@hkDiff on the characteristics of shapers, they analyze the
throughput of an application ow (e.g. BitTorrent, YouTubepehaviour of one application at a time and, even if in principle
etc) to that of a control ow whose packets are the santbey can adapt to any application, they are in practice limited
as in the application ow except for their payload, which igo the packet traces provided with the executables (i.e. Skype,
randomized. The packets of the two ows are interleaved so msthis case). Packsen [13] has a similar approach to DiffProbe,
to experience the same network conditions and are replaymd it improves on it by using a less computationally expensive
to a server. This technique expects traf ¢ differentiation tetatistical analysis in order to infer the shaper type and
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