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Abstract

In many domains of structured output pre-
diction, multiple outputs can be considered
correct. Several results exist showing that
polynomial time computation both at train-
ing and test time is possible when a sin-
gle correct output is present. In this work,
we show that such guarantees do not hold
when multiple outputs are correct. This is
shown through three main results indicating
that multiple correct outputs lead to NP-
hard computation with existing convex sur-
rogates for (i) learning with a supermodular
loss function, (ii) learning with a submodu-
lar loss function, and (iii) test time inference
with a diversity penalty term. These the-
oretical results highlight the importance of
identifying sufficient conditions for tractable
learning and inference with multiple correct
outputs in practice.

1. Introduction

Many domains of structured prediction contain mul-
tiple correct outputs. In computer vision, multiple
correct object detections may be present in an im-
age (Blaschko, 2011). In text summarization, multi-
ple paragraphs may be considered equally good sum-
maries of a document (Sipos et al., 2012). In pro-
tein structure prediction, a molecule may have multi-
ple possible configurations (Rohl et al., 2004). In this
work, we show that the presence of multiple correct
outputs leads to intractable computational problems
in many common settings for which a single correct
output leads to tractable problems.

We show three main hardness results for structured
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prediction with multiple correct outputs: (i) regular-
ized risk minimization with a supermodular loss func-
tion is tractable with existing learning frameworks for
a single correct output but NP-hard for multiple cor-
rect outputs (Proposition 3), (ii) regularized risk min-
imization with a submodular loss function is tractable
with existing learning frameworks for a single cor-
rect output but NP-hard for multiple correct outputs
(Proposition 4), and (iii) test time inference that is
polynomial time solvable for a single correct output is
NP-hard for multiple correct outputs when a diversity
penalty is included (Proposition 5). These results sug-
gest the use of alternative learning and approximate
inference schemes when multiple correct outputs are
present during training and/or testing.

2. Learning

In structured output learning, we assume that a task
specific loss function is given that measures the dis-
agreement between a prediction and a ground truth
element. We denote a ground truth instance as y∗ ∈ Y
and the (incorrect) prediction ỹ. We will distinguish
between a loss function in which a single correct out-
put is to be predicted, and a loss function in which p
multiple correct outputs Y ∗ ∈ Yp are possible:

∆single : Y × Y 7→ R (1)

∆multiple : Yp × Y 7→ R. (2)

Specifically, we will assume that when there are mul-
tiple outputs we will take

∆multiple(Y
∗, ỹ) := min

y∗∈Y ∗
∆single(y

∗, ỹ) (3)

so that we require a prediction to be close to one of the
ground truth outputs. We focus on two feasible fami-
lies of loss functions for ∆single for which convex sur-
rogates have been developed: supermodular loss func-
tions and submodular loss functions.

Submodular functions may be defined through several
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equivalent properties. We use the following defini-
tion (Fujishige, 2005):

Definition 1. A set function l : P(V ) 7→ R is sub-
modular if and only if for all subsets A,B ⊆ V ,
l(A) + l(B) ≥ l(A ∪B) + l(A ∩B).

A function is supermodular iff its negative is submodu-
lar, and a function is modular iff it is both submodular
and supermodular.

The computational implications of multiple correct
ground truth instances for each of these families are
explored in the following two subsections.

2.1. Supermodular Loss Functions and the
Structured Output Support Vector
Machine

The Structured Output Support Vector Machine
(SOSVM) is one of the most popular frameworks
for structured output prediction (Taskar et al., 2004;
Tsochantaridis et al., 2005). Two variants bound a
discrete loss function ∆ with a convex surrogate: mar-
gin rescaling and slack rescaling. The margin-rescaling
constraints and slack-rescaling constraints are:

min
w,ξ

1

2
‖w‖2 + C

n∑
i=1

ξi, ∀i,∀ỹ ∈ Y : (4)

〈w, φ(xi, yi)〉 − 〈w, φ(xi, ỹ)〉 ≥ ∆(yi, ỹ)− ξi (5)

or 〈w, φ(xi, yi)〉 − 〈w, φ(xi, ỹ)〉 ≥ 1− ξi
∆(yi, ỹ)

(6)

respectively.

Yu & Blaschko (2015) analyzed under which condi-
tions margin and slack rescaling yield tight convex sur-
rogates to the underlying loss function ∆. A central
result is that the following notion of monotonicity is
necessary:

Definition 2. A set function l : P(V ) 7→ R is in-
creasing if and only if for all subsets A ⊂ V and
elements x ∈ V \A, l(A) ≤ l(A ∪ {x}).

Proposition 1 ((Yu & Blaschko, 2015)). Slack rescal-
ing yields an extension of a set function ∆(y, ·) iff
∆(y, ·) is an increasing function.

It is a necessary, but not sufficient condition that
∆(y, ỹ) be increasing for margin rescaling to yield an
extension. However, for all increasing ∆(y, ỹ) there ex-
ists a positive scaling γ ∈ R such that margin rescaling
yields an extension.

Proposition 2 ((Yu & Blaschko, 2015)). For all in-
creasing set functions l such that ∃y for which margin
rescaling does not yeild an extension of ∆(y, ·), we can

always find a positive scale factor γ specific to l such
that margin rescaling yields an extension. We denote
Mγ∆ and γ∆ as the rescaled functions.

These results indicate that both slack and margin
rescaling can be used to construct tight convex sur-
rogates to increasing loss functions.

In the event that we have multiple correct outputs, we
construct the loss imputed to the SOSVM by taking
the minimum loss over all possible correct outputs.
The resulting loss remains increasing, and therefore
the resulting convex surrogate is tight, a positive re-
sult from a statistical perspective. However, multiple
correct outputs may mean that computation of the
subgradient of the convex surrogate is NP-hard. We
show this making use of the following lemma:

Lemma 1. Submodular functions are not closed over
the max operation, i.e. if g and h are both submodular
functions, f = max(g, h) is not necessarily submodular
(see e.g. Section 1.2 (Krause & Golovin, 2014)).

Proposition 3. Computation of a subgradient of the
slack and margin rescaling convex surrogates is NP-
hard when there are multiple correct outputs.

Proof. Slack and margin rescaling are computationally
feasible only when ∆ is supermodular (Yu & Blaschko,
2015). This is because subgradient computation re-
quires solving

arg max
ỹ

∆(y, ỹ)(1 + 〈w, φ(x, ỹ)− φ(x, y)〉) (7)

and
arg max

ỹ
∆(y, ỹ) + 〈w, φ(x, ỹ)〉 (8)

for slack and margin rescaling, respectively. Optimiza-
tion of Equations (7) and (8) is called loss augmented
inference. The minimum over supermodular functions
is the negative of the maximum over submodular func-
tions, and submodular functions are not closed un-
der maximization (Lemma 1). Finally we note that
the arg max in Equations (7) and (8) will therefore be
taken over non-supermodular functions, which is NP-
hard in general.

Consequently, even if we have a tractable loss aug-
mented inference problem for a single correct output
with a supermodular loss, the presence of multiple cor-
rect outputs will lead to NP-hard loss augmented in-
ference problems.

2.2. Submodular Loss Functions and the
Lovász Hinge

We now turn to submodular loss functions. These
result in NP-hard subgradient computation for
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SOSVMs, so Yu & Blaschko (2015) introduced an al-
ternative convex surrogate based on the Lovász exten-
sion of a submodular set function, called the Lovász
hinge.

Definition 3. The Lovász hinge regularized risk is de-
fined as

min
w,ξ

1

2
‖w‖2 + C

n∑
i=1

ξi (9)

s.t. ξi ≥ max
π

p∑
k=1

sπk
i

(
l({π1, · · · , πk}) (10)

− l({π1, · · · , πk−1})
)

∀i,∀ỹ ∈ Y

where l is a submodular set function, π = (π1, · · · , πp)
is a permutation of the index, sπk

i = 1−〈wπk , xπk
i 〉y

πk
i ,

and l(·) is derived from ∆(y∗, ·) by setting the argu-
ment to l to be the set of parts of ỹ not equal to y∗.

This convex surrogate generalizes hinge loss to mul-
tiple outputs when the loss function is submodular.
Subgradient computation has a computational com-
plexity of O(|y| log |y|), where |y| is the size of a single
instance y ∈ Y. We note that this convex surrogate
(written as the maximum over linear constraints) is
only tight when ∆ remains submodular. Analogous
to Proposition 3, we now show that multiple correct
outputs results in a loss function ∆ that is not guar-
anteed to be submodular, even if the loss function for
a single correct output is submodular. We make use
of the following result:

Lemma 2. Submodular functions are not closed over
the min operation, i.e. if g and h are both submodular
functions, f = min(g, h) is not necessarily submodular
(see e.g. Section 1.2 (Krause & Golovin, 2014)).

Proposition 4. Neither the Lovász hinge nor the
structured output SVM provide a polynomial time tight
convex surrogate to a submodular loss function when
there are multiple correct outputs.

Proof. Application of Equation (3) combined with
Lemma 2 indicates that ∆multiple is not submodular in
general, even if ∆single is. As ∆multiple is neither sub-
modular nor supermodular, neither the Lovász hinge
nor the SOSVM yield polynomial time tight convex
surrogates.

3. Inference

In the previous section, we have shown that learning
with both submodular and supermodular loss func-
tions leads to NP-hard computation in order to com-
pute subgradients of existing convex surrogate loss

functions when there are multiple correct outputs. In
this section, we further show a result due to Blaschko
(2011) that test time inference becomes NP-hard in the
presence of multiple correct outputs when a diversity
penalty is included in the inference procedure.

Proposition 5. Let g(x, y) be a compatibility function
for a structured prediction problem (e.g. 〈w, φ(x, y)〉
from a SOSVM). The prediction of a set of p ≥ 2
outputs with a diversity penalty is NP-hard in general:

arg max
Y ∈Yp

∑
y∈Y

g(x, y)−Ω(Y ) (11)

where

Ω(Y) =
∑
i 6=j

Ω(yi, yj) +
∑
c∈C

Ωc(yc), (12)

C is the set of higher order cliques in the penalty term
(possibly C = ∅), and Ωc is supermodular for all c ∈ C.

Proof. Section 3 of (Blaschko, 2011) shows that Equa-
tion (12) is supermodular for Ω ≥ 0. Consequently,
the optimization in Equation (11) corresponds with a
non-submodular minimization and is NP-hard.

4. Conclusions

In this work, we have shown three main hardness re-
sults. The first two indicate that learning with su-
permodular (Proposition 3) and submodular (Propo-
sition 4) loss functions are feasible when a single cor-
rect output is present, but NP-hard in general in the
presence of multiple correct outputs. The third main
result shows that test time inference is NP-hard when
a diversity penalty is included (Proposition 5). In the
absence of this penalty, test time inference with a sin-
gle model will typically predict a set of highly overlap-
ping predictions that are clustered around the single
highest scoring output.

These results give substantial evidence that structured
learning and inference with multiple correct outputs is
fundamentally harder than when only a single output
is considered correct. This points to two potentially
productive directions of inquiry: (i) the exploration
of tractable approximations to the NP-hard learning
and inference problems, and (ii) the derivation of novel
convex surrogates and sufficient conditions for polyno-
mial time learning and inference that are applicable in
practice to problems of interest.
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