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#### Abstract

In this paper, we are concerned with random sampling of an $n$ dimensional integral point on an $(n-1)$ dimensional simplex according to a multivariate discrete distribution. We employ sampling via Markov chain and propose two "hit-and-run" chains, one is for approximate sampling and the other is for perfect sampling. We introduce an idea of alternating inequalities and show that a logarithmic separable concave function satisfies the alternating inequalities. If a probability function satisfies alternating inequalities, then our chain for approximate sampling mixes in $\mathrm{O}\left(n^{2} \ln \left(K \varepsilon^{-1}\right)\right)$, namely $(1 / 2) n(n-1) \ln \left(K \varepsilon^{-1}\right)$, where $K$ is the side length of the simplex and $\varepsilon(0<\varepsilon<1)$ is an error rate. On the same condition, we design another chain and a perfect sampler based on monotone CFTP (Coupling from the Past). We discuss a condition that the expected number of total transitions of the chain in the perfect sampler is bounded by $\mathrm{O}\left(n^{3} \ln (K n)\right)$.
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## 1 Introduction

A sampling from a log-concave distribution has many interesting applications [2, 1, 12], and approximate samplers via Markov chain from log-concave distributions on a convex body have been studied [9, 10, 14]. Frieze and Kannan proved that a "ball walk" (chain) rapidly mixes, by using log-Sobolev inequalities [10]. Lovász and Vempala proved with considering the conductance that both of "ball walk" and "hit-and-run walk" (chain) mix in $\mathrm{O}\left(n^{4}\right.$ poly $\left.\left(\ln n, \ln \varepsilon^{-1}\right)\right)$ and that the amortized mixing times of them are bounded by $\mathrm{O}\left(n^{3} \operatorname{poly}\left(\ln n, \ln \varepsilon^{-1}\right)\right)$ [14].

Randall and Winkler discussed approximate uniform sampling via Markov chain on a simplex [19]. They treated both continuous and discrete state spaces, and showed that mixing time of a type of "hit-andrun" chain is $\Theta\left(n^{3} \ln \left(n \varepsilon^{-1}\right)\right)$. They proved the upper bound by using a technique of warm start and two phase coupling, and the lower bound by using a probabilistic second-moment argument.

We are concerned with random sampling an $n$ dimensional integral point on a simplex from a logarithmic separable concave probability function. We show that a type of "hit-and-run" chain mixes in $\mathrm{O}\left(n^{2} \ln \left(K \varepsilon^{-1}\right)\right)$ where $K$ is the side length of a simplex, with using path coupling technique [3]. There are several straightforward applications, just as restricted to a logarithmic separable concave probability function on a simplex. One is a computation of the normalizing constant of the product form solution for a closed queueing network $[4,11]$. Another is MCMC based exact test for independence in medical statistics, in bioinformatics, and so on [16, 15].

We also show that another "hit-and-run" chain provides a perfect sampler based on monotone CFTP (Coupling from the Past). An ordinary sampler via Markov chain is an approximate sampler, whereas Propp and Wilson proposed monotone CFTP algorithm which realizes a perfect (exact) sampling from stationary distribution. One of the great advantages of perfect sampling is that we never need to determine the error rate $\varepsilon$ when to use. Another is that a perfect sampler becomes faster than any approximate sampler based on a Markov chain when we need a sample according to highly accurate distribution. There are some other algorithms for perfect sampling via Markov chain, e.g., Wilson's read once algorithm [20] and Fill's interruptible algorithm [7, 8]. In this paper, we just review monotone CFTP algorithm, while we can employ others in a similar way.

[^0]
## 2 Preliminaries and Results

### 2.1 Logarithmic Separable Concave Function

We denote the set of real numbers (non-negative, positive real numbers) by $\mathbb{R}\left(\mathbb{R}_{+}, \mathbb{R}_{++}\right)$, and the set of integers (non-negative, positive integers) by $\mathbb{Z}\left(\mathbb{Z}_{+}, \mathbb{Z}_{++}\right)$, respectively. Let us consider the set of non-negative integral points in an $n-1$ dimensional simplex

$$
\Xi \stackrel{\text { def. }}{=}\left\{x=\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in \mathbb{Z}_{+}^{n} \mid \sum_{i=1}^{n} x_{i}=K\right\} .
$$

Given a vector of single-variable positive functions $\boldsymbol{f}=\left(f_{1}, f_{2}, \ldots, f_{n}\right)$ where $f_{i}: \mathbb{Z}_{+} \rightarrow \mathbb{R}_{++}$for each $i$, we concern with sampling on $\Xi$ according to distribution $\pi$ defined by

$$
\begin{equation*}
\pi(x)=\frac{1}{C} \prod_{i=1}^{n} f_{i}\left(x_{i}\right) \quad \text { for } x=\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in \Xi \tag{1}
\end{equation*}
$$

where $C \stackrel{\text { def. }}{=} \sum_{x \in \Xi} \prod_{i=1}^{n} f_{i}\left(x_{i}\right)$. A function $f_{i}$ is called log-concave if and only if $\forall x \in \mathbb{Z}_{+}, \ln f_{i}(x+$ $1) \geq(1 / 2)\left(\ln f_{i}(x)+\ln f_{i}(x+2)\right)$. The function $\pi$ of (1) is said as logarithmic separable concave if each $f_{i}$ is a log-concave function. In the following, we give two examples of practical applications in our setting that is logarithmic separable concave function on a simplex.

Example 1 ([11]) In queueing network theory, closed Jackson network is a basic and significant model. It is well known that a closed Jackson network has a product form solution. Given a vector of parameters $\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right) \in \mathbb{R}_{++}^{n}$ and a vector $\left(s_{1}, s_{2}, \ldots, s_{n}\right) \in \mathbb{Z}_{+}^{n}$ of number of servers on nodes, the product form solution $\pi_{\mathrm{J}}$ on $\Xi$ is defined by

$$
\pi_{\mathrm{J}}(x) \stackrel{\text { def. }}{=} \frac{1}{C_{\mathrm{J}}} \prod_{i=1}^{n} \frac{\alpha_{i}^{x_{i}}}{\min \left\{x_{i}, s_{i}\right\}!\min \left\{x_{i}, s_{i}\right\}^{x_{i}-\min \left\{x_{i}, s_{i}\right\}}} \text { for } x \in \Xi
$$

where $C_{\mathrm{J}}$ is normalizing constant. No weakly (thus genuinly) polynomial-time algorithm is known for computing $C_{\mathrm{J}}$ and we can design a polynomial-time randomized approximation scheme by using a polynomial time sampler of $\pi_{\mathrm{J}}$.

Example 2 ( $[16,15])$ Discretized Dirichlet Distribution often appears in statistical methods in the bioinformatics. Given a vector of parameters (Dirichlet parameters) $\left(u_{1}, u_{2}, \ldots, u_{n}\right) \in \mathrm{R}_{+}^{n}$, Discretized Dirichlet Distribution $\pi_{\mathrm{D}}$ on $\Xi_{++} \stackrel{\text { def. }}{=}\left\{x=\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{Z}_{++} \mid \sum_{i=1}^{n} x_{i}=K\right\}(K \geq n)$ is defined by

$$
\pi_{\mathrm{D}}(x) \stackrel{\text { def. }}{=} \frac{\prod_{i=1}^{n}\left(x_{i} / K\right)^{u_{i}-1}}{\sum_{x \in \Xi_{++}} \prod_{i=1}^{n}\left(x_{i} / K\right)^{u_{i}-1}} \text { for } x \in \Xi_{++}
$$

When every parameter satisfies $u_{i} \geq 1, \pi_{\mathrm{D}}(x)$ is a logarithmic separable concave function. There is rejection sampling for (continuous) Dirichlet distribution and it is know that rejection sampling is inefficient when Dirichlet parameters are very small.

### 2.2 Main results

In this subsection, we describe two theorems, which are our main results.
Given a pair of probability distributions $\nu_{1}$ and $\nu_{2}$ on a finite state space $\Omega$, the total variation distance between $\nu_{1}$ and $\nu_{2}$ is defined by $\mathrm{d}_{\mathrm{TV}}\left(\nu_{1}, \nu_{2}\right) \stackrel{\text { def. }}{=} \frac{1}{2} \sum_{x \in \Omega}\left|\nu_{1}(x)-\nu_{2}(x)\right|$. The mixing time of an ergodic Markov chain is defined by $\tau(\varepsilon) \stackrel{\text { def. }}{=} \max _{x \in \Omega}\left\{\min \left\{t \mid \forall s \geq t, \mathrm{~d}_{\mathrm{TV}}\left(P_{x}^{s}, \pi\right) \leq \varepsilon\right\}\right\}(0<\varepsilon<1)$ where $\pi$ is the stationary distribution and $P_{x}^{s}$ is the probability distribution of the chain at time period $s \geq 0$ with initial state $x$ (at time period 0 ).

Theorem 2.1 For any logarithmic separable distribution $\pi$ on $\Xi$, there is an ergodic Markov chain whose stationary distribution is $\pi$ and which has the mixing time $\tau(\varepsilon)(0<\varepsilon<1)$ satisfying

$$
\tau(\varepsilon) \leq \frac{n(n-1)}{2} \ln \left(K \varepsilon^{-1}\right)
$$

We will give an actual Markov chain and show Theorem 2.1 in Section 3.
Suppose that we have an ergodic Markov chain with a finite state space $\Omega$ where the transition rule $X \mapsto X^{\prime}$ can be described by a deterministic function $\phi: \Omega \times[0,1) \rightarrow \Omega$, called update function, and a random number $\Lambda$ uniformly distributed over $[0,1)$ satisfying $X^{\prime}=\phi(X, \Lambda)$. We introduce a partial order " $\succeq$ " on the state space $\Omega$. A transition rule expressed by a deterministic update function $\phi$ is called monotone (with respect to $(\Omega, \succeq)$ ) if $\forall \lambda \in[0,1), \forall x, \forall y \in \Omega, x \succeq y \Rightarrow \phi(x, \lambda) \succeq \phi(y, \lambda)$. We also say that a chain is monotone if the chain is defined by a monotone update function. We say that a monotone chain has a unique pair of maximum and minimum when there exists a unique pair $\left(x_{\mathrm{U}}, x_{\mathrm{L}}\right) \in \Omega^{2}$ satisfying $\forall x \in \Omega, x_{\mathrm{U}} \succeq x \succeq x_{\mathrm{L}}$.

Theorem 2.2 For any logarithmic separable distribution $\pi$ on $\Xi$, there is an ergodic monotone Markov chain whose stationary distribution is $\pi$ and which has a unique pair of maximum and minimum. Thus it directly gives a perfect sampler.
In Section 4, we will propose another chain, briefly review the monotone CFTP algorithm, and prove Theorem 2.2.

## 3 Approximate Sampler

Now we propose a new Markov chain $\mathcal{M}_{\mathrm{A}}$ with state space $\Xi$. A transition of $\mathcal{M}_{\mathrm{A}}$ from a current state $X \in \Xi$ to a next state $X^{\prime}$ is defined as follows. First, we chose a pair of distinct indices $\left\{j_{1}, j_{2}\right\}$ uniformly at random. Next, put $k=X_{j_{1}}+X_{j_{2}}$, and chose $l \in\{0,1, \ldots, k\}$ with probability

$$
\frac{f_{j_{1}}(l) f_{j_{2}}(k-l)}{\sum_{s=0}^{k} f_{j_{1}}(s) f_{j_{2}}(k-s)} \quad\left(\equiv \frac{f_{j_{1}}(l) f_{j_{2}}(k-l) \prod_{j \notin\left\{j_{1}, j_{2}\right\}} f_{j}\left(X_{j}\right)}{\sum_{s=0}^{k} f_{j_{1}}(s) f_{j_{2}}(k-s) \prod_{j \notin\left\{j_{1}, j_{2}\right\}} f_{j}\left(X_{j}\right)}\right)
$$

then set

$$
X_{i}^{\prime}= \begin{cases}l & \left(\text { for } i=j_{1}\right) \\ k-l & \left(\text { for } i=j_{2}\right) \\ X_{i} & (\text { otherwise })\end{cases}
$$

Since $f_{i}(x)$ is a positive function, the Markov chain $\mathcal{M}_{\mathrm{A}}$ is irreducible and aperiodic, so ergodic, hence has a unique stationary distribution. Also, $\mathcal{M}_{\mathrm{A}}$ satisfies detailed balance equation, thus the stationary distribution is $\pi$ defined by (1).

Let $g_{i j}^{k}: \mathbb{Z} \rightarrow \mathbb{R}_{+}$be the cumulative distribution function defined by

$$
g_{i j}^{k}(l) \stackrel{\text { def. }}{=} \frac{\sum_{s=0}^{l} f_{i}(s) f_{j}(k-s)}{\sum_{s=0}^{k} f_{i}(s) f_{j}(k-s)} \quad \text { for } l \in\{0,1, \ldots, k\} .
$$

We also define $g_{i j}^{k}(-1) \stackrel{\text { def. }}{=} 0$, for convenience. Then we can simulate the Markov chain $\mathcal{M}_{\mathrm{A}}$ with the function $g_{i j}^{k}$ as follows. First, choose a pair $\{i, j\}$ of indices with the probability $2 /(n(n-1))$. Next, put $k=X_{i}+X_{j}$, generate an uniformly random real number $\Lambda \in[0,1)$, choose $l$ satisfying $g_{i j}^{k}(l-1) \leq$ $\Lambda \leq g_{i j}^{k}(l)$, and set $X_{i}^{\prime}=l$ and $X_{j}^{\prime}=k-l$.

In the rest of this section, we estimate the mixing time of our chain $\mathcal{M}_{\mathrm{A}}$. We introduce alternating inequalities defined by
$\frac{\sum_{s=0}^{l} f_{i}(s) f_{j}(k+1-s)}{\sum_{s=0}^{k+1} f_{i}(s) f_{j}(k+1-s)} \leq \frac{\sum_{s=0}^{l} f_{i}(s) f_{j}(k-s)}{\sum_{s=0}^{k} f_{i}(s) f_{j}(k-s)} \leq \frac{\sum_{s=0}^{l+1} f_{i}(s) f_{j}(k+1-s)}{\sum_{s=0}^{k+1} f_{i}(s) f_{j}(k+1-s)} \quad(l \in\{0,1, \ldots, k\})$,
where $(i, j)$ is a pair of indices and $k$ is an arbitrarily positive integer in $\{0,1, \ldots, K\}$ (See Figure 1). The inequalities (2) are equivalent to that

$$
\begin{equation*}
g_{i j}^{k+1}(l) \leq g_{i j}^{k}(l) \leq g_{i j}^{k+1}(l+1) \quad(l \in\{0, \ldots, k\}) \tag{3}
\end{equation*}
$$

We show that a logarithmic separable concave function satisfies alternating inequalities.
Lemma 3.1 If $f_{i}$ is a log-concave function for each $i \in\{1,2, \ldots, n\}$, then alternating inequalities (2) hold for any $l \in\{0,1, \ldots, k\}$, for any pair of distinct indices $\{i, j\}(i, j \in\{1,2, \ldots, n\})$ and for any $k \in \mathbb{Z}_{+}$.

| 0 | $f_{i}(0) f_{j}(k) / A$ | $f_{i}(1) f_{j}(k-1) / A$ |  |  | $f_{i}(k) f_{j}(0) / A$ | 1 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | $f_{i}(0) f_{j}(k+1) / A^{\prime}$ | $f_{i}(1) f_{j}(k) / A^{\prime}$ | $f_{i}(2) f_{j}(k-1) / A^{\prime}$ | $\ldots$ | $f_{i}(k+1) f_{j}(0) / A^{\prime}$ | 1 |

Fig. 1: A figure of alternating inequalities for a pair of indices $(i, j)$ and a non-negative integer $k$. In the figure, $A \stackrel{\text { def. }}{=} \sum_{s=0}^{k} f_{i}(s) f_{j}(k-s)$ and $A^{\prime} \stackrel{\text { def. }}{=} \sum_{s=0}^{k+1} f_{i}(s) f_{j}(k+1-s)$ are normalizing constants.

Proof: When $k=0$, it is obvious. First, we show that for any fixed $k \in \mathbb{Z}_{++}$, alternating inequalities (2) hold for any $l \in\{0,1, \ldots, k\}$, if and only if

$$
\begin{align*}
& \quad\left(\sum_{s=0}^{l} f_{i}(s) f_{j}(k+1-s)\right)\left(\sum_{s^{\prime}=l+1}^{k} f_{i}\left(s^{\prime}\right) f_{j}\left(k-s^{\prime}\right)\right) \\
& \quad \leq\left(\sum_{s=0}^{l} f_{i}(s) f_{j}(k-s)\right)\left(\sum_{s^{\prime}=l+1}^{k+1} f_{i}\left(s^{\prime}\right) f_{j}\left(k+1-s^{\prime}\right)\right),  \tag{4}\\
& \text { and } \quad\left(\sum_{s=0}^{l} f_{i}(k+1-s) f_{j}(s)\right)\left(\sum_{s^{\prime}=l+1}^{k} f_{i}\left(k-s^{\prime}\right) f_{j}\left(s^{\prime}\right)\right) \\
& \quad \leq\left(\sum_{s=0}^{l} f_{i}(k-s) f_{j}(s)\right)\left(\sum_{s^{\prime}=l+1}^{k+1} f_{i}\left(k+1-s^{\prime}\right) f_{j}\left(s^{\prime}\right)\right), \tag{5}
\end{align*}
$$

hold for any $l \in\{0,1, \ldots, k-1\}$. We obtain (4) by transforming the former inequality of (2) for each $l \in\{0,1, \ldots, k-1\}$ as follows,

$$
\begin{aligned}
& \frac{\sum_{s=0}^{l} f_{i}(s) f_{j}(k+1-s)}{\sum_{s=0}^{k+1} f_{i}(s) f_{j}(k+1-s)} \leq \frac{\sum_{s=0}^{l} f_{i}(s) f_{j}(k-s)}{\sum_{s=0}^{k} f_{i}(s) f_{j}(k-s)} \\
& \Leftrightarrow \quad\left(\sum_{s=0}^{l} f_{i}(s) f_{j}(k+1-s)\right)\left(\sum_{s=0}^{k} f_{i}(s) f_{j}(k-s)\right) \\
& \quad \leq\left(\sum_{s=0}^{l} f_{i}(s) f_{j}(k-s)\right)\left(\sum_{s=0}^{k+1} f_{i}(s) f_{j}(k+1-s)\right) \\
& \Leftrightarrow \quad\left(\sum_{s=0}^{l} f_{i}(s) f_{j}(k+1-s)\right)\left(\sum_{s=0}^{l} f_{i}(s) f_{j}(k-s)+\sum_{s=l+1}^{k} f_{i}(s) f_{j}(k-s)\right) \\
& \quad \leq\left(\sum_{s=0}^{l} f_{i}(s) f_{j}(k-s)\right)\left(\sum_{s=0}^{l} f_{i}(s) f_{j}(k+1-s)+\sum_{s=l+1}^{k+1} f_{i}(s) f_{j}(k+1-s)\right) \\
& \Leftrightarrow \quad\left(\sum_{s=0}^{l} f_{i}(s) f_{j}(k+1-s)\right)\left(\sum_{s=l+1}^{k} f_{i}(s) f_{j}(k-s)\right) \\
& \quad \leq\left(\sum_{s=0}^{l} f_{i}(s) f_{j}(k-s)\right)\left(\sum_{s=l+1}^{k+1} f_{i}(s) f_{j}(k+1-s)\right) .
\end{aligned}
$$

In a similar way, we obtain (5) by transforming the latter inequality of (2) for each $l \in\{0,1, \ldots, k-1\}$ as follows,

$$
\begin{aligned}
& \frac{\sum_{s=0}^{l} f_{i}(s) f_{j}(k-s)}{\sum_{s=0}^{k} f_{i}(s) f_{j}(k-s)} \leq \frac{\sum_{s=0}^{l+1} f_{i}(s) f_{j}(k+1-s)}{\sum_{s=0}^{k+1} f_{i}(s) f_{j}(k+1-s)} \\
& \begin{array}{c}
\Leftrightarrow \quad\left(\sum_{s=0}^{l} f_{i}(s) f_{j}(k-s)\right)\left(\sum_{s=0}^{k+1} f_{i}(s) f_{j}(k+1-s)\right) \\
\\
\quad \leq\left(\sum_{s=0}^{l+1} f_{i}(s) f_{j}(k+1-s)\right)\left(\sum_{s=0}^{k} f_{i}(s) f_{j}(k-s)\right) \\
\Leftrightarrow \quad\left(\sum_{s=0}^{l} f_{i}(s) f_{j}(k-s)\right)\left(\sum_{s=0}^{l+1} f_{i}(s) f_{j}(k+1-s)+\sum_{s=l+2}^{k+1} f_{i}(s) f_{j}(k+1-s)\right) \\
\\
\quad \leq\left(\sum_{s=0}^{l+1} f_{i}(s) f_{j}(k+1-s)\right)\left(\sum_{s=0}^{l} f_{i}(s) f_{j}(k-s)+\sum_{s=l+1}^{k} f_{i}(s) f_{j}(k-s)\right) \\
\Leftrightarrow \quad\left(\sum_{s=0}^{l} f_{i}(s) f_{j}(k-s)\right)\left(\sum_{s=l+2}^{k+1} f_{i}(s) f_{j}(k+1-s)\right) \\
\\
\quad \leq\left(\sum_{s=0}^{l+1} f_{i}(s) f_{j}(k+1-s)\right)\left(\sum_{s=l+1}^{k} f_{i}(s) f_{j}(k-s)\right) \\
\Leftrightarrow \quad\left(\sum_{s^{\prime}=k-l}^{k} f_{i}\left(k-s^{\prime}\right) f_{j}\left(s^{\prime}\right)\right)\left(\sum_{s^{\prime \prime}=0}^{k-l-1} f_{i}\left(k+1-s^{\prime \prime}\right) f_{j}\left(s^{\prime \prime}\right)\right) \\
\\
\\
\quad \leq\left(\sum_{s^{\prime \prime}=k-l}^{k+1} f_{i}\left(k+1-s^{\prime \prime}\right) f_{j}\left(s^{\prime \prime}\right)\right)\left(\sum_{s^{\prime}=0}^{k-l-1} f_{i}\left(k-s^{\prime}\right) f_{j}\left(s^{\prime}\right)\right) \\
\Leftrightarrow \quad\left(\sum_{s^{\prime}=l^{\prime}+1}^{k} f_{i}\left(k-s^{\prime}\right) f_{j}\left(s^{\prime}\right)\right)\left(\sum_{s^{\prime \prime}=0}^{l^{\prime}} f_{i}\left(k+1-s^{\prime \prime}\right) f_{j}\left(s^{\prime \prime}\right)\right)
\end{array}
\end{aligned}
$$

$$
\leq\left(\sum_{s^{\prime \prime}=l^{\prime}+1}^{k+1} f_{i}\left(k+1-s^{\prime \prime}\right) f_{j}\left(s^{\prime \prime}\right)\right)\left(\sum_{s^{\prime}=0}^{l^{\prime}} f_{i}\left(k-s^{\prime}\right) f_{j}\left(s^{\prime}\right)\right)
$$

where $l^{\prime}=k-l-1 \in\{0,1, \ldots, k-1\}$.
Next, we show the inequality (4) hold for any $k \in \mathbb{Z}_{++}$. With considering the expansion, it is enough to show that

$$
\begin{equation*}
f_{i}(s) f_{j}(k+1-s) f_{i}\left(s^{\prime}\right) f_{j}\left(k-s^{\prime}\right) \leq f_{i}(s) f_{j}(k-s) f_{i}\left(s^{\prime}\right) f_{j}\left(k+1-s^{\prime}\right) \tag{6}
\end{equation*}
$$

$\forall s, \forall s^{\prime} \in\{0,1, \ldots, k\}$ satisfying $0 \leq s<s^{\prime} \leq k$. From the hypothesis of Lemma, $f_{j}$ is a log-concave function for any index $j \in\{1,2, \ldots, n\}$, thus with considering $\left(k-s^{\prime}\right)<\left(k-s^{\prime}+1\right) \leq(k-s)<$ $(k-s+1)$, the inequality

$$
\ln f_{j}\left(k-s^{\prime}\right)+\ln f_{j}(k-s+1) \leq \ln f_{j}\left(k-s^{\prime}+1\right)+\ln f_{j}(k-s)
$$

holds. Since $f_{i}(x)>0$ for any $x \in \mathbb{Z}_{+}$, the inequality (6) hold $\forall s, \forall s^{\prime} \in\{0,1, \ldots, k\}$ satisfying $0 \leq s<s^{\prime} \leq k$. For the inequality (5), we obtain the claim in the same way as (4) by interchanging $i$ and $j$.

Theorem 3.2 If $\boldsymbol{f}=\left(f_{1}, f_{2}, \ldots, f_{n}\right)$ satisfies alternating inequalities for any pair of distinct indices $\{i, j\}(i, j \in\{1,2, \ldots, n\})$ and for any $k \in\{0,1, \ldots, K\}$, then Markov chain $\mathcal{M}_{\mathrm{A}}$ mixes rapidly and the mixing time $\tau(\varepsilon)$ for $0<\varepsilon<1$ satisfies

$$
\tau(\varepsilon) \leq \frac{n(n-1)}{2} \ln \left(K \varepsilon^{-1}\right)
$$

Proof: Let $G=(\Xi, \mathcal{E})$ be an undirected simple graph with vertex set $\Xi$ and edge set $\mathcal{E}$ defined as follows. A pair of vertices $\{x, y\}$ is an edge of $G$ if and only if $(1 / 2) \sum_{i=1}^{n}\left|x_{i}-y_{i}\right|=1$. Clearly, the graph $G$ is connected. We define the length $l_{\mathrm{A}}(e)$ of an edge $e \in \mathcal{E}$ by $l_{\mathrm{A}}(e) \stackrel{\text { def. }}{=} 1$. For each pair $(x, y) \in \Xi^{2}$, we define the distance $d_{\mathrm{A}}(x, y)$ be the length of the shortest path between $x$ and $y$ on $G$ with $l_{\mathrm{A}}$. Clearly, the diameter of $G$, defined by $\max _{x, y \in \Xi}\left\{d_{\mathrm{A}}(x, y)\right\}$, is bounded by $K$.

We define a joint process $(X, Y) \mapsto\left(X^{\prime}, Y^{\prime}\right)$ for any pair $\{X, Y\} \in \mathcal{E}$. Pick a pair of distinct indices $\left\{i_{1}, i_{2}\right\}$ uniformly at random. Then put $k_{X}=X_{i_{1}}+X_{i_{2}}$ and $k_{Y}=Y_{i_{1}}+Y_{i_{2}}$, generate a uniform random number $\Lambda \in[0,1)$, chose $l_{X} \in\left\{0,1, \ldots, k_{X}\right\}$ and $l_{Y} \in\left\{0,1, \ldots, k_{Y}\right\}$ which satisfy $g_{i_{1} i_{2}}^{k_{X}}\left(l_{X}-1\right) \leq$ $\Lambda<g_{i_{1} i_{2}}^{k_{X}}\left(l_{X}\right)$ and $g_{i_{1} i_{2}}^{k_{Y}}\left(l_{Y}-1\right) \leq \Lambda<g_{i_{1} i_{2}}^{k_{Y}}\left(l_{Y}\right)$, and set $X_{i_{1}}^{\prime}=l_{X}, X_{i_{2}}^{\prime}=k_{X}-l_{X}, Y_{i_{1}}^{\prime}=l_{Y}$ and $Y_{i_{2}}^{\prime}=k_{Y}-l_{Y}$.

Now we show that

$$
\mathrm{E}\left[d_{\mathrm{A}}\left(X^{\prime}, Y^{\prime}\right)\right] \leq \beta d_{\mathrm{A}}(X, Y), \text { and } \beta=1-\frac{2}{n(n-1)}, \text { for any pair }\{X, Y\} \in \mathcal{E}
$$

Suppose that $X, Y \in \mathcal{E}$ satisfies $\left|X_{j}-Y_{j}\right|=1$ for $j \in\left\{j_{1}, j_{2}\right\}$, and $\left|X_{j}-X_{j}\right|=0$ for $j \notin\left\{j_{1}, j_{2}\right\}$.
Case 1: When the neither of indices $j_{1}$ nor $j_{2}$ are chosen, i.e., $\left\{i_{1}, i_{2}\right\} \cap\left\{j_{1}, j_{2}\right\}=\emptyset$. Put $k=X_{i_{1}}+X_{i_{2}}$. It is easy to see that $\operatorname{Pr}\left[X_{i_{1}}^{\prime}=l\right]=\operatorname{Pr}\left[Y_{i_{1}}^{\prime}=l\right]$ for any $l \in\{0, \ldots, k\}$ since $Y_{i_{1}}+Y_{i_{2}}=k$. We set $X_{i_{1}}^{\prime}=Y_{i_{1}}^{\prime}$ and $X_{i_{2}}^{\prime}=Y_{i_{2}}^{\prime}$. Then $d_{\mathrm{A}}\left(X^{\prime}, Y^{\prime}\right)=d_{\mathrm{A}}(X, Y)$ holds.
Case 2: When the both of indices $j_{1}$ and $j_{2}$ are chosen, i.e., $\left\{i_{1}, i_{2}\right\}=\left\{j_{1}, j_{2}\right\}$. In the same way as Case 1 , we can set $X_{i_{1}}^{\prime}=Y_{i_{1}}^{\prime}$ and $X_{i_{2}}^{\prime}=Y_{i_{2}}^{\prime}$. Then $d_{\mathrm{A}}\left(X^{\prime}, Y^{\prime}\right)=0$ holds.
Case 3: When exactly one of $j_{1}$ and $j_{2}$ is chosen, i.e., $\left|\left\{i_{1}, i_{2}\right\} \cap\left\{j_{1}, j_{2}\right\}\right|=1$. Without loss of generality, we can assume that $i_{1}=j_{1}$ and that $X_{i_{1}}+1=Y_{i_{1}}$. Put $k=X_{i_{1}}+X_{i_{2}}$, then $Y_{i_{1}}+Y_{i_{2}}=k+1$ obviously. Now, we consider the joint process as a random number $\Lambda \in[0,1)$ is given. Assume that $l \in\{0,1, \ldots, k\}$ satisfies $g_{i_{1} i_{2}}^{k}(l-1) \leq \Lambda<g_{i_{1} i_{2}}^{k}(l)$, then alternating inequalities (3) imply that $g_{i_{1} i_{2}}^{k+1}(l-1) \leq \Lambda<$ $g_{i_{1} i_{2}}^{k+1}(l+1)$. Therefore, if $X_{i_{1}}^{\prime}=l$ then $Y_{i_{1}}^{\prime}$ should be in $\{l, l+1\}$ by the joint process. Thus we always obtain that $\left[X_{i_{1}}^{\prime}=Y_{i_{1}}^{\prime}\right.$ and $\left.X_{i_{2}}^{\prime}+1=Y_{i_{2}}^{\prime}\right]$ or $\left[X_{i_{1}}^{\prime}+1=Y_{i_{1}}^{\prime}\right.$ and $\left.X_{i_{2}}^{\prime}=Y_{i_{2}}^{\prime}\right]$. Hence $d_{\mathrm{A}}\left(X^{\prime}, Y^{\prime}\right)=$ $d_{\mathrm{A}}(X, Y)$ holds.

With considering that Case 2 occurs with probability $2 /(n(n-1))$, we obtain that

$$
\mathrm{E}\left[d_{\mathrm{A}}\left(X^{\prime}, Y^{\prime}\right)\right] \leq\left(1-\frac{2}{n(n-1)}\right) d_{\mathrm{A}}(X, Y)
$$

Since the diameter of $G$ is bounded by $K$, Theorem 3.3 (Path Coupling Theorem), which we describe following this proof, implies that the mixing time $\tau(\varepsilon)$ satisfies

$$
\tau(\varepsilon) \leq \frac{n(n-1)}{2} \ln \left(K \varepsilon^{-1}\right)
$$

The following Path Coupling Theorem proposed by Bubbly and Dyer is a useful technique for bounding the mixing time.
Theorem 3.3 (Path Coupling [3]) Let $\mathcal{M}$ be a finite ergodic Markov chain with a finite state space $\Omega$. Let $H=(\Omega, \mathcal{E})$ be a connected undirected graph with vertex set $\Omega$ and edge set $\mathcal{E} \subseteq\binom{\Omega}{2}$. Let $l: \mathcal{E} \rightarrow \mathbb{R}_{++}$ be a positive length defined on the edge set. For any pair of vertices $\{x, y\}$ of $H$, the distance between $x$ and $y$, denoted by $d(x, y)$ and/or $d(y, x)$, is the length of a shortest path between $x$ and $y$, where the length of a path is the sum of the lengths of edges in the path. Suppose that there exists a joint process $(X, Y) \mapsto\left(X^{\prime}, Y^{\prime}\right)$ with respect to $\mathcal{M}$ whose marginals are faithful copies of $\mathcal{M}$ and

$$
\exists \beta, 0<\beta<1, \forall\{X, Y\} \in \mathcal{E}, \mathrm{E}\left[d\left(X^{\prime}, Y^{\prime}\right)\right] \leq \beta \cdot d(X, Y)
$$

Then the mixing time $\tau(\varepsilon)$ of Markov chain $\mathcal{M}$ satisfies $\tau(\varepsilon) \leq(1-\beta)^{-1} \ln \left(\varepsilon^{-1} D / d\right)$, where $d \stackrel{\text { def. }}{=}$ $\min \{d(x, y) \mid \forall x, y \in \Omega\}$ and $D \stackrel{\text { def. }}{=} \max \{d(x, y) \mid \forall x, \forall y \in \Omega\}$.

The above theorem differs from the original theorem in [3] since the integrality of the edge length is not assumed. We drop the integrality and introduced the minimum distance $d$. This modification is not essential and we can show Theorem 3.3 similarly. We do not require this modification in the proof of Theorem 3.2, but we will use the modified version in the proof of Theorem 4.3 described later.

Outline of proof: Let $\pi$ be the stationary distribution of $\mathcal{M}$, and let $P_{x}^{t}$ for $x \in \Omega$ and $t \in \mathbb{Z}_{++}$be the distribution of $X^{t}$ which is a random variable of $\mathcal{M}$ at time $t$ with initial state $x$. Let $\left(Y^{0}, Y^{1}, \ldots,\right)$ be a random process of $\mathcal{M}$ where $Y^{0}$ is a random variable according to $\pi$. Clearly, $Y^{t}$ is according to $\pi$ for any $t$. Let $A^{*}$ be a subset of $\Omega$ satisfying

$$
\sum_{s \in A^{*}}\left(P_{x}^{t}(s)-\pi(s)\right)=\max _{A \subseteq \Omega}\left\{\sum_{s \in A}\left(P_{x}^{t}(s)-\pi(s)\right)\right\}
$$

Then we can show that

$$
\begin{align*}
& \mathrm{d}_{\mathrm{TV}}\left(P_{x}^{t}, \pi\right)=\max _{A \subseteq \Omega}\left\{\sum_{s \in A}\left(P_{x}^{t}(s)-\pi(s)\right)\right\}=\sum_{s \in A^{*}}\left(\operatorname{Pr}\left[X^{t}=s\right]-\operatorname{Pr}\left[Y^{t}=s\right]\right) \\
& \quad \leq \sum_{s \in A^{*}} \operatorname{Pr}\left[X^{t}=s, Y^{t} \neq s\right] \leq \sum_{s \in \Omega} \operatorname{Pr}\left[X^{t}=s, Y^{t} \neq s\right]=\operatorname{Pr}\left[X^{t} \neq Y^{t}\right]=\sum_{x \neq y} \operatorname{Pr}\left[X^{t}=x, Y^{t}=y\right] \\
& \quad \leq \sum_{x, y} \frac{d(x, y)}{d} \operatorname{Pr}\left[X^{t}=x, Y^{t}=y\right]=\frac{\mathrm{E}\left[d\left(X^{t}, Y^{t}\right)\right]}{d} \tag{7}
\end{align*}
$$

hold. For any distinct pair $X^{t}, Y^{t} \in \Omega$ at any time $t$, there exists a sequence of elements $Z_{1}, Z_{2}, \ldots, Z_{r}$ $\left(Z_{i} \in \Omega\right)$, corresponding to a shortest path between $X$ and $Y$, such as $Z_{1}=X, Z_{r}=Y$ and $d(X, Y)=$ $\sum_{i=1}^{r-1} d\left(Z_{i}, Z_{i+1}\right)$. Let $Z_{i}^{\prime}(i \in\{1,2, \ldots, r\})$ denote the next state of $Z_{i}$ after a transition, then

$$
d\left(X^{t+1}, Y^{t+1}\right) \leq \sum_{i=1}^{r-1} d\left(Z_{i}^{\prime}, Z_{i+1}^{\prime}\right)
$$

holds for any transition, since the distance between states is defined by the length of a shortest path. From the hypothesis of Theorem,

$$
\begin{align*}
\mathrm{E}\left[d\left(X^{t+1}, Y^{t+1}\right)\right] & \leq \mathrm{E}\left[\sum_{i=1}^{r-1} d\left(Z_{i}^{\prime}, Z_{i+1}^{\prime}\right)\right]=\sum_{i=1}^{r-1} \mathrm{E}\left[d\left(Z_{i}^{\prime}, Z_{i+1}^{\prime}\right)\right] \\
& \leq \beta \cdot d\left(Z_{i}, Z_{i+1}\right)=\beta \cdot d\left(X^{t}, Y^{t}\right) \tag{8}
\end{align*}
$$

hold. If we set $t=-(1 / \ln \beta) \cdot \ln (D / d \varepsilon)$, then $t$ satisfies that $t \leq(1-\beta)^{-1} \ln (D / d \varepsilon)=\tau(\varepsilon)$. Thus recursively applying the result of (7) and (8), we can show that

$$
\mathrm{d}_{\mathrm{TV}}\left(P_{x}^{t}, \pi\right) \leq \frac{\mathrm{E}\left[d\left(X^{t}, Y^{t}\right)\right]}{d} \leq \beta \cdot \frac{d\left(X^{t-1}, Y^{t-1}\right)}{d} \leq \beta^{t} \cdot \frac{d\left(X^{0}, Y^{0}\right)}{d} \leq \mathrm{e}^{\ln \frac{D}{d \varepsilon}} \cdot \frac{D}{d}=\varepsilon
$$

hold without respect to the initial state $x$.
With the above discussions, we obtain Theorem 2.1.

## 4 Perfect Sampler

### 4.1 Monotone CFTP

Suppose that we have an ergodic monotone Markov chain $\mathcal{M}$ with partially ordered finite state space $(\Omega, \succeq)$. The transition $X \mapsto X^{\prime}$ of $\mathcal{M}$ is defined by a monotone update function $\phi: \Omega \times[0,1) \rightarrow \Omega$, i.e., $\phi$ satisfies that $\forall \lambda \in[0,1), \forall x, \forall y \in \Omega, x \succeq y \Rightarrow \phi(x, \lambda) \succeq \phi(y, \lambda)$. Also suppose that there exists a unique pair of states $\left(x_{\mathrm{U}}, x_{\mathrm{L}}\right)$ in partially ordered set $(\Omega, \succeq)$, satisfying $x_{\mathrm{U}} \succeq x \succeq x_{\mathrm{L}}, \forall x \in \Omega$. The result of transitions of the chain from the time $t_{1}$ to $t_{2}\left(t_{1}<t_{2}\right)$ with a sequence of random numbers $\boldsymbol{\lambda}=\left(\lambda\left[t_{1}\right], \lambda\left[t_{1}+1\right], \ldots, \lambda\left[t_{2}-1\right]\right) \in[0,1)^{t_{2}-t_{1}}$ is denoted by $\Phi_{t_{1}}^{t_{2}}(x, \boldsymbol{\lambda}): \Omega \times[0,1)^{t_{2}-t_{1}} \rightarrow \Omega$ where $\Phi_{t_{1}}^{t_{2}}(x, \boldsymbol{\lambda}) \stackrel{\text { def. }}{=} \phi\left(\phi\left(\cdots\left(\phi\left(x, \lambda\left[t_{1}\right]\right), \ldots, \lambda\left[t_{2}-2\right]\right), \lambda\left[t_{2}-1\right]\right)\right.$. Then, a standard monotone Coupling From The Past algorithm is expressed as follows.

## Algorithm 1 (Monotone CFTP Algorithm [18])

Step 1 Set the starting time period $T:=-1$ to go back, and set $\boldsymbol{\lambda}$ be the empty sequence.
Step 2 Generate random real numbers $\lambda[T], \lambda[T+1], \ldots, \lambda[[T / 2\rceil-1] \in[0,1)$, and insert them to the head of $\boldsymbol{\lambda}$ in order, i.e., put $\boldsymbol{\lambda}:=(\lambda[T], \lambda[T+1], \ldots, \lambda[-1])$.

Step 3 Start two chains from $x_{\mathrm{U}}$ and $x_{\mathrm{L}}$ at time period $T$, and run each chain to time period 0 according to the update function $\phi$ with the sequence of numbers in $\boldsymbol{\lambda}$. (Here we note that both chains use the common sequence $\lambda$.)

Step 4 [Coalescence check]
(a) If $\Phi_{T}^{0}\left(x_{\mathrm{U}}, \boldsymbol{\lambda}\right)=\Phi_{T}^{0}\left(x_{\mathrm{L}}, \boldsymbol{\lambda}\right)$, then return the common state $\Phi_{T}^{0}\left(x_{\mathrm{U}}, \boldsymbol{\lambda}\right)=\Phi_{T}^{0}\left(x_{\mathrm{L}}, \boldsymbol{\lambda}\right)$ and stop.
(b) Else, update the starting time period $T:=2 T$, and go to Step 2 .

Theorem 4.1 (Monotone CFTP [18]) Suppose that a Markov chain defined by an update function $\phi$ is monotone with respect to a partially ordered set of states $(\Omega, \succeq)$, and $\exists\left(x_{\mathrm{U}}, x_{\mathrm{L}}\right) \in \Omega^{2}, \forall x \in \Omega, x_{\mathrm{U}} \succeq$ $x \succeq x_{\mathrm{L}}$. Then the monotone CFTP algorithm (Algorithm 1) terminates with probability 1, and obtained value is a realization of a random variable exactly distributed according to the stationary distribution.

### 4.2 Monotone Markov Chain

We propose another new Markov chain $\mathcal{M}_{\mathrm{P}}$. The transition rule of $\mathcal{M}_{\mathrm{P}}$ is defined by the following update function $\phi: \Xi \times[1, n) \rightarrow \Xi$. For a current state $X \in \Xi$, the next state $X^{\prime}=\phi(X, \lambda) \in \Xi$ with respect to a random number $\lambda \in[1, n)$ is defined by

$$
X_{i}^{\prime}= \begin{cases}l & (\text { for } i=\lfloor\lambda\rfloor) \\ k-l & (\text { for } i=\lfloor\lambda\rfloor+1) \\ X_{i} & \text { (otherwise) }\end{cases}
$$

where $k=X_{\lfloor\lambda\rfloor}+X_{\lfloor\lambda\rfloor+1}$ and $l \in\{0,1, \ldots, k\}$ satisfies

$$
g_{\lfloor\lambda\rfloor(\lfloor\lambda\rfloor+1)}^{k}(l-1)<\lambda-\lfloor\lambda\rfloor \leq g_{\lfloor\lambda\rfloor(\lfloor\lambda\rfloor+1)}^{k}(l)
$$

Our chain $\mathcal{M}_{\mathrm{P}}$ is a modification of $\mathcal{M}_{\mathrm{A}}$, obtained by restricting to choose only a consecutive pair of indices. Clearly, $\mathcal{M}_{\mathrm{P}}$ is ergodic. The chain has a unique stationary distribution $\pi$ defined by (1).

In the following, we show the monotonicity of $\mathcal{M}_{\mathrm{P}}$. Here we introduce a partial order " $\succeq$ " on $\Xi$. For any state $x \in \Xi$, we introduce cumulative sum vector $c_{x}=\left(c_{x}(0), c_{x}(1), \ldots, c_{x}(n)\right) \in \mathbb{Z}_{+}^{n+1}$ defined by

$$
c_{x}(i) \stackrel{\text { def. }}{=} \begin{cases}0 & (\text { for } i=0) \\ \sum_{j=1}^{i} x_{j} & (\text { for } i \in\{1,2, \ldots, n\})\end{cases}
$$

For any pair of states $x, y \in \Xi$, we say $x \succeq y$ if and only if $c_{x} \geq c_{y}$. Next, we define two special states $x_{\mathrm{U}}, x_{\mathrm{L}} \in \Xi$ by $x_{\mathrm{U}} \stackrel{\text { def. }}{=}(K, 0, \cdots, 0)$ and $x_{\mathrm{L}} \stackrel{\text { def. }}{=}(0, \ldots, 0, K)$. Then we can see easily that $\forall x \in \Xi$, $x_{\mathrm{U}} \succeq x \succeq x_{\mathrm{L}}$.
Theorem 4.2 If $\boldsymbol{f}$ satisfies alternating inequalities (2) for any consecutive pair of indices $(j, j+1)(j \in$ $\{1, \ldots, n-1\})$ and for any $k \in\{0,1, \ldots, K\}$, then Markov chain $\mathcal{M}_{P}$ is monotone on the partially ordered set $(\Xi, \succeq)$, i.e., $\forall \lambda \in[1, n), \forall X, \forall Y \in \Omega, X \succeq Y \Rightarrow \phi(X, \lambda) \succeq \phi(Y, \lambda)$.

Proof: We say that a state $X \in \Omega$ covers $Y \in \Omega$ (at $j$ ), denoted by $X \cdot \succ Y$ (or $X \cdot \succ_{j} Y$ ), when

$$
X_{i}-Y_{i}= \begin{cases}+1 & (\text { for } i=j) \\ -1 & (\text { for } i=j+1) \\ 0 & (\text { otherwise })\end{cases}
$$

For any pair of states $X, Y$ satisfying $X \succeq Y$, it is easy to see that there exists a sequence of states $Z_{1}, Z_{2}, \ldots, Z_{r}$ with appropriate length satisfying $X=Z_{1} \cdot \succ Z_{2} \cdot \succ \cdots \succ Z_{r}=Y$. Then it is enough to show that if a pair of states $X, Y \in \Omega$ satisfies $X \cdot \succ Y$, then $\forall \lambda \in[1, n), \phi(X, \lambda) \succeq \phi(Y, \lambda)$, to obtain that $\phi(X, \lambda)=\phi\left(Z_{1}, \lambda\right) \succeq \phi\left(Z_{2}, \lambda\right) \succeq \cdots \succeq \phi\left(Z_{r}, \lambda\right)=\phi(Y, \lambda)$.

In the following, we show that if a pair of states $X, Y \in \Omega$ satisfies $X \cdot \succ_{j} Y$, then $\forall \lambda \in[1, n)$, $\phi(X, \lambda) \succeq \phi(Y, \lambda)$. We denote $\phi(X, \lambda)$ by $X^{\prime}$ and $\phi(Y, \lambda)$ by $Y^{\prime}$ for simplicity. For any index $i \neq\lfloor\lambda\rfloor$, it is easy to see that $c_{X}(i)=c_{X^{\prime}}(i)$ and $c_{Y}(i)=c_{Y^{\prime}}(i)$, and so $c_{X^{\prime}}(i)-c_{Y^{\prime}}(i)=c_{X}(i)-c_{Y}(i) \geq 0$ since $X \succeq Y$. In the following, we show that $c_{X^{\prime}}(\lfloor\lambda\rfloor) \geq c_{Y^{\prime}}(\lfloor\lambda\rfloor)$.
Case 1: If $\lfloor\lambda\rfloor \neq j-1$ and $\lfloor\lambda\rfloor \neq j+1$. Put $k=X_{\lfloor\lambda\rfloor}+X_{\lfloor\lambda\rfloor+1}$, then it is easy to see that $Y_{\lfloor\lambda\rfloor}+Y_{\lfloor\lambda\rfloor+1}=$ $k$. Accordingly $X_{\lfloor\lambda\rfloor}^{\prime}=Y_{\lfloor\lambda\rfloor}^{\prime}=l$ where $l$ satisfies

$$
g_{\lfloor\lambda\rfloor(\lfloor\lambda\rfloor+1)}^{k}(l-1) \leq \lambda-\lfloor\lambda\rfloor<g_{\lfloor\lambda\rfloor(\lfloor\lambda\rfloor+1)}^{k}(l),
$$

hence $c_{X^{\prime}}(\lfloor\lambda\rfloor)=c_{Y^{\prime}}(\lfloor\lambda\rfloor)$ holds.
Case 2: Consider the case that $\lfloor\lambda\rfloor=j-1$. Put $k+1=X_{j-1}+X_{j}$, then $Y_{j-1}+Y_{j}=k$, since $X \cdot \succ_{j} Y$. From the definition of cumulative sum vector,

$$
\begin{aligned}
& c_{X^{\prime}}(\lfloor\lambda\rfloor)-c_{Y^{\prime}}(\lfloor\lambda\rfloor)=c_{X^{\prime}}(j-1)-c_{Y^{\prime}}(j-1) \\
& \quad=c_{X^{\prime}}(j-2)+X_{j-1}^{\prime}-c_{Y^{\prime}}(j-2)-Y_{j-1}^{\prime}=c_{X}(j-2)+X_{j-1}^{\prime}-c_{Y}(j-2)-Y_{j-1}^{\prime} \\
& \quad=X_{j-1}^{\prime}-Y_{j-1}^{\prime} .
\end{aligned}
$$

Thus, it is enough to show that $X_{j-1}^{\prime} \geq Y_{j-1}^{\prime}$. Now suppose that $l \in\{0,1, \ldots, k\}$ satisfies $g_{(j-1) j}^{k}(l-$ $1) \leq \lambda-\lfloor\lambda\rfloor<g_{(j-1) j}^{k}(l)$ for $\lambda$. Then $g_{(j-1) j}^{k+1}(l-1) \leq \lambda-\lfloor\lambda\rfloor<g_{(j-1) j}^{k+1}(l+1)$ holds, since alternating inequalities (3) imply that $g_{(j-1) j}^{k+1}(l-1) \leq g_{(j-1) j}^{k}(l-1)<g_{(j-1) j}^{k+1}(l) \leq g_{(j-1) j}^{k+1}(l+1)$. Thus we have that if $Y_{j-1}^{\prime}=l$ then $X_{j-1}^{\prime}=l$ or $l+1$. In other words,

$$
\binom{X_{j-1}^{\prime}}{Y_{j-1}^{\prime}} \in\left\{\binom{0}{0},\binom{1}{0},\binom{1}{1},\binom{2}{1}, \ldots,\binom{k}{k},\binom{k+1}{k}\right\}
$$

and $X_{j-1}^{\prime} \geq Y_{j-1}^{\prime}$ hold. Accordingly, we have that $c_{X^{\prime}}(\lfloor\lambda\rfloor) \geq c_{Y^{\prime}}(\lfloor\lambda\rfloor)$.
Case 3: Consider the case that $\lfloor\lambda\rfloor=j+1$. We can show $c_{X^{\prime}}(\lfloor\lambda\rfloor) \geq c_{Y^{\prime}}(\lfloor\lambda\rfloor)$ in a similar way to Case 2.

Since $\mathcal{M}_{\mathrm{P}}$ is a monotone chain, we can design a perfect sampler based on monotone CFTP [18], which we briefly introduced in the previous subsection.

With the above discussions, we obtain Theorem 2.2.

### 4.3 Expected Running Time

Here, we discuss on an expected running time of our perfect sampler. First, we introduce the following condition.
Condition 1 Indices of $\boldsymbol{f}=\left(f_{1}, f_{2}, \ldots, f_{n}\right)$ is arranged to satisfy that
$\sum_{l=0}^{k}\left(\frac{\sum_{s=0}^{l} f_{i}(s) f_{i+1}(k-s)}{\sum_{s=0}^{k} f_{i}(s) f_{i+1}(k-s)}-\frac{\sum_{s=0}^{l} f_{i}(s) f_{i+1}(k+1-s)}{\sum_{s=0}^{k+1} f_{i}(s) f_{i+1}(k+1-s)}\right) \equiv \sum_{l=0}^{k}\left(g_{i(i+1)}^{k}(l)-g_{i(i+1)}^{k+1}(l)\right) \geq \frac{1}{2}$
for any $k \in\{0,1, \ldots, K\}$.

Our goal in this subsection is to show the following theorem.
Theorem 4.3 If $f$ satisfies alternating inequalities (2) and Condition 1, then the expected number of whole transitions required in the monotone CFTP algorithm is upper bounded by $\mathrm{O}\left(n^{3} \ln (K n)\right)$.

First, we show the following lemma.
Lemma 4.4 If $\boldsymbol{f}$ satisfies alternating inequalities (2) and Condition 1, Markov chain $\mathcal{M}_{\mathrm{P}}$ mixes rapidly and the mixing time $\tau(\varepsilon)$ of $\mathcal{M}_{\mathrm{P}}$ satisfies that for $0<\varepsilon<1$,

$$
\tau(\varepsilon) \leq n(n-1)^{2} \ln (K n /(2 \varepsilon))
$$

Proof: Let $G=(\Xi, \mathcal{E})$ be the graph defined in the proof of Theorem 3.2 in Section 3. For each edge $e=\{X, Y\} \in \mathcal{E}$, there exists a unique pair of indices $j_{1}, j_{2} \in\{1,2, \ldots, n\}$ called the supporting pair of $e$, satisfying

$$
\left|X_{i}-Y_{i}\right|= \begin{cases}1 & \left(i=j_{1}, j_{2}\right) \\ 0 & \text { (otherwise) }\end{cases}
$$

We define the length $l(e)$ of an edge $e=\{X, Y\} \in \mathcal{E}$ by $l(e) \stackrel{\text { def. }}{=}(1 /(n-1)) \sum_{i=1}^{j^{*}-1}(n-i)$ where $j^{*}=$ $\max \left\{j_{1}, j_{2}\right\} \geq 2$ and $\left\{j_{1}, j_{2}\right\}$ is the supporting pair of $e$. Note that $1 \leq \min _{e \in \mathcal{E}} l(e) \leq \max _{e \in \mathcal{E}} l(e) \leq$ $n / 2$. For each pair $X, Y \in \Xi$, we define the distance $d(X, Y)$ be the length of a shortest path between $X$ and $Y$ on $G$. Clearly, the diameter of $G$, i.e., $\max _{(X, Y) \in \Xi^{2}} d(X, Y)$, is bounded by $K n / 2$, since $d(X, Y) \leq(n / 2) \sum_{i=1}^{n}(1 / 2)\left|X_{i}-Y_{i}\right| \leq(n / 2) K$ for any $(X, Y) \in \Xi^{2}$. The definition of edge length implies that for any edge $\{X, Y\} \in \mathcal{E}, d(X, Y)=l(\{X, Y\})$.

We define a joint process $(X, Y) \mapsto\left(X^{\prime}, Y^{\prime}\right)$ as $(X, Y) \mapsto(\phi(X, \Lambda), \phi(Y, \Lambda))$ with uniform real random number $\Lambda \in[1, n)$ and the update function $\phi$ defined in the previous subsection. Now we show that

$$
\begin{equation*}
\mathrm{E}\left[d\left(X^{\prime}, Y^{\prime}\right)\right] \leq \beta \cdot d(X, Y) \text { where } \beta=1-\frac{1}{n(n-1)^{2}} \tag{9}
\end{equation*}
$$

for any pair $\{X, Y\} \in \mathcal{E}$. In the following, we denote the supporting pair of $\{X, Y\}$ by $\left\{j_{1}, j_{2}\right\}$. Without loss of generality, we can assume that $j_{1}<j_{2}$, and $X_{j_{2}}+1=Y_{j_{2}}$.
Case 1: When $\lfloor\Lambda\rfloor=j_{2}-1$, we will show that

$$
\mathrm{E}\left[d\left(X^{\prime}, Y^{\prime}\right) \mid\lfloor\Lambda\rfloor=j_{2}-1\right] \leq d(X, Y)-\frac{1}{2} \cdot \frac{n-j_{2}+1}{n-1}
$$

In case of $j_{1}=j_{2}-1, X^{\prime}=Y^{\prime}$ holds with conditional probability 1 . Hence $d\left(X^{\prime}, Y^{\prime}\right)=0$. In the following, we consider the case $j_{1}<j_{2}-1$. Put $k=X_{j_{2}-1}+X_{j_{2}}$, then $Y_{j_{2}-1}+Y_{j_{2}}=k+1$ holds since $X_{j_{2}}+1=Y_{j_{2}}$. Now suppose that $l \in\{0,1, \ldots, k\}$ satisfies $g_{\left(j_{2}-1\right) j_{2}}^{k}(l-1) \leq \Lambda-\lfloor\Lambda\rfloor<g_{\left(j_{2}-1\right) j_{2}}^{k}(l)$. Then $g_{\left(j_{2}-1\right) j_{2}}^{k+1}(l-1) \leq \Lambda-\lfloor\Lambda\rfloor<g_{\left(j_{2}-1\right) j_{2}}^{k+1}(l+1)$ holds, since alternating inequalities (3) imply that $g_{\left(j_{2}-1\right) j_{2}}^{k+1}(l-1) \leq g_{\left(j_{2}-1\right) j_{2}}^{k}(l-1)<g_{\left(j_{2}-1\right) j_{2}}^{k+1}(l) \leq g_{\left(j_{2}-1\right) j_{2}}^{k+1}(l+1)$. Thus we have that if $Y_{j_{2}-1}^{\prime}=l$ then $X_{j_{2}-1}^{\prime}=l$ or $l+1$. In other words,

$$
\binom{X_{j_{2}-1}^{\prime}}{Y_{j_{2}-1}^{\prime}} \in\left\{\binom{0}{0},\binom{0}{1},\binom{1}{1},\binom{1}{2}, \ldots,\binom{k}{k},\binom{k}{k+1}\right\}
$$

holds. If $X_{j_{2}-1}^{\prime}=Y_{j_{2}-1}^{\prime}$, the supporting pair of $\left\{X^{\prime}, Y^{\prime}\right\}$ is $\left\{j_{1}, j_{2}\right\}$ and so $d\left(X^{\prime}, Y^{\prime}\right)=d(X, Y)$. If $X_{j_{2}-1}^{\prime} \neq Y_{j_{2}-1}^{\prime}$, the supporting pair of $\left\{X^{\prime}, Y^{\prime}\right\}$ is $\left\{j_{1}, j_{2}-1\right\}$ and so $d\left(X^{\prime}, Y^{\prime}\right)=d(X, Y)-\left(n-j_{2}+\right.$ 1)/(n-1). With considering that

$$
\operatorname{Pr}\left[X_{j_{2}-1}^{\prime} \neq Y_{j_{2}-1}^{\prime} \mid\lfloor\Lambda\rfloor=j_{2}-1\right]=\sum_{l=0}^{k^{\prime}}\left(g_{\left(j_{2}-1\right), j_{2}}^{k^{\prime}}(l)-g_{\left(j_{2}-1\right), j_{2}}^{k^{\prime}+1}(l)\right)
$$

Condition 1 implies that

$$
\begin{aligned}
\operatorname{Pr}\left[X_{j_{2}-1}^{\prime} \neq Y_{j_{2}-1}^{\prime} \mid\lfloor\Lambda\rfloor=j_{2}-1\right] & \geq 1 / 2 \\
\operatorname{Pr}\left[X_{j_{2}-1}^{\prime}=Y_{j_{2}-1}^{\prime} \mid\lfloor\Lambda\rfloor=j_{2}-1\right] & \leq 1 / 2
\end{aligned}
$$

Thus we obtain

$$
\begin{aligned}
\mathrm{E}\left[d\left(X^{\prime}, Y^{\prime}\right) \mid\lfloor\Lambda\rfloor=j_{2}-1\right] & \leq \frac{1}{2} d(X, Y)+\frac{1}{2}\left(d(X, Y)-\frac{n-j_{2}+1}{n-1}\right) \\
& =d(X, Y)-\frac{1}{2} \cdot \frac{n-j_{2}+1}{n-1} .
\end{aligned}
$$

Case 2: When $\lfloor\Lambda\rfloor=j_{2}$, we can show that

$$
\mathrm{E}\left[d\left(X^{\prime}, Y^{\prime}\right) \mid\lfloor\Lambda\rfloor=j_{2}\right] \leq d(X, Y)+\frac{1}{2} \cdot \frac{n-j_{2}}{n-1}
$$

in a similar way to Case 1 .
Case 3: When $\lfloor\Lambda\rfloor \neq j_{2}-1$ and $\lfloor\Lambda\rfloor \neq j_{2}$, it is easy to see that the supporting pair $\left\{j_{1}^{\prime}, j_{2}^{\prime}\right\}$ of $\left\{X^{\prime}, Y^{\prime}\right\}$ satisfies $j_{2}=\max \left\{j_{1}^{\prime}, j_{2}^{\prime}\right\}$. Thus $d(X, Y)=d\left(X^{\prime}, Y^{\prime}\right)$.

The probability of appearance of Case 1 is equal to $1 /(n-1)$, and that of Case 2 is less than or equal to $1 /(n-1)$. From the above, we have that

$$
\begin{aligned}
& \mathrm{E}\left[d\left(X^{\prime}, Y^{\prime}\right)\right] \leq d(X, Y)-\frac{1}{n-1} \cdot \frac{1}{2} \cdot \frac{n-j_{2}+1}{n-1}+\frac{1}{n-1} \cdot \frac{1}{2} \cdot \frac{n-j_{2}}{n-1}=d(X, Y)-\frac{1}{2(n-1)^{2}} \\
& \quad \leq\left(1-\frac{1}{2(n-1)^{2}} \cdot \frac{1}{\max _{\{X, Y\} \in \mathcal{E}}\{d(X, Y)\}}\right) d(X, Y)=\left(1-\frac{1}{n(n-1)^{2}}\right) d(X, Y)
\end{aligned}
$$

Since the diameter of $G$ is bounded by $K n / 2$, Theorem 3.3 implies that the mixing time $\tau(\varepsilon)$ for $0<\varepsilon<1$ satisfies

$$
\tau(\varepsilon) \leq n(n-1)^{2} \ln (K n /(2 \varepsilon))
$$

Next we estimate the expectation of coalescence time $T_{*} \in \mathbb{Z}_{+}$of $\mathcal{M}_{\mathrm{P}}$ defined by $T_{*} \stackrel{\text { def. }}{=} \min \{t>0 \mid$ $\left.\exists y \in \Omega, \forall x \in \Omega, y=\Phi_{-t}^{0}(x, \boldsymbol{\Lambda})\right\}$. Note that $T_{*}$ is a random variable.
Lemma 4.5 If $\boldsymbol{f}$ satisfies alternating inequalities (2) and Condition l, the coalescence time $T_{*}$ of $\mathcal{M}_{\mathrm{P}}$ satisfies $\mathrm{E}\left[T_{*}\right]=\mathrm{O}\left(n^{3} \ln K n\right)$.
Proof: Let $G=(\Xi, \mathcal{E})$ be the undirected graph and $d(X, Y), \forall X, \forall Y \in \Xi$, be the metric on $G$, both of which are used in the proof of Lemma 4.4. We define $D \stackrel{\text { def. }}{=} d\left(x_{\mathrm{U}}, x_{\mathrm{L}}\right)$ and $\tau_{0} \stackrel{\text { def. }}{=} n(n-1)^{2}(1+\ln D)$. By using the inequality (9) obtained in the proof of Lemma 4.4, we have

$$
\begin{aligned}
\operatorname{Pr}\left[T_{*}>\tau_{0}\right] & =\operatorname{Pr}\left[\Phi_{-\tau_{0}}^{0}\left(x_{\mathrm{U}}, \boldsymbol{\Lambda}\right) \neq \Phi_{-\tau_{0}}^{0}\left(x_{\mathrm{L}}, \boldsymbol{\Lambda}\right)\right]=\operatorname{Pr}\left[\Phi_{0}^{\tau_{0}}\left(x_{\mathrm{U}}, \boldsymbol{\Lambda}\right) \neq \Phi_{0}^{\tau_{0}}\left(x_{\mathrm{L}}, \boldsymbol{\Lambda}\right)\right] \\
& \leq \sum_{(X, Y) \in \Xi^{2}} d(X, Y) \operatorname{Pr}\left[X=\Phi_{0}^{\tau_{0}}\left(x_{\mathrm{U}}, \boldsymbol{\Lambda}\right), Y=\Phi_{0}^{\tau_{0}}\left(x_{\mathrm{L}}, \boldsymbol{\Lambda}\right)\right] \\
& =\mathrm{E}\left[d\left(\Phi_{0}^{\tau_{0}}\left(x_{\mathrm{U}}, \boldsymbol{\Lambda}\right), \Phi_{0}^{\tau_{0}}\left(x_{\mathrm{L}}, \boldsymbol{\Lambda}\right)\right)\right] \leq\left(1-\frac{1}{n(n-1)^{2}}\right)^{\tau_{0}} d\left(x_{\mathrm{U}}, x_{\mathrm{L}}\right) \\
& =\left(1-\frac{1}{n(n-1)^{2}}\right)^{n(n-1)^{2}(1+\ln D)} \quad D \leq \mathrm{e}^{-1} \mathrm{e}^{-\ln D} D=\frac{1}{\mathrm{e}}
\end{aligned}
$$

By the submultiplicativity of coalescence time (see [18] e.g.), for any $k \in \mathbb{Z}_{+}, \operatorname{Pr}\left[T_{*}>k \tau_{0}\right] \leq\left(\operatorname{Pr}\left[T_{*}>\tau_{0}\right]\right)^{k} \leq$ $(1 / \mathrm{e})^{k}$. Thus

$$
\begin{aligned}
\mathrm{E}\left[T_{*}\right] & =\sum_{t=0}^{\infty} t \operatorname{Pr}\left[T_{*}=t\right] \leq \tau_{0}+\tau_{0} \operatorname{Pr}\left[T_{*}>\tau_{0}\right]+\tau_{0} \operatorname{Pr}\left[T_{*}>2 \tau_{0}\right]+\cdots \\
& \leq \tau_{0}+\tau_{0} / \mathrm{e}+\tau_{0} / \mathrm{e}^{2}+\cdots=\tau_{0} /(1-1 / \mathrm{e}) \leq 2 \tau_{0}
\end{aligned}
$$

Clearly $D \leq K n$, then we obtain the result that $\mathrm{E}\left[T_{*}\right]=\mathrm{O}\left(n^{3} \ln K n\right)$.
Proof of Theorem 4.3 Let $T_{*}$ be the coalescence time of our chain. Note that $T_{*}$ is a random variable. Put $m=\left\lceil\log _{2} T_{*}\right\rceil$. Algorithm 1 terminates when we set the starting time period $T=-2^{m}$ at $(m+1)$ st iteration. Then the total number of simulated transitions is bounded by $2\left(2^{0}+2^{1}+2^{2}+\cdots+2^{K}\right)<$ $2 \cdot 2 \cdot 2^{m} \leq 8 T_{*}$, since we need to execute two chains from both $x_{U}$ and $x_{\mathrm{L}}$. Thus the expectation of the
total number of transitions of $\mathcal{M}_{\mathrm{P}}$ required in the monotone CFTP algorithm is bounded by $\mathrm{O}\left(\mathrm{E}\left[8 T_{*}\right]\right)=$ $\mathrm{O}\left(n^{3} \ln K n\right)$.

Note that we can obtain Condition 1 for closed Jackson networks with single servers model, that is a special case of Example 1 such that $s_{i}=1(i \in\{1,2, \ldots, n\})$, by arranging parameters $\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right)$ in non-increasing order such as $\alpha_{1} \geq \alpha_{2} \geq \cdots \geq \alpha_{n}$. For Discretized Dirichlet Distribution (Example 2), we can obtain Condition 1 by arranging parameters in non-increasing order such as $u_{1} \geq u_{2} \geq \cdots \geq$ $u_{n}$ [15].

## 5 Concluding Remarks

In this paper, we concern with random sampling of an integral point on $n-1$ dimensional simplex of side length $K$, according to a multivariate discrete distribution. We introduce an idea of alternating inequalities, and we propose two hit-and-run chains, one is rapidly mixing chain, the other is monotone chain. We show that a logarithmic separable concave function satisfies the alternating inequalities. Here we note that there exist functions which satisfy alternating inequalities, though they are not log-concave, for example, Discretized Dirichlet Distribution with parameters less than 1 [16, 15].

One of future works is an extension of our results to general log-concave functions on a simplex. It should gives an efficient algorithm for universal portfolios [12]. Another is an extension to general convex bodies, especially to base polytope of a polymatroid. A set of two-rowed contingency tables for given marginal sums is a simple example of base polytope of a polymatroid. For two-rowed contingency tables, there is an approximately uniform sampler by Dyer and Greenhill [6] and a perfect uniform sampler by our another work [13]. Matsui, et al. [17], including common author of this paper, gave rapidly mixing chain for sampling two-rowed tables from hyper geometric distribution, which is also a logarithmic-separable concave probability function. For tables with any constant number of rows, Cryan, et al. [5] showed that a heat-bath chain mixes rapidly.
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