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ABSTRACT: This paper describes a system for data acquisition and remote maintenance via wireless 
communication. In this work the concept of managing time critical tasks via networks is shown. The system 
consists of a client-server-structure with a microcontroller-based module connected to the user devices and 
maintenance software, both as clients and a maintenance server for establishing the connection between the 
clients and to identify users. The special interest in this paper is the implementation of a specialized 
communication protocol to optimize the communication between the clients. 
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1. INTRODUCTION 

The options for diagnosis and maintenance by software have raised rapidly with the growing number of 
embedded systems in all kinds of products. By changing the parameterization or the firmware of embedded 
systems a lot of adaptions are possible. These tasks can be done for stationary systems and by an increasing 
availability of wireless communication services also remotely for mobile systems. The use of remote 
maintenance services reduces downtimes and travel expenses for service personnel. 

In this paper a system is described for both the diagnosis and remote maintenance of stationary systems, e.g. 
greenhouses and fish farming, and additionally fleet management of mobile systems, e.g. agriculture machines 
like harvester. In modern automation and automotive technology a lot of different digital systems are used e.g.  
for control of systems or parts thereof. These consist of individual modules which communicate via a common 
data bus, i.e. CAN, ISOBUS, Ethernet or RS485. To fulfill the different tasks various combinations of input-, 
output, sensor- and actor modules are possible. By an increasing number of software parameters in these 
modules the overall systems are becoming increasingly complex. For an optimal adaption to the requirements of 
the task the modules can be parameterized in large scale. At the same time the modules can be used for reading 
sensor values to make this information available to other components of the system or to the service personnel. 
By using the internal error history and monitoring feature of the different modules troubleshooting is supported. 
The diagnosis and maintenance of such systems demand comprehensive knowledge by specially trained 
personnel to fulfill the tasks.  

The technology “FETS” can be used for remote maintenance and diagnosis of such control systems. “FETS” 
stands for Flexible Embedded Telemetry System. It can be adapted to various stationary and also mobile 
systems. The monitoring of the individual systems can take place via a service control center. The development 
of a command pattern, which allows control of time critical processes on the CAN bus side of a system over 
communication networks without Quality of Service (QoS), was one main challenge to solve. With this 
technology the service personnel has the opportunity to upload new firmware to the modules, which have to be 
remotely maintained. In this way new features can easily be implemented and the behavior can be adjusted, so 
the range of functions increases, e.g. by using new sensor or actor modules.  

In modern agriculture the ISOBUS is of growing importance [1, 2, 3]. ISOBUS is defined by 250kbaud 
CAN-2.0b communication protocol based on the ISO11783 norm [4, 5, 6]. At this various auxiliary equipment 
will be connected to the agriculture machine, e.g. modern tractor or harvester, via a common data bus. In this 
way information like driving speed, hydraulic pressures and valve positions are made available by the Electronic 
Control Unit (ECU) of the agriculture machine. Depending on the number and types of the auxiliary equipment 
the agriculture will be more efficient by resource-conserving use of plant protection products. In a further 
expansion phase of the system the remote control of agriculture machines with certain limits is possible. This 
will be examined at precision farming. In addition to using FETS for mobile systems in agriculture the 



technology can be applied to stationary systems, i.e. control of greenhouses and aquaculture by monitoring of 
vital factors like oxygen concentration, pH value and temperature. 

Currently the technology FETS is applied as remote maintenance system for modern electrical wheelchairs, 
as tracking system for pedelec hire and also as maintenance and diagnosis system for solar power plants. For 
adaption to various user interfaces FETS is based on a modular design principle. 

2. RELATED WORK 

Mainly in the automotive sector the use of mobile communication networks for maintenance tasks is 
discussed, e.g. [7]. In [8] an idea to connect a local onboard module to a remote server is presented. In the field 
of maintenance and monitoring for a variety of purposes numerous reports exist, e.g. in [9, 10] mobile 
communication is used for monitoring a wheelchair and in [11] for automated alarming if a failure is detected. 
Bidirectional communication is discussed in [12] in the area of additional services.  

With regards to the focus of this paper, the remote maintenance of agriculture machines and monitoring of 
greenhouse and aquaculture, a few reports exists. In [1, 2, 3] some aspects for embedded systems, which are used 
for communication with agricultural machines via ISOBUS, are given. 

3. SYSTEM OVERVIEW 

The developed technology is based on three main components. Figure 1 shows a simplified overview of the 
system. 

 

 
Figure 1: Overall system overview 

 
The first component, called “remote-box”, is a typical embedded system based on a Microcontroller which 

offers sufficient communication interfaces and hardware resources to fulfill all tasks of remote maintenance. 
This box realizes the time critical communication with the data bus of the system that has to be maintained. 
Another key aspect is the opportunity to connect to a server via GPRS-based communication. Within the 
“FETS” technology modular software was designed. With an individual adaption of the corresponding hardware 
the firmware can be ported easily onto other Microcontrollers. The expansion phase of the remote box depends 
on the boundary conditions of the user system. This contains for instance the time behavior of the system, the 
number of components to be monitored and configured as well as the required calculation time. In addition the 
box may contain a GPS receiver, so the localization of mobile systems is possible. Furthermore it could be 
equipped with RF-components, so the box can be used as a network node or transmit data via ISM-Band. In this 
case the transfer of data can be encrypted by using crypto-algorithms. Figure 2 illustrates a used expansion stage 
of the hardware of the remote-box. 

  



 
Figure 2: Hardware of the remote-box 

 
The server is the central communication relay between the clients (remote-boxes and maintenance software). 

The server application verifies the authorization status of the actual user. So it can decide which user has access 
to which remote box. After that the user can connect to a selected remote-box. Now the server establishes a 
transparent connection between remote-box and maintenance client software. It is important to note that the 
whole data is transmitted via the server and not point-to-point. So, only the server needs a static, visible internet 
address. Additionally the server will be used for databases and updates. So the remote-boxes and client-PCs can 
download the most up to date software. By integrating automatic updates the firmware of the remote-boxes and 
software of the maintenance client-PCs are always up-to-date. This ensures that no different versions of software 
will be used, so the system maintenance gets more efficient. 

4. RESEARCH ISSUE 

The main task is to connect the time-critical communication of the end devices with the latency afflicted 
communication via GPRS to the server. In picture 3 a histogram of the transfer of data packets with typical 
latencies of GPRS communication is shown. 

 

 
Figure 3: Histogram of packet transfer via GPRS 

  
The measurements in the histogram are for the transmission of a single data packet from remote-box to 

server and back. So an average transfer of a single packet is around 750 milliseconds, but it is also possible that 
this data transfer time is much higher. 

In CAN-Bus based systems the data exchange between different nodes is organized by service data objects 
(SDO) and process data objects (PDO). For example by connecting the remote-box to a CAN-BUS based 
system, typical timeouts for answering to service data objects are 250 milliseconds. To process time critical 
commands on the CAN-Bus it is necessary to know exactly the maximal timeouts. If such a timeout is exceeded, 
it is also possible that warnings, errors in or shut-offs of the user system can be produced. 

Due to different latencies of transfers via GPRS and CAN, a direct transfer from the server to the remote-
box is not reasonable.  

5. DESIGN OF THE COMMUNICATION PROCESS 

To solve the problem with the different latencies a specialized macro language was included. With these 
macros it is possible to execute time critical operations self-contained. Therefore a specialized communication 
protocol stack is integrated in all 3 parts of the remote maintenance system. Its job is to allocate different 
services for time-critical processes.  

This stack is based on the TCP-Stack.  To optimize the communication process a packet manager and action 
manager are added to the TCP-Stack. Figure 4 shows the schematic of the communication process. 



  
 

 
Figure 4: Structure of communication process 

 
 
The action manager layer executes actions as commands and macros. That means its job is the data 

processing in PC, server and remote-box. On the remote-box side typical actions are reading out complete list of 
parameters, measurements or setting new parameters and on PC-side to display measurements or to indicate 
errors. The most critical part is to keep the user system in a secure state at all time. Therefore it is necessary to 
transfer all data from the maintenance software to remote-box first and after that to process the data in an 
appropriate manner. The TCP socket is included in the PC’s and also in the firmware of embedded modems. Its 
job is to transfer the data between the 3 system parts. TCP by itself provides a secure byte-stream, but during the 
process of design there are some restrictions like the loss of the connection in wireless systems or another typical 
problem is the overflow of buffers for the received data in the modem. 

To optimize the time of complete data transfer a packet manager is included between TCP socket and 
action manager. Its job is to divide the complete data stream of the transmitter in single data packets, to include 
some control bytes in these packets and also to summarize the received single data packets to one data stream.  

A whole data packet consists of an info field, an ID-field, the macro command, and the data to be 
transmitted. The packet manager is also responsible for detecting lost packets. So it can react to this by different 
actions like packet repeats. 

Most processes in user systems are designed to use simple commands. So it is usually enough to send one 
data packet like readout one measurement or set one parameter. The structure of this process is shown in figure 
5a). Some processes require more communication, e.g. firmware updates or the transmission of a whole 
parameter set. In this case typically two transfer mechanisms are used. The first is to send a confirmation after 
each packet and send then the second data packet and so on, see figure 5b). The second one is to send the whole 
byte-stream without confirmation. Only one confirmation is send when the data stream is finished, see 5c). Here 
it is possible to loose single packets and thus it is necessary to send the whole data stream again. 



 
Figure 5: standard transmit processes 

 
In the FETS Technology a mixture of both processes is used to optimize the transfer. In the remote 

maintenance system all the data packets are send in series. And for every single data packet a confirmation with 
the ID is transmitted backwards. So it is possible to identify lost packets. With this principle it is not necessary to 
repeat the whole byte-stream again. The only packets to repeat are these packets where no confirmation was 
transmitted backwards. In figure 6 this new approach is shown. 

 

 
 

Figure 6: transmit process at FETS technology 
 

This concept is especially beneficial if big amount of data has to be transferred. Big means in this context 
for example a complete firmware update where the SDO-process on the CAN-Bus is perhaps 10.000 messages 
long. The same problem exists with the transfer of a complete set of parameters to the user system or reading out 
all measurements of the user system at once. In the case of small byte-streams there is a little overhead with this 
concept, but it is insignificant compared to the payload.  



6. CONCLUSION AND ACKNOWLEDGEMENTS 

A fast, easy and safe transmission of data via GPRS cannot be guaranteed. To prevent the accumulation of 
long waiting periods the communication dialog should be reduced to realize an efficient communication with 
user system via remote maintenance technology.  

Here, the maintenance system was extended by a special protocol stack. This was realized on the one side in 
the firmware for the remote-box and on the other side in the application software for the client PC. The task is to 
summarize the time-critical command sequences (actions) in packets in the remote-box. So a secure time critical 
communication with the system can be ensured. 

With this technology a Client-Server-Structure was realized, where the remote-boxes and Maintenance-PCs 
communicate via a specific server as clients. A specifically developed application is the basis of the server. This 
accepts incoming connection requests from the clients, manages the user authentication and transfers data 
packets between the clients which are connected. Specific data packets can be saved in a database. Although the 
connection between Maintenance-PC and remote box is established through a server, there is a transparent 
connection between them. The server is the central exchange. 

A special software design is needed for the resulting complexity of the firmware with many parallel 
processes. A special multitasking system was set up to obtain functional embedded software with the used 
hardware. This design pattern allows an efficient use of the processor resources with the help of nested 
interrupts.  

The developed technology "FETS" is an approach for the realization of maintenance and remote diagnostic 
system. By the presented concept a system was developed, which can easily be adapted to a variety of different 
user systems. The technology is not limited to CAN based systems, it can easily be adapted to other interfaces 
and communication protocols. 

FETS has already been successfully tested in a field test phase in Europe as a localization-, diagnosis- and 
maintenance module on electrical wheelchairs and pedelecs. A present field of application is the maintenance of 
solar power plants. It also became obvious, that the technology is very robust and reliable. So the application of 
this technology is interesting for the maintenance and diagnosis of vehicles and stationary systems.  
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