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NUMERICAL SCHEMES FOR KINETIC EQUATIONS IN THE
ANOMALOUS DIFFUSION LIMIT. PART II: DEGENERATE

COLLISION FREQUENCY.

NICOLAS CROUSEILLES †¶, HÉLÈNE HIVERT ‡¶, AND MOHAMMED LEMOU §¶

Abstract. In this work, which is the continuation of [9], we propose numerical schemes for
linear kinetic equation which are able to deal with the fractional diffusion limit. When the collision
frequency degenerates for small velocities it is known that for an appropriate time scale, the small
mean free path limit leads to an anomalous diffusion equation. From a numerical point of view, this
degeneracy gives rise to an additional stiffness that must be treated in a suitable way to avoid a
prohibitive computational cost. Our aim is therefore to construct a class of numerical schemes which
are able to undertake these stiffness. This means that the numerical schemes are able to capture the
effect of small velocities in the small mean free path limit with a fixed set of numerical parameters.
Various numerical tests are performed to illustrate the efficiency of our methods in this context.

Key words. BGK equation, Anomalous diffusion limit, Fractional diffusion equation, Asymp-
totic preserving schemes, Degenerate collision frequency.

AMS subject classifications. 35B25, 41A60, 65L04, 65M22.

1. Introduction. The theoretical and numerical study of particle system equa-
tions has major applications in plasma physics, galactic dynamics, chemotaxis or bi-
ological models. Depending on the physical properties of the system, different scales
can be considered to describe it. When the mean free path of the particles is large
compared to a typical length, a kinetic description of the system is required. Kinetic
equations describe the time evolution of a distribution of particles depending on the
time, the space and the velocity. This distribution of particles represents the prob-
ability for a particle to be at a given point of the phase space (x, v) at the time t.
When the mean free path of the particles is small, a macroscopic description can be
used. In this regime, the former distribution function is close to an equilibrium and
can be averaged in the velocity variable. The relevant quantity is then the density of
the particles, which only depends on the time and the space.

The passage from the microscopic to the macroscopic scale is mathematically
performed by asymptotic analysis. From a numerical point of view, the small mean
free path limit corresponds to a singular perturbation problem which is known to
be difficult to simulate (although a lot of works has already been achieved in this
context). Indeed, this limit induces the presence of multiple scales in the system, so
that the numerical parameters have to solve the smallest ones for stability reasons. As
a consequence, the construction of efficient schemes in this context is of great interest.

In this work, we are interested in the time evolution of the distribution function
f which depends on the time t > 0, the space variable x ∈ Ω ⊂ Rd and the velocity
v ∈ V ⊂ Rd with d = 1, 2, 3. If f stands for a distribution of particles, they undergo
the effect of collisions which are modelized here by a linear operator L acting on f
through

L(f)(t, x, v) = ν(v) (ρν(t, x)M(v) − f(t, x, v)) ,
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where

ρν(t, x) =
〈ν(v)f(t, x, v)〉V
〈ν(v)M(v)〉V

=:

∫

V ν(v)f(t, x, v)dv
∫

V
ν(v)M(v)dv

, (1.1)

is not the usual density ρ(t, x) = 〈f(t, x, v)〉V but has been modified to ensure the mass
conservation for L: 〈L(f)〉V = 0. In the sequel, we will always denote by brackets the
integration over v. The equilibrium M(v) will be taken constant on V = {v, |v| ≤ δ}
(we choose δ = 1 in the sequel)

M(v) =M0, |v| ≤ 1, M0 > 0, (1.2)

such that 〈M(v)〉V = 1 and we will consider the case of a degenerate collision fre-
quency

ν(v) = ν0|v|
d+2+β, |v| ≤ 1, (1.3)

for a given β > 0. Hence, the second order moment of M is not finite

D =

∫

|v|≤1

v ⊗ v

ν(v)
M(v)dv = +∞. (1.4)

In order to capture a nontrivial asymptotic model, a suitable scaling has to be con-
sidered (see for instance [2]). We consider the kinetic equation

εα∂tf + εv · ∇xf = L(f), with α =
2d+ 2 + β

d+ 1 + β
∈ (1, 2), (1.5)

where ε > 0 is the Knudsen number, which is proportional to the mean free path
of the particles. Equation (1.5) has to be supplemented with an initial condition
f(0, x, v) = f0(x, v) and spatial periodic boundary conditions are considered.

Considering α = 2, an equilibrium function M and a collision frequency ν such
that the integral (1.4) is finite, (1.5) degenerates into a diffusion equation for ρ

∂tρ(t, x)−∇x · (D∇x)ρ(t, x) = 0,

when ε goes to zero. There is a huge literature on this subject, we refer for example to
[18, 27, 4, 10] for details. When the diffusion coefficient (1.4) is no longer finite, this
asymptotic breaks down which can be interpreted by saying that the time scale t ∼ ε−2

is too long. Then, it is necessary to consider an appropriate scaling to get a nontrivial
limit for (1.5). For instance, it is known (see [23, 21, 3]) that when the collision
frequency is not degenerated for small velocities and when the equilibrium M is an
heavy-tailed function (equivalent to a power of v for large velocities) (1.5) degenerates
into a fractional diffusion equation when ε goes to zero. As the scaling εα is not an
integer power of ε this fractional diffusion limit is called an anomalous diffusion limit.
This scaling arises in the study of granular media (see [12, 6, 5]), plasmas (see [11]) or
even economy ([17]). The case with degenerate collision frequency we are considering
has been studied in [2]. It does not correspond to a particles dynamics physical
situation but rather to the modelization of some chains of oscillators, see [13, 22].

When ε goes to 0, the solution of (1.5) converges to ρ(t, x)M(v) where ρ is the
solution of the fractional diffusion equation that can be written in Fourier variable

∂tρ̂(t, k) = −κ|k|
αρ̂(t, k), (1.6)
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where ρ̂ stands for the space Fourier transform of ρ, k is the Fourier variable and κ is
a constant which depends on M, ν and α and is defined by

κ =
M0ν

1−α
0

d+ 1 + β

〈

1

|v|d+α
(v · e)2

1 + (v · e)2

〉

Rd

, (1.7)

for any e ∈ Rd such that |e| = 1 (note that κ does not depend on e). The fractional
diffusion equation can also be written in the space variable

∂tρ(t, x) = −
1

cd,α

M0ν
1−α
0 Γ(α+ 1)

d+ 1 + β
(−∆x)

α
2 ρ(t, x), (1.8)

where Γ is the usual Gamma function defined by Γ(x) =
∫ +∞

0
tx−1e−tdt and cd,α

is a normalization constant given by cd,α =
αΓ( d+α

2 )

2π
d
2
+αΓ(1−α

2 )
. The fractional Laplacian

(−∆x)
α
2 can be defined with its Fourier variable

(

̂(−∆x)
α
2 ρ
)

(k) = |k|αρ̂(k),

but has also an integral definition

(−∆x)
α
2 ρ(x) = cd,αP.V.

∫

Rd

ρ(x+ y)− ρ(x)

|y|d+α
dy,

where P.V. is the principal value distribution.
From a numerical point of view, the presence of εmakes the numerical simulations

challenging. Indeed, if one uses a naive approach, a relation linking the space and
time numerical parameters to the stiffness ε (typically ∆t ∼ εα, where ∆t is the
time step) is required for stability reasons, which implies a redhibitory cost when ε
is small. The Asymptotic Preserving (AP) schemes are designed to overcome this
strong restriction on the numerical parameters. Indeed, if we consider the continuous
problem Pε degenerating into P0 when ε goes to zero, we ask the scheme Shε to be
consistent with the problem Pε when the discretization parameter h tends to 0 and to
degenerate into a scheme Sh0 solving the problem P0 when ε→ 0. An AP scheme can
also enjoy the stronger property of being Uniformly Accurate (UA). It means that the
accuracy in h of the scheme does not depend of ε. Note that it is very desirable for an
AP scheme to enjoyy the stronger property of being Uniformly Accurate but this is
not automatic and is a difficult issue in general. For kinetic equations, AP scheme has
already been developed (see [14]) and there is an important literature for the diffusion
asymptotic, for example [15, 25, 24, 19, 20, 16, 7, 1]. In the case of a fractional
diffusion scaling, the previous schemes do not enjoy the AP property. Indeed, as the
velocities must be discretized with a finite number of points, the diffusion coefficient
(1.4), which is an infinite integral in the case of the anomalous diffusion, appears to
be always finite at the numerical level. Hence, the effects of the low velocities are
missed and the approaches for the classical diffusion show only a numerical diffusion
which does not match with the expected fractional diffusion.

In the case of the fractional diffusion induced by a heavy-tailed equilibrium, we
set in a previous work ([9]) three numerical schemes enjoying the AP property. As the
fractional diffusion limit did not naturally appear in the formulation of the schemes,
we had to suitably modify them to make the fractional diffusion arise numerically.
Let us remark that when α ∈ (1, 2), an alternative approach has been proposed in
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[26] for the case of heavy tail equilibria. In this paper, we present an extension of the
strategy presented in [9] when the fractional diffusion comes from the degeneracy of
the collision frequency. In addition to the technical difficulties which are inherent to
the velocity dependency of ν there are many important differences with the heavy-tail
case that we have to face. First, to numerically capture the important effects of the
low velocities (instead of large velocities in the heavy-tail case). Second, in the present
case, the renormalized density ρν defined in (1.1) is different from the usual density ρ
while these two quantities coincide in the heavy-tail case. This property induces an
additional difficulty, as we will see, and a specific treatment is required in order to
cover an asymptotic preserving property for the scheme. Lastly, the convergence rate
to the fractional diffusion limit is very slow, so that the intermediate regime involves
a large range of ε; as a consequence, the numerical validation turns out to be more
difficult.

We will present three different Asymptotic Preserving schemes. First, we consider
a fully implicit scheme for (1.5) in which Fourier space variable is considered. The
delicate issue of the velocity discretization is highlighted to explain how the fractional
diffusion arises. Then, a second scheme is proposed which allows to avoid, when
desired, both the use of the space Fourier transform and that of a fully implicit scheme.
A micro-macro formulation of (1.5) is then studied to write an semi-implicit scheme
enjoying the AP property. Once again, the terms giving theoretically the anomalous
diffusion limit will have to be treated with care to ensure the AP character of the
scheme. Finally, a scheme based on a Duhamel formulation of (1.5) is proposed,
which enjoys the stronger property of being uniformly accurate (UA) with respect to
ε. These results were announced in [8]. Moreover, a proof of the convergence of the
solution of (1.5) to the solution of (1.8) is given in [2]. We propose a formal derivation
of the convergence rate in ε for this limit. This convergence rate is illustrated in the
numerical tests that we present in the last part.

The paper is organized as follows. In the next section, we will start by establishing
a formal derivation of the fractional diffusion limit equation (1.8), and the rate of
this convergence is formally derived (the related computation is postponed in the
appendix). Then, in Section 3, we present the three asymptotic preserving schemes
for (1.5). Eventually, we will present in the last section some numerical tests to
highlight the properties of our schemes.

2. Formal derivation of the fractional diffusion limit. In this section, we
formally derive the fractional diffusion (1.6) from the kinetic equation (1.5), where
the computations are based on spatial Fourier transform. This will be the basis of
the numerical methods proposed in Section 3. The proof has been done in [2].

We remind that f̂(t, k, v) (resp. ρ̂(t, k)) denotes the spatial Fourier transform of
f(t, x, v) (resp. ρ(t, x))

f̂(t, k, v) =

∫

Rd

e−ik·xf(t, x, v)dx.

Proposition 2.1. Let f̂ be the solution of (1.5) in the Fourier variable for a

given initial condition f̂0. Then, when ε → 0, f̂ converges to ρ̂M with ρ̂ solution of
the fractional diffusion equation

∂tρ̂(t, k) + κ|k|αρ̂(t, k) = 0,

with κ defined by (1.7) and with initial condition ρ̂(0, k) =
〈

f̂0(k, v)
〉

V
.
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Proof. Considering the Fourier transform (in space) of (1.5), we get

∂tf̂ + ε−α(ν + iεk · v)f̂ = ε−ανρ̂νM. (2.1)

Integrating with respect to the velocity variable leads to

∂tρ̂+ iε1−α〈k · vf̂〉V = 0. (2.2)

From (2.1), we can write

f̂ =
νρ̂νM

ν + iεk · v
− εα

∂tf̂

ν + iεk · v
, (2.3)

so that f̂ −→
ε→0

ρ̂M and (2.2) becomes

∂tρ̂+ iε1−α
〈

νk · vM

ν + iεk · v

〉

V

ρ̂ν = O(εγ), γ > 0. (2.4)

The fact that the right hand side is negligible compared to the left hand side will
be detailed in the Appendix. Then, the fractional diffusion operator is obtained by
considering the limit ε→ 0 in the second term of the left hand side. Let us focus on
this term in the sequel. First, since M and ν are even, we write

iε1−α
〈

νk · vM

ν + iεk · v

〉

V

= ε2−α
〈

ν(k · v)2M

ν2 + ε2(k · v)2

〉

V

.

We can remark that the limit ε → 0 is not defined since the term into brackets goes
to infinity when ε → 0 because of the degeneracy of ν for small velocities. Then, to
capture the effect of small velocities, we perform the change of variable w = ε|k|v/ν
to get

lim
ε→0

iε1−α
〈

νk · vM

ν + iεk · v

〉

V

=
M0ν

1−α
0

d+ 1 + β

〈

1

|w|d+α
(w · e)2

1 + (w · e)2

〉

Rd

|k|α = κ|k|α

where κ has been defined in (1.7). Moreover, since when ε→ 0, we have ρ̂→ ρ̂ν , we
then deduce the fractional diffusion asymptotic model from (2.4).

Furthermore, we have the following result for the convergence rate (at the formal
level). The proof is postponed to the Appendix.

Proposition 2.2. Let f̂ be the solution of (1.5) in the Fourier variable for a

given initial condition f̂0. We get the following rate of convergence

f̂ − ρ̂M = O
(

ε
d

d+1+β

)

+O
(

ε
β

d+1+β

)

.

3. Numerical schemes. In this section, we present three different numerical
schemes, based respectively on a fully implicit scheme, a micro-macro formulation
and an integral formulation of (1.5), designed to approximate the solution of (1.5).
We will denote tn = n∆t, 0 ≤ n ≤ N the time discretization, such that N∆t = T and
we will set fn ≃ f(tn). The space domain Ω is bounded and we consider periodic
conditions, allowing the use of the Fourier variable. At the discrete level, we will use
the discrete Fourier transform. The computation of the numerical solution requires the
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use of a velocity discretization. In the tests, we will consider a first order quadrature
method based on a uniform fixed set of Nv points vj , symmetrically distributed in
the domain |v| ≤ 1. In the sequel, we will denote by 〈·〉Nv,D

the discrete integration
in v on a domain D :

〈f〉Nv,D
= ∆v

∑

j∈[[1,Nv ]]
vj∈D

f(vj). (3.1)

We want these schemes to be Asymptotic Preserving (AP), indeed that for any
initial condition f0

(i) when ε is fixed, the solution given by the numerical scheme is consistent
with the solution of (1.5),

(ii) when the numerical parameters are fixed, the scheme degenerates into a
scheme solving the anomalous diffusion equation (1.8) when ε tends to 0.

Since the fractional Laplacian of the asymptotic equation (1.6) comes from the
small velocities of the degenerate collision frequency, it is necessary to take it into
account in the schemes to ensure the AP property. One idea would be to consider an
adaptive grid which is refined around v = 0 but this will impose to link the velocity
discretization to ε, which breaks down the AP property. We propose a method based
on an analytical modification of the terms degenerating into the fractional Laplacian
in the scheme. This modification consists into applying a change of variable in some
integrals in v of the scheme before discretizing them. Once it is done, we are able to
show that the three schemes we propose preserve the asymptotic of fractional diffusion
for a fixed set of numerical parameters.

3.1. Implicit scheme. The first idea to write a scheme for (1.5) which has the
AP property is to use a fully implicit formulation of (1.5) in Fourier variable. It is
well-known that in the case of the classical diffusion limit, such a scheme preserves the
asymptotics, but here in the case of the fractional diffusion limit, it is not true, and a
suitable modification of the scheme has to be performed to ensure the AP property.

We start with (1.5) written in Fourier variable and we consider a fully implicit
time discretization

f̂n+1 − f̂n

∆t
+

ν

εα

(

1 + i
εk · v

ν

)

f̂n+1 =
ν

εα
ρ̂n+1
ν M,

that is

f̂n+1 =
1− λ(v)

1 + iλ(v) εk·vν
f̂n +

λ(v)

1 + iλ(v) εk·vν
ρ̂n+1
ν M, (3.2)

with λ(v) = ∆tν(v)/(εα + ∆tν(v)). Remark that 0 ≤ λ(v) ≤ 1, λ goes to 1 when
ε→ 0 and λ goes to 0 as ∆t→ 0. So when ε→ 0 with fixed ∆t, we get

f̂n+1 = ρ̂n+1
ν M, (3.3)

which is the expected limit for f̂ . Now, it remains to find an expression for ρ̂n+1
ν . To

do so, we multiply (3.2) by ν and integrate in v to get

ρ̂n+1
ν =

〈

1
εα+∆tν νf̂

n

1 + iλ(v) εk·vν

〉

V
〈

1
εα+∆tν νM

1 + iλ(v) εk·vν

〉

V

+ I

, with I =
1

εα

〈

νMλ(v)2
(

εk·v
ν

)2

1 + λ(v)2
(

εk·v
ν

)2

〉

V

. (3.4)
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At the continuous level, the term I gives the anomalous diffusion limit when ε goes to
zero. Indeed, the change of variable w = ε|k|v/ν(v) in I enables to capture the small
velocity effects so that lim

ε→0
I = κ|k|α, where κ has been defined in (1.7). However, the

situation is completely different at the numerical level, namely when a discretization
in velocity with Nv points has to be used. Indeed, a naive quadrature of I given by
(3.4) would lead to

I ≈ ε2−α
Nv
∑

j=1

ν(vj)M(vj)∆t
2(k · vj)

2

(εα +∆tν(vj))2 + ε2∆t2(k · vj)2
∼
ε→0

ε2−α
Nv
∑

j=1

(k · vj)
2

ν(vj)
M(vj).

This implies that I goes to zero when ε goes to zero since the velocity discretization is
fixed (remember that α < 2). Therefore, the asymptotic numerical scheme becomes
ρ̂n+1
ν = ρ̂nν when ε→ 0, which is not a consistent numerical scheme for the asymptotic

model. To recover the correct asymptotic behavior, the main idea is to transform the
expression of I at the continuous level before applying the discretization in order to
make the anomalous diffusion operator appear in it. To do so, we perform a change
of variables w = ε|k|v/ν(v) in I to get

I =
|k|αν1−α0 M0

d+ 1 + β

∫

|w|≥ ε|k|
ν0

1

|w|d+α

(

∆tϕ
εα+∆tϕ

)2

(w · e)2

1 +
(

∆tϕ
εα+∆tϕ

)2

(w · e)2
dw,

where e denotes any unitary vector and ϕ = ν0(ε|k|/(ν0|w|))
d+2+β
d+1+β . Note that I does

not depend on the choice of e. Once the change of variables has been done, the
velocity discretization can be performed so that we get

I ≈
|k|αν1−α0 M0

d+ 1 + β

〈

1

|w|d+α

(

∆tϕ
εα+∆tϕ

)2

(w · e)2

1 +
(

∆tϕ
εα+∆tϕ

)2

(w · e)2

〉

Nv,|wmax|≥|w|≥ε|k|
ν0

(3.5)

where 〈·〉Nv ,D has been defined in (3.1). Let us remark that when ε goes to zero, this
approximation of I degenerates towards

|k|αν1−α0 M0

d+ 1 + β

〈

1

|w|d+α
(w · e)2

1 + (w · e)2

〉

Nv,|w|≤|wmax|

=: κ̄, (3.6)

which is a consistent approximation of κ given by (1.7). Let us remark that the
numerical integration is done up to a maximum discrete velocity |wmax|. Eventually,
we have the following proposition

Proposition 3.1. We consider the following scheme defined for all k and for all
time indices 0 ≤ n ≤ N,N∆t = T by

ρ̂n+1
ν =

〈

1
εα+∆tν νf̂

n

1 + iλ(v) εk·vν

〉

Nv ,V
〈

1
εα+∆tν νM

1 + iλ(v) εk·vν

〉

Nv,V

+ I

, f̂n+1 =
(1− λ(v))f̂n + λ(v)ρ̂n+1

ν M

1 + iλ(v)
εk · v

ν

, (3.7)

with I given by (3.5), ρ̂n+1 =
〈

f̂n+1
〉

Nv,V
, λ(v) = ∆tν(v)/(εα + ∆tν(v)) and e is

any unitary vector and with the initial condition f̂0(k, v) = f̂0(k, v). This scheme has
the following properties:
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(i) The scheme is of order 1 for any fixed ε and preserves the total mass.
(ii) The scheme is AP: for a fixed ∆t, the scheme solves the anomalous diffusion

equation when ε goes to zero

ρ̂n+1(k)− ρ̂n(k)

∆t
= −κ̄|k|αρ̂n+1(k), with κ̄ given by (3.6). (3.8)

Remark 1. We can go further, modifying the approximation (3.5) of I by

I ≈
∆t2

(εα−
d+2+β
d+1+β +∆t)2

κ̄,

where κ̄ is defined in (3.6). The so-obtained scheme enjoys the same properties stated
in the above proposition.

Proof. The first point of (i) is a direct consequence of the use of a fully implicit
Euler scheme for (1.5). For the conservation of the total mass, let us write (3.7) for
k = 0 and integrate with respect to v

〈

νM

εα +∆tν

〉

Nv,V

ρ̂n+1
ν (0) =

〈

ν

εα +∆tν
f̂n(0)

〉

Nv,V

, (3.9)

ρ̂n+1(0) = ρ̂n(0)−∆t

〈

ν

εα +∆tν
f̂n(0)

〉

Nv ,V

+

〈

∆tν

εα +∆tν
M

〉

Nv ,V

ρ̂n+1
ν (0).(3.10)

Injecting (3.9) in (3.10) leads to the result.
For the AP character of the scheme (ii), letting ε to 0 with fixed ∆t in the first

equation of (3.7) leads to

ρ̂n+1
ν − ρ̂n

∆t
= −κ̄|k|αρ̂n+1

ν

and with (3.3) we have ρ̂n = ρ̂nν , ∀n ≥ 1 when ε→ 0. It implies that (3.7) degenerates
into (3.8).

3.2. Micro-macro decomposition based scheme. In the previous part, we
presented a fully implicit scheme designed to solve (1.5); however the use of Fourier
transform may be restrictive in some cases and one may have to use the original space
variable. Therefore, making the transport part implicit in time may induce high
computational cost especially in the multidimensional case. Here we write a scheme
based on a micro-macro decomposition of the distribution function f in which the
transport part is explicit. As for the previous scheme, suitable modifications have to
be done to ensure the AP character.

Denoting f(t, x, v) = ρ(t, x)M(v) + g(t, x, v) such that 〈g〉V = 0, we insert this
decomposition into (1.5) before integrating in v to get

∂tρ+ ε1−α 〈v · ∇xg〉V = 0. (3.11)

Then we multiply this last equality by M and subtract it from (1.5) to write an
expression for g

∂tg + ε1−αv · ∇xρM + ε1−α (v · ∇xg − 〈v · ∇xg〉V M) = −
1

εα
ν

(

g −
〈νg〉V M

〈νM〉V

)

.

(3.12)
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From (3.11) and (3.12) we can write the following semi-discrete micro-macro scheme
(see [20, 19])







































ρn+1 − ρn

∆t
+ ε1−α

〈

v · ∇xg
n+1
〉

V
= 0

gn+1 − gn

∆t
+ ε1−αv · ∇xρ

nM + ε1−α (v · ∇xg
n − 〈v · ∇xg

n〉V M)

= −
1

εα
ν

(

gn+1 −

〈

νgn+1
〉

V

〈νM〉V
M

)

.

(3.13)

As previously, if the velocity integrations are done directly using the approximation
〈·〉V ≈ 〈·〉Nv,V

where the discrete bracket 〈·〉Nv,V
is given by (3.1), the so-obtained

scheme does not enjoy the AP property. Indeed, as gn+1 goes to zero when ε goes to
zero, we have

εv · ∇xρ
nM = −ν

(

gn+1 −

〈

νgn+1
〉

Nv,V

〈νM〉Nv,V

M

)

+ o(ε),

that is, for nonzero v

gn+1 =

〈

νgn+1
〉

Nv,V

〈νM〉Nv,V

M −
ε

ν
v · ∇xρ

nM + o(ε).

Then, we insert this expression in the first line of (3.13), reminding that M is even,
to get

ρn+1 − ρn

∆t
− ε2−α

〈

M

ν
v · ∇x (v · ∇xρ

n)

〉

Nv,V

= o(ε).

As in the previous part, the term into brackets is finite although it is not finite at
the continuous level. Hence, when ε→ 0, (3.13) degenerates into ρn+1 = ρn which of
course does not solve the fractional diffusion equation. To obtain the right asymptotic
scheme, we must modify (3.13) to make the anomalous diffusion limit appear. To do
so, we first express the term

〈

v · ∇xg
n+1
〉

V
=
〈

v · ∇xf
n+1
〉

V
appearing in the first

line of (3.13) with a semi-discrete implicit formulation of (1.5)

fn+1 = λ(v)

(

I + ε
λ(v)

ν
v · ∇x

)−1

ρn+1
ν M + (1− λ(v))

(

I + ε
λ(v)

ν
v · ∇x

)−1

fn,

with λ(v) = ∆tν(v)/(εα +∆tν(v)). As ελ(v)/ν(v) = O(∆t) we will rather inject the
following approximation for fn+1 in (3.13) (recalling that v ∈ V )

fn+1 = λ(v)

(

I + ε
λ(v)

ν
v · ∇x

)−1

ρn+1
ν M + (1− λ(v))

(

I − ε
λ(v)

ν
v · ∇x

)

fn.

Indeed, since the scheme is first order accurate, it is possible to remove terms of order
∆t2 with no incidence on its global accuracy. Hence, we decide to keep only the ones
which play a role in the AP character of the scheme. With additional simplifications,
the first line of (3.13) becomes

ρn+1 − ρn

∆t
+

1

εα

〈

ελ(v)v · ∇x

(

I +
ελ(v)

ν
v · ∇x

)−1

ρn+1
ν M

〉

V

+ ε1−α 〈(1− λ(v)) v · ∇xg
n〉V = 0, (3.14)
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because
〈

(1− λ(v)) v · ∇x

(

I −
ελ(v)

ν
v · ∇x

)

fn
〉

V

= 〈(1− λ(v)) v · ∇xg
n〉V +O(∆t).

As the anomalous diffusion limit comes from the second term of (3.14), we have to
rewrite it in order to make the fractional Laplacian appear. First, we have to express
ρν in terms of ρ; to do that, we inject the decomposition f = ρM + g in the definition
of ρν

ρν =
〈νf〉V
〈νM〉V

=
〈ν(ρM + g)〉V
〈νM〉V

= ρ+
〈νg〉V
〈νM〉V

.

Then, using space Fourier transform, we rewrite (3.14) as

ρn+1 − ρn

∆t
+ F−1

(

Iρ̂n+1
)

+ F−1

(

I

〈

νĝn+1
〉

V

〈νM〉V

)

+ ε1−α 〈(1− λ(v)) v · ∇xg
n〉V = 0,

(3.15)
where F−1 denotes the inverse Fourier transform and

I = ε1−α

〈

iλ(v)k · vM(v)

1 + i ελ(v)ν k · v

〉

V

= ε−α

〈

λ(v)2 (εk·v)2

ν M

1 + λ(v)2
(

εk·v
ν

)2

〉

V

.

Let us remark that for k = 0, we have I = 0. For k 6= 0, the change of variables
w = ε|k|v/ν(v) is performed in I before applying the discretization 〈·〉Nv ,V

(using the
definitions (1.2) and (1.3) of M and ν). Then, we have

I ≈
|k|αν1−α0 M0

d+ 1 + β

〈

1

|w|d+α
(w · e)2

(w · e)2 + (1 + ψ)2

〉

Nv ,|wmax|≥|w|≥ε|k|
ν0

(3.16)

where ψ = εq

∆tν
r
0 (|w|/|k|)

p
, p = d+2+β

d+1+β and q = d
d+1+β , r =

1
d+1+β .

To compute (ρn+1, gn+1) recursively with the second line of (3.13) and (3.15), we
need to determine

〈

νgn+1
〉

Nv,V
. To do that, we start with the with the second line

of (3.13) which gives an expression for gn+1

gn+1 =
gn − ∆t

εα T
n

1 + ∆t
εα ν

+
∆tνM

〈νM〉Nv
(εα +∆tν)

〈

νgn+1
〉

Nv,V
,

with

T n = εv · ∇xρ
nM + ε

(

v · ∇xg
n − 〈v · ∇xg

n〉Nv,V
M
)

. (3.17)

Multiplying the expression for gn+1 by ν and integrating it using 〈·〉Nv,V
, we find an

expression for
〈

νgn+1
〉

Nv,V

〈

νgn+1
〉

Nv,V
=

〈

νgn

1+∆t
εα
ν(v)

〉

Nv,V
− ∆t

εα

〈

νT n

1+∆t
εα
ν

〉

Nv,V

1− ∆t
εα〈νM〉Nv,V

〈

ν2M
1+∆t

εα
ν

〉

Nv,V

.

Finally, we have the following proposition.
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Proposition 3.2. We consider the following scheme (discretized in time and
velocity) defined for all x ∈ Rd, v ∈ V and all time indices 0 ≤ n ≤ N with N∆t =
T (T > 0), by































































〈

νgn+1
〉

Nv,V
= 〈νM〉Nv,V

〈

νgn + T n

εα +∆tν

〉

Nv ,V
〈

ν2M

εα +∆tν

〉

Nv ,V

gn+1 − gn

∆t
+ T n = −

1

εα
ν

(

gn+1 −

〈

νgn+1
〉

Nv ,V

〈νM〉Nv ,V

M

)

ρn+1 − ρn

∆t
+ F−1

(

Iρ̂n+1/2
)

+ F−1

(

I
〈νĝn+1〉

Nv,V

〈νM〉Nv,V

)

+ε1−α 〈(1− λ(v)) v · ∇xg
n〉Nv,V

= 0,

(3.18)

with T n defined in (3.17), λ(v) = ∆tν(v)/(εα + ∆tν(v)), where F−1 denotes the
inverse Fourier transform in space and with the initial conditions ρ0(x) = ρ(0, x) =
〈f0(x, v)〉Nv,V

and g0(x, v) = f0(x, v) − ρ(0, x)M(v). The quantity ρ̂n+1/2 can be

chosen equal to ρ̂n or to ρ̂n+1 depending on the desired asymptotic scheme (explicit or
implicit in time) and I is given by (3.16). This scheme has the following properties:

(i) The scheme is of order 1 for any fixed ε and preserves the total mass.
(ii) The scheme is AP: for a fixed ∆t, it solves the anomalous diffusion equation

when ε goes to zero

ρ̂n+1(k)− ρ̂n(k)

∆t
= −κ̄|k|αρ̂n+1/2(k),

where κ̄ is defined by (3.6).
Remark 2. Assuming that the space and velocity discretizations have been fixed,

(ρn, gn) are computed recursively with (3.18). The first line of the scheme enables to
compute

〈

νgn+1
〉

Nv,V
which is reported in the second and third lines to compute gn+1

and ρn+1.
As the term I defined in (3.16) has been precomputed to make the anomalous

diffusion operator clearly appear, the velocity discretization is not a difficult issue
anymore. Once it is defined, the integrals in v are computed with any quadrature
method, such as rectangle formula. Finally, a standard upwind scheme is used to
approximate the spatial derivative appearing in the term T n defined in (3.17).

Remark 3. To guarantee the structure of the micro-macro model, it is important
that the scheme satisfies

〈

gn+1
〉

Nv,V
= 0. To do that, gn+1 is modified consistently

as gn+1 ← gn+1 −
〈

gn+1
〉

Nv,V
M .

Remark 4. As in the fully implicit scheme, we can go further by approximating
consistently I given by (3.16) as

I =
∆t2

∆t2 + εq(∆t+ εq)
|k|ακ̄,

where κ̄ is given by (3.6) and q = d/(d+ 1 + β). The so-obtained micro-macro based
scheme still enjoys the same properties stated in the above proposition.

Proof. The proof of (i) is immediate from the derivation of the scheme, let us
prove (ii). At first, we remark that T n goes to 0 as ε→ 0, then the first line of (3.18)
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gives that
〈

ν(v)gn+1
〉

Nv ,V
goes to 0 as ε → 0 because 〈gn〉Nv

= 0. After that, the

second line of (3.18) implies that gn+1 = o(1). When reported in the fourth line of
(3.18), as ε1−α(1− λ(v)) = O(ε), we get

ρn+1 − ρn

∆t
+ F−1

(

Iρ̂n+1/2
)

= o(1).

Finally, I is equivalent to κ̄|k|α for small ε, with κ̄ given by (3.6).

3.3. Scheme based on an integral formulation of the equation (1.5). In
the previous parts, we wrote two AP schemes solving (1.5). In this section, in the
spirit of [9], we present a scheme based on an integral formulation of (1.5). However,
the presence of the collision frequency ν requires specific developments to ensure the
AP property. In particular, for general initial data, the strategy proposed in [9] leads
to an AP scheme for ρν instead of ρ (which are different if f is not at equilibrium).
Then, the present section is decomposed into two parts: first, the case of equilibrium
initial data is tackled, for which the scheme is proved to be uniformly accurate, and
second the more delicate case of general initial data is studied, for which the scheme
is proved to be AP.

3.3.1. Equilibrium initial data. We start from the Duhamel form for f̂

f̂(t, k, v) = e−
t

εα
(ν+iεk·v)f̂0(k, v) + νM

∫ t
εα

0

e−s(ν+iεk·v)ρ̂ν(t− ε
αs, k)ds, (3.19)

which we multiply by ν, integrate in v and evaluate at t = tn+1 to get

Kρ̂ν(t
n+1, k) = Â0(t

n+1, k)+

∫ tn+1

εα

0

〈

ν2Me−s(ν+iεk·v)
〉

V
ρ̂ν(t

n+1−εαs, k)ds, (3.20)

where

K = 〈νM〉V , and Â0(t, k) =
〈

νe−
t

εα
(ν+iεk·v)f̂0(k, v)

〉

V
. (3.21)

Then, we get

Kρ̂ν(tn+1, k) =

n
∑

j=0

∫

tj+1
εα

tj
εα

〈

ν2Me−s(ν+iεk·v)
〉

V
ρ̂ν(tn+1 − ε

αs, k)ds+ Â0(tn+1, k),

(3.22)

where Â0 and K are defined in (3.21). We perform a quadrature of order 2 in the
integrals in s. Assuming that the time derivatives of ρ̂ν are uniformly bounded in ε,

we have ∀j ∈ [[0, N − 1]], ∀s ∈
[

tj
εα ,

tj+1

εα

]

,

ρ̂ν(tn+1 − ε
αs, k) =

(

1−
εαs− tj

∆t

)

ρ̂ν(tn+1−j , k) +
εαs− tj

∆t
ρ̂ν(tn−j , k) +O

(

∆t2
)

.

(3.23)

Inserting this expression in the integral terms of (3.22) leads to

∫

tj+1
εα

tj
εα

〈

ν2Me−s(ν+iεk·v)
〉

V
ρ̂ν(tn+1 − ε

αs, k)ds = cj(ε, k)ρ̂ν(tn+1 − tj , k)

+ bj(ε, k)ρ̂ν(tn+1 − tj+1, k) +O(∆t2), (3.24)
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where the remainder is bounded independently of ε and where we denoted

bj(ε, k) =

∫

tj+1
εα

tj
εα

εαs− tj
∆t

〈

ν2Me−s(ν+iεk·v)
〉

V
ds, (3.25)

cj(ε, k) =

∫

tj+1
εα

tj

εα

(

1−
εαs− tj

∆t

)

〈

ν2Me−s(ν+iεk·v)
〉

V
ds. (3.26)

Then, we use the quadrature (3.24) in (3.22) to write (using the obvious notations
bj := bj(ε, k)) and cj := cj(ε, k))

ρ̂ν(tn+1, k) =
1

K

n
∑

j=0

[

cj ρ̂ν(tn+1−j , k) + bj ρ̂ν(tn−j , k) +O(∆t2)
]

+
1

K
Â0(tn+1, k).

As N∆t = T , then n∆t2 ≤ T∆t and the last expression permits to write a first order
scheme for ρ̂ν that writes

ρ̂n+1
ν (k) =

Â0(tn+1, k) +
n
∑

j=1

(

cj ρ̂
n+1−j
ν (k) + bj ρ̂

n−j
ν (k)

)

+ b0ρ̂
n
ν (k)

K − c0
. (3.27)

To ensure the AP property for this scheme, the discretization of the terms bj and cj
is crucial: as in the previous cases, their limit as ε goes to zero makes the anomalous
diffusion operator appear, but when computed numerically it does not arise because
of the effects of the low velocities missed with the discretization. Indeed, we consider
the velocity integration appearing in (3.25)-(3.26)

〈

ν2Me−s(ν+iεk·v)
〉

V
=
〈

ν2M
(

e−s(ν+iεk·v) − e−ν(v)s
)〉

V
+
〈

ν2Me−ν(v)s
〉

V
. (3.28)

At the continuous level, the first term in the right hand side gives the anomalous
diffusion when ε goes to zero. Indeed, with M and ν defined by (1.2) and (1.3), the
change of variables w = ε|k|v/ν in the integral in v reads

〈

ν2M
(

e−s(ν+iεk·v) − e−ν(v)s
)〉

V

=
εα|k|αν1−α0 M0

d+ 1 + β

〈

ϕ
1

|w|d+α

(

e−ϕs(1+iw·e) − e−sϕ
)

〉

|w|≥ ε|k|
ν0

, (3.29)

with ϕ = ν0

(

ε|k|
ν0|w|

)
d+2+β
d+1+β

and where e denotes any unitary vector. Here, the fractional

diffusion limit clearly appears. We then inject (3.29) computed with discrete brackets
〈·〉Nv,|wmax|≥|w|≥ε|k|/ν0

in (3.28) and eventually compute explicitly the integrals in s
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of (3.25)-(3.26) to get the following expression of bj and cj

bj(ε, k) =
εα

∆t

〈

Me−
tj

εα
ν
(

1− e−
∆t
εα
ν
)〉

Nv,V
−
〈

νMe−
tj+1
εα

ν
〉

Nv,V

+
εα|k|αν1−α0 M0

d+ 1 + β

〈

1

|w|d+α

[

e−
tj+1
εα

ϕ −
e−

tj+1
εα

ϕ(1+iw·e)

1 + iw · e
(3.30)

+
εα

∆t





e−
tj
εα
ϕ(1+iw·e)

(

1− e−
∆t
εα
ϕ(1+iw·e)

)

ϕ(1 + iw · e)2
−

e−
tj
εα
ϕ
(

1− e−
∆t
εα
ϕ
)

ϕ









〉

Nv,W

cj(ε, k) =
〈

νMe−
tj
εα
ν
〉

Nv ,V
−
εα

∆t

〈

Me−
tj
εα
ν
(

1− e−
∆t
εα
ν
)〉

Nv,V

+
εα|k|αν1−α0 M0

d+ 1 + β

〈

1

|w|d+α

[

e−
tj
εα
ϕ(1+iw·e)

1 + iw · e
− e−

tj
εα
ϕ (3.31)

−
εα

∆t





e−
tj
εα
ϕ(1+iw·e)

(

1− e−
∆t
εα
ϕ(1+iw·e)

)

ϕ(1 + iw · e)2
−

e−
tj
εα
ϕ
(

1− e−
∆t
εα
ϕ
)

ϕ









〉

Nv,W

,

with W =
{

w ∈ Rd, |wmax| ≥ |w| ≥ ε|k|/ν0
}

. The so-obtained scheme (3.27) for ρ̂ν
where bj , cj are given by (3.30)-(3.31) enables us to find a way to recover the distri-

bution function f̂ in Fourier variable. Indeed, with a Duhamel formulation of (1.5)

integrated between tn and tn+1 it is possible to write an expression for f̂(tn+1, k, v)

f̂(tn+1, k, v) = e−
∆t
εα

(ν+iεk·v)f̂(tn, k, v) +

∫ ∆t
εα

0

e−s(ν+iεk·v)ρ̂ν(tn+1 − ε
αs, k)ds νM.

(3.32)

Then, the quadrature (3.23) leads to

f̂(tn+1, k, v) = e−
∆t
εα

(ν+iεk·v)f̂(tn, k, v) + νM (γρ̂ν(tn+1, k) + βρ̂ν(tn, k)) +O(∆t2),

where

γ =

∫ ∆t
εα

0

(

1−
εαs

∆t

)

e−s(ν+iεk·v)ds, β =

∫ ∆t
εα

0

εαs

∆t
e−s(ν+iεk·v)ds. (3.33)

This provides a first order scheme for f̂ using the values ρ̂nν determined with (3.27)

f̂n+1 = e−
∆t
εα

(ν+iεk·v)f̂n + νM
(

γρ̂n+1
ν + βρ̂nν

)

,

with the values of β and γ computed exactly to ensure the AP property of the scheme

γ =
1

ν + iεk · v
−
εα

∆t

1− e−
∆t
εα

(ν+iεk·v)

(ν + iεk · v)2
, β =

εα

∆t

1− e−
∆t
εα

(ν+iεk·v)

(ν + iεk · v)2
−

e−
∆t
εα

(ν+iεk·v)

ν + iεk · v
.

(3.34)

A simple integration of f̂n+1 with 〈·〉Nv,V
gives an expression for ρ̂n+1. Eventually,

we have the following proposition.
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Proposition 3.3. We consider the following scheme defined for all k and for all
time index 0 ≤ n ≤ N,N∆t = T by























ρ̂n+1
ν (k) =

Â0(tn+1, k) +
n
∑

j=1

(

cj ρ̂
n+1−j
ν (k) + bj ρ̂

n−j
ν (k)

)

+ b0ρ̂
n
ν (k)

K − c0

f̂n+1 = e−
∆t
εα

(ν+iεk·v)f̂n + νM
(

γρ̂n+1
ν + βρ̂nν

)

,

(3.35)

with K, Â0, bj, cj , γ and β defined in (3.21)-(3.30)-(3.31) and (3.34). For an initial

data f̂0(k, v) at equilibrium, this scheme enjoys the following properties:
(i) The scheme is first order in time and preserves the total mass.
(ii) The scheme is AP: for a fixed ∆t, it solves the anomalous diffusion equation

when ε goes to zero

ρ̂n+1(k)− ρ̂n(k)

∆t
= −κ̄|k|αρ̂n+1(k),

where ρ̂n =
〈

f̂n
〉

Nv,V
and κ̄ is defined by (3.6).

(iii) Moreover, the semi-discrete-in-time scheme enjoys the UA property: it is
first order uniformly in ε

∃C > 0, sup
ε∈( 0,1 ]

‖f̂N(·, ·)− f̂(T, ·, ·)‖L∞
k,v
≤ C∆t.

Remark 5. The numerical tests (see Fig. 4.3) suggests that this scheme is of
order 2 for a fixed value of ε and of order 1 uniformly in ε.

Proof. For the mass conservation (i), we integrate (at the discrete level) with
respect to v the second equation of (3.35) and evaluate it at k = 0. For an initial
data at equilibrium, we have ρ̂0ν(k = 0) = ρ̂0(k = 0) so that

ρ̂1 =
〈

e−∆t/εανM
〉

Nv,V
ρ̂0 + 〈νMγ〉Nv ,V

ρ̂1ν + 〈νMβ〉Nv,V
ρ̂0ν , for k = 0.

From the first equation of (3.35), we easily get ρ̂1ν(k = 0) = ρ̂0(k = 0) so that the
previous equation leads to ρ̂1(k = 0) = ρ̂0(k = 0). The mass conservation is deduced
by induction, assuming that ρ̂ℓν(k = 0) = ρ̂ℓ(k = 0) for ℓ = 0, . . . , n.

For the AP character (ii), let us remark that with (3.30) and (3.31), the formula
for ρ̂ν in (3.35) degenerates into

ρ̂n+1
ν (k)− ρ̂nν (k)

∆t
= −κ̄|k|αρ̂n+1

ν (k).

Moreover, the second line of (3.35) gives f̂n+1 = ρ̂n+1
ν M(v) for n ≥ 0 when ε → 0,

that implies ρ̂n+1 = ρ̂n+1
ν for small ε. As the initial condition is at equilibrium, we

also have ρ̂0 = ρ̂0ν . Eventually, when ε→ 0, (3.35) degenerates into

ρ̂n+1(k)− ρ̂n(k)

∆t
= −κ̄|k|αρ̂n+1(k),

for all n ≤ N , which proves the AP property.
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Now, let us prove that the semi-discrete (in time) scheme is first order accurate
uniformly in ε (iii). Using the notations (3.30)-(3.31), (3.22) writes

ρ̂ν(tn+1, k) =
1

K
Â0(tn+1, k) +

1

K

n
∑

j=0

cj ρ̂ν(tn+1−j , k) + bj ρ̂ν(tn−j , k) +
∆t2

K
F, (3.36)

where the remainder F is given by

F = −
1

2

n
∑

j=0

∫

tj+1
εα

tj
εα

(

(

1−
εαs− tj

∆t

)(

εαs− tj
∆t

)2

∂2t ρ̂ν(tn+1 − ε
αξ1(s), k) (3.37)

+
εαs− tj

∆t

(

tj+1 − ε
αs

∆t

)2

∂2t ρ̂ν(tn+1 − ε
αξ2(s), k)

)

〈

ν2Me−s(ν+iεk·v)
〉

V
ds,

with ξ1(s), ξ2(s) ∈ (0,∆t/εα). As 1 ≥
(

1−
εαs−tj

∆t

)

≥ 0 and 1 ≥
εαs−tj

∆t ≥ 0 for

s ∈
[

tj
εα ,

tj+1

εα

]

, we have

|F | ≤
‖∂2t ρ̂ν‖∞

2

n
∑

j=0

∫

tj+1
εα

tj
εα

(

(

1−
εαs− tj

∆t

)(

εαs− tj
∆t

)2

+
εαs− tj

∆t

(

tj+1 − ε
αs

∆t

)2
)

〈

ν2Me−sν
〉

V
ds

≤
‖∂2t ρ̂ν‖∞

2

n
∑

j=0

∫

tj+1
εα

tj

εα

(

εαs− tj
∆t

)

〈

ν2Me−sν
〉

V
ds. (3.38)

Now, let us denote En = ρ̂ν(tn, k)− ρ̂
n
ν (k) and suppose that E0 = 0. From (3.27) and

(3.36) we have

(

1−
c0
K

)

En+1 =
b0
K
En +

1

K

n
∑

j=1

(cjEn+1−j + bjEn−j) +
∆t2

K
F. (3.39)

In the sequel, to get an estimate for En+1, we will need two different bounds for
(1− c0

K )−1 = K/(K − c0). From the definition (3.26) of c0, we directly get

|c0| ≤

∫ ∆t
εα

0

(

1−
εαs

∆t

)

〈

ν2Me−sν
〉

V
ds

from which we deduce the first estimate for |K/(K − c0)|
∣

∣

∣

∣

K

K − c0

∣

∣

∣

∣

≤
K

〈νM〉V −

∫ ∆t
εα

0

(

1−
εαs

∆t

)

〈

ν2Me−sν
〉

V
ds

. (3.40)

Now, using 0 ≤ 1− εαs
∆t ≤ 1 for s ∈

[

0, ∆tεα
]

, we get

|c0| ≤

〈

ν2M

∫ ∆t
εα

0

e−sνds

〉

V

≤ K −
〈

νMe−
∆t
εα
ν
〉

V
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so that we deduce the second estimate for |K/(K − c0)|
∣

∣

∣

∣

K

K − c0

∣

∣

∣

∣

≤ K
〈

νMe−
∆t
εα
ν
〉−1

V
. (3.41)

In (3.39) let us focus on the term containing F . From (3.38), we have

∣

∣

∣

∣

1
KF

1− c0
K

∣

∣

∣

∣

=

∣

∣

∣

∣

F

K − c0

∣

∣

∣

∣

≤
‖∂2t ρ̂ν‖∞

2

∫ ∆t
εα

0

(

εαs

∆t

)

〈

ν2Me−sν
〉

V
ds

|K − c0|

+
‖∂2t ρ̂ν‖∞

2

n
∑

j=1

∫

tj+1
εα

tj
εα

(

εαs− tj
∆t

)

〈

ν2Me−sν
〉

V
ds

|K − c0|
, (3.42)

=:
‖∂2t ρ̂ν‖∞

2
(T1 + T2).

To find an estimate for T1, we use (3.40) to write

T1 ≤

∫ ∆t
εα

0

〈

ν2Me−sν(v)
〉

V
ds−

∫ ∆t
εα

0

(

1−
εαs

∆t

)

〈

ν2Me−sν
〉

V
ds

K −

∫ ∆t
εα

0

(

1−
εαs

∆t

)

〈

ν2Me−sν
〉

V
ds

, (3.43)

that implies that the first line of (3.42) is bounded by ‖∂2t ρ̂ν‖∞/2. Now, using (3.41),
T2 can be estimated as

T2 ≤

∫

tn+1
εα

∆t
εα

〈

ν2Me−sν
〉

V
ds |K − c0|

−1
≤ 1. (3.44)

Eventually, (3.43) and (3.44) give
∣

∣

∣

∣

F

K − c0

∣

∣

∣

∣

≤ ‖∂2t ρ̂ν‖∞. (3.45)

Now, for the other terms in (3.39), we introduce En = max
j=0···n
ε∈ (0,1 ]

|Ej | . From the definition

(3.30) and (3.31), we have for the first two terms of the right hand side of (3.39)

1

K

∣

∣

∣

∣

∣

∣

b0En +

n
∑

j=1

(cjEn+1−j + bjEn−j)

∣

∣

∣

∣

∣

∣

≤
1

K

∫ ∆t
εα

0

εαs

∆t

∣

∣

∣

〈

ν2Me−s(ν+iεk·v)
〉

V
En

∣

∣

∣ds

+

n
∑

j=1

(

∫

tj+1
εα

tj

εα

(

1−
εαs− tj

∆t

)

∣

∣

∣

〈

ν2Me−s(ν+iεk·v)
〉

V
En+1−j

∣

∣

∣ds

+

∫

tj+1
εα

tj

εα

εαs− tj
∆t

∣

∣

∣

〈

ν2Me−s(ν+iεk·v)
〉

V
En−j

∣

∣

∣ds

)

≤
1

K

(

K −

∫ ∆t
εα

0

(

1−
εαs

∆t

)

〈

ν2Me−νs
〉

V
ds

)

En.
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Hence, using (3.40), we get

|b0En +

n
∑

j=1

(cjEn+1−j + bjEn−j)| |K − c0|
−1 ≤ En. (3.46)

Eventually (3.39) gives, using (3.45) and (3.46), En+1 ≤ En + ‖∂2t ρ̂ν‖∞∆t2. Hence
En+1 ≤ En + ‖∂2t ρ̂ν‖∞∆t2. As we supposed E0 = 0, it writes

En+1 ≤ ‖∂
2
t ρ̂ν‖∞T∆t, (3.47)

where T = N∆t is the final time. This proves that the scheme in ρ̂ν is first order
accurate uniformly in ε.

Now, to prove that the scheme in f̂ is first order uniformly in ε we consider the
Duhamel formulation for f̂

f̂(tn+1, k, v) = e−
∆t
εα

(ν+iεk·v)f̂(tn, k, v) + νM

∫ ∆t
εα

0

e−s(ν+iεk·v)ρ̂ν(tn+1 − ε
αs, k)ds,

and with the same Taylor expansion as previously, we have

f̂(tn+1, k, v) = νM (γρ̂ν(tn+1, k) + βρ̂ν(tn, k)) + νM∆t2G+ e−
∆t
εα

(ν+iεk·v)f̂(tn, k, v),

with β and γ defined in (3.33) and

G = −
1

2

∫ ∆t
εα

0

[

(

1−
εαs

∆t

)(

εαs

∆t

)2

∂2t ρ̂ν(tn+1 − ε
αξ1(s), k)

+

(

εαs

∆t

)(

1−
εαs

∆t

)2

∂2t ρ̂ν(tn+1 − ε
αξ2(s), k)

]

e−s(ν+iεk·v)ds, (3.48)

where ξ1(s), ξ2(s) ∈ (0,∆t/εα) . As previously, we can estimate |νMG|

|ν MG| ≤ νM
‖∂2t ρ̂ν‖∞

2

∫ ∆t
εα

0

[

(

1−
εαs− tj

∆t

)(

εαs− tj
∆t

)2

+
εαs− tj

∆t

(

εαs− tj+1

∆t

)2
]

∣

∣

∣
e−s(ν+iεk·v)

∣

∣

∣
ds

≤ νM
‖∂2t ρ̂ν‖∞

2

∫ ∆t
εα

0

e−sνds ≤ C
(

1− e−
∆t
εα
ν
)

.

One can now look at the truncation error Efn = f̂(tn, k, v)− f̂
n(k, v) which satisfies

Efn+1 = e−
∆t
εα

(ν+iεk·v)Efn + νM (γEn+1 + βEn) + νM∆t2G. (3.49)

The term νM(γEn+1 + βEn) can be estimated by (using definition (3.33))

∣

∣νM(γEn+1 + βEn)
∣

∣ ≤ νM

∫ ∆t
εα

0

e−sνds En+1 ≤ C
(

1− e−
∆t
εα
ν
)

∆t,
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where we used (3.47) for the last inequality. Hence, denoting Λn = max
v 6=0,k,ε∈ (0,1 ]

|Efn |

we get from (3.49): Λn+1 ≤ e−
∆t
εα
νΛn + C

(

1− e−
∆t
εα
ν
)

(

∆t2 +∆t
)

. With Λ0 = 0, it

finally comes that

Λn+1 ≤ C
(

1− e−
∆t
εα
ν
)

(

∆t+∆t2
)

n
∑

j=0

e−j
∆t
εα
ν ≤ C∆t.

3.3.2. General initial data. In the previous subsection, we observed that the
asymptotic scheme of (3.35) as ε→ 0 writes

ρ̂n+1
ν (k)− ρ̂nν (k)

∆t
= −κ̄|k|αρ̂n+1

ν (k), ∀n ≥ 0,

and moreover, we have ρ̂n+1 = ρ̂n+1
ν for all n ≥ 0. But, for general initial data, since

ρ̂0ν is different from ρ̂0, the asymptotic scheme is not the correct one because of this
initial mismatch. Then when the initial data is not at equilibrium, the previous scheme
is not AP and a suitable modification has to be done to recover the AP property. To
do so, we modify (3.35) to ensure that the first step of the asymptotic scheme writes
(when ε→ 0)

ρ̂1ν(k)− ρ̂
0(k)

∆t
= −κ̄|k|αρ̂1ν .

Hence, we have to find an expression for the term ρ̂0ν appearing in the first equation
of (3.35) for n = 0. Starting from (3.32) for n = 0, we get, up to first order

ρ̂1(k) =
〈

e−
∆t
εα

(ν+iεk·v)f̂0
〉

Nv,V
+ dρ̂0ν(k),

where d is given by

d =

〈

1− e−
∆t
εα

(ν+iεk·v)

ν + iεk · v
νM

〉

Nv,V

. (3.50)

Up to an error of order ∆t, it is possible to replace ρ̂1 by ρ̂0 so that ρ̂0ν becomes

ρ̂0ν =
1

d

(

ρ̂0 −
〈

e−
∆t
εα

(ν+iεk·v)f̂0
〉

Nv,V

)

. (3.51)

This expression is injected in (3.35) for n = 0 to compute ρ̂1ν . Then, for any ε, (3.51)
is a consistent approximation and when ε goes to zero, ρ̂0ν tends to ρ̂0 which ensures
the AP property for any initial data.

Another defect in the previous scheme (3.35) is that, for a general initial data, it
does not preserve the total mass. To overcome this, we add the following consistent
step for f̂n+1

f̂n+1(k = 0)← f̂n+1(k = 0)−
〈

f̂n+1(k = 0)
〉

Nv,V
M +

〈

f̂0(k = 0)
〉

Nv,V
M. (3.52)

Eventually, for a general initial condition, we have the following proposition
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Proposition 3.4. We consider the scheme defined for all k and all time indices
1 ≤ n ≤ N,n∆t = T by (3.35)-(3.52) and for the first step by



































ρ̂1ν(k) =
1

K − c0

[

Â0(t1, k) +
b0
d

(

ρ̂0 −
〈

e−
∆t
εα

(ν+iεk·v)f̂0
〉

Nv,V

)]

f̂1(k, v) = e−
∆t
εα

(ν+iεk·v)f̂0(k, v) + νM
(

γρ̂1ν(k) + βρ̂0ν(k)
)

f̂1(0, v) := f̂1(0, v)−
〈

f̂1(0, v)
〉

Nv,V
M +

〈

f̂0(0, v)
〉

Nv,V
M,

(3.53)

with K, Â0, b0, c0, γ, β and d defined in (3.21)-(3.30)-(3.31)-(3.34) and
(3.50). This scheme has the following properties:

(i) The scheme is first order in time and preserves the total mass.
(ii) The scheme is AP: for a fixed ∆t, the scheme solves the anomalous diffusion

equation when ε goes to 0

ρ̂n+1(k)− ρ̂n(k)

∆t
= −κ̄|k|αρ̂n+1(k),

where κ̄ is defined in (3.6).

Remark 6. for a general initial data, the time derivatives at t = 0 are not
bounded uniformly in ε. Hence, the uniform accuracy of the scheme is not a relevant
property to be considered. However, the numerical tests tends to suggest that the
consistency error is of order ∆t uniformly in ε.

Proof. To prove that the scheme is first order in time, we have to show that when
ε is fixed

‖ρ̂ν(t1, ·)− ρ̂
1
ν(·)‖∞ ≤ Cε∆t,

where Cε is a constant when ε is fixed. We will then be able to use the proof of Prop.
3.3. At the continuous level, (3.32) gives

ρ̂(t1, k) =
〈

e−
∆t
εα

(ν+iεk·v)f̂0(k, v)
〉

V
+

∫ ∆t
εα

0

〈

νMe−s(ν+iεk·v)
〉

V
ρ̂ν(t1 − ε

αs, k)ds.

Denoting by G(s) =
∫ t1−ε

αs

0
∂tρ̂ν(u)du and H = −

∫∆t

0
∂tρ̂(u)du the remainders of

the Taylor expansions of ρ̂ν(t1 − ε
αs, k) and ρ̂(t1, k), we have

ρ̂(t0, k) =
〈

e−
∆t
εα

(ν+iεk·v)f̂0(k, v)
〉

V
+ dρ̂ν(t0, k) +H

+

∫ ∆t
εα

0

〈

νMe−s(ν+iεk·v)
〉

V
G(s)ds,

with d defined in (3.50). Hence, the error made by replacing ρ̂ν(t0, k) by its approxi-
mation (3.51) in the first iteration of (3.35) is of magnitude

1

d

(

H +

∫ ∆t
εα

0

〈

νMe−s(ν+iεk·v)
〉

V
G(s)ds

)

.
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Eventually, the error done in the first iteration of (3.53) writes

‖ρ̂ν(t1, ·)− ρ̂
1
ν(·)‖∞ ≤

∣

∣

∣

∣

∣

1

d

b0
K − c0

(

H +

∫ ∆t
εα

0

〈

νMe−s(ν+iεk·v)
〉

V
G(s)ds

)∣

∣

∣

∣

∣

(3.54)

+

∣

∣

∣

∣

F

K − c0

∣

∣

∣

∣

∆t2,

with K, b0, c0 defined in (3.21)-(3.25)-(3.26) and F in (3.37) for n = 0. The proof
of Prop. 3.3 gives estimates for 1/(K − c0) and F/(K − c0) in (3.41) and (3.45).
Moreover, since

|b0| ≤

∣

∣

∣

∣

∣

∫ ∆t
εα

0

〈

ν2Me−s(ν+iεk·v)
〉

V
ds

∣

∣

∣

∣

∣

,

an exact computation of this integral shows that when ε is fixed, the term b0/d is
bounded. Assuming that the time derivatives of ρ̂ and ρ̂ν are bounded, there exists a
constant Cε depending a priori of ε such that ‖ρ̂ν(t1, ·)− ρ̂

1
ν(·)‖∞ ≤ Cε∆t. The proof

of Prop. 3.3 can then be used to show that the scheme is of order 1.
To show that (3.53) enjoys the AP property, we freeze ∆t and let ε go to 0 in the

expression of the scheme. The first iteration degenerates into

ρ̂1ν(k)− ρ̂
0(k)

∆t
= −κ̄|k|αρ̂1ν(k), ρ̂1(k, v) = ρ̂1ν(k)M,

then, when ε goes to zero ρ̂1(k) = ρ̂1ν(k) which ensures that the first iteration of the
scheme enjoys the AP property. As the following iterations are the same as in Prop.
3.3, this proves (ii).

4. Numerical results. In this section, we present some numerical tests to vali-
date the three schemes we proposed in Section 3. For simplicity, we denote by IS the
the implicit scheme, MMS the micro-macro scheme and DS the scheme based on the
Duhamel formulation of the kinetic equation. Eventually, the implicit Euler scheme
for the anomalous diffusion equation (3.8) is denoted adiff. We use the equilibrium
(1.2), the collision frequency (1.3) and the initial data

f0(x, v) = (1 + sin(πx))M0, (4.1)

for x ∈ [−1, 1] and v ∈ V = [−1, 1] and wmax = 1 for the computation of κ̄ in (3.6).
The normalization constant M0 is chosen such that 〈M〉Nv,V

= 1 and ν0 is fixed
ν0 = 1. We consider periodic conditions for the space, then the discretization used
for the space variable uses Nx + 1 points and is given by

xi = −1 + i∆x, 0 ≤ i ≤ Nx, (4.2)

where ∆x = 2
Nx

. This space discretization is linked to the Fourier modes we use for
the discrete Fourier transform in the numerical computations, that are the integers k
such that −Nx/2 ≤ k ≤ Nx/2. The uniform discretization of the velocities is done
with Nv = 2N ′

v + 1 points symmetrically distributed to ensure that the property
〈vM〉Nv ,V

= 0 is conserved at the discrete level. Denoting ∆v = 1/N
′

v, we set

vj = −1 + j∆v, 0 ≤ j ≤ 2N ′
v. (4.3)

Since the schemes do not require a refined velocity grid to enjoy the AP property, we
fix N ′

v = 10 in all the following tests. All the tests are performed using a final time
T = 1 and β = 1, the time step ∆t being specified in each case.
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4.1. The implicit scheme (IS). In this part, we test the properties of the IS
scheme. To highlight its AP character, we present in the left hand side of Fig. 4.1
the densities ρ(T, x) obtained by IS for ∆t = 10−1, Nx = 32 and a range of ε. For
this figure, we compare our results to the anomalous diffusion limit given by the adiff
scheme with the same time step. It appears that the densities converge slowly to the
anomalous diffusion limit when ε goes to 0. In the right part of Fig. 4.1, we plot the
L∞ norm (in space) of the error between ρ(T, x) given by IS and ρadiff(T, x) given by
adiff as a function of ε (in log scale). Then, we can compare our numerical results to
the rate of convergence computed in Prop. 2.2. We observe that the numerical rate
0.334 is in a very good agreement with the theoretical rate d/(d+1+β) ≈ 0.333. Let
us remark that we showed in Prop. 2.2 that theoretically, the convergence happens

rather with rate εmin( d
d+1+β

, β
d+1+β ), but the terms (5.1)-(5.2) giving the O(ε

β
d+1+β ) do

not arise numerically. Indeed, it is given by a divergent integral multiplied by a power
of ε. As we use a bounded domain for v and we did not apply a specific treatment for
these terms, this divergent integral is numerically finite and then it vanishes when ε
becomes small.
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Fig. 4.1. Left: For ∆t = 10−1, the densities given by IS for a range of ε and by adiff. Right:
For ∆t = 10−1, the error between the densities given by IS and by adiff as a function of ε (log
scale).

4.2. Micro-macro based scheme (MMS). In this part, we test the properties
of MMS. In the left hand side of Fig. 4.2 we present the densities ρ(T, x) obtained
with the MMS scheme for a range of ε and we compare it to the anomalous diffusion
limit given by adiff. We used Nx = 32 points to discretize the space. We use Fourier
variable for the equation on ρ (macro part), but the space derivatives of the micro part
are discretized with a classical first order upwind scheme. Hence, a CFL condition has
to respected so that ∆t = 10−3. When ε goes to zero, the densities obtained by MMS
converges towards the density obtained by adiff. On the right hand side of Fig. 4.2,
we plot the L∞ norm (in space) of the error between ρ(T, x) obtained by MMS and
ρadiff(T, x) obtained by adiff (using ∆t = 10−3), as a function of ε. We can observe
that the convergence happens with a rate 0.337 which is very close to the theoretical

value ε
d

d+1+β = 0.333.
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Fig. 4.2. left: For ∆t = 10−3, the densities given by the MMS scheme for a range of ε and the
anomalous diffusion limit given by the adiff scheme. Right: For ∆t = 10−3, the error between the
MMS scheme and the DSA scheme as a function of ε (log scale).

4.3. The integral formulation scheme (DS). In this section, we test the
properties of the DS scheme. First of all, we remark that for ε = 1 the scheme
appears to be of second order, as suggested by Fig. 4.3. For this test, we consider
Nx = 8 and we consider the L∞ norm (in space) of the error between the densities
given by DS for a range of ∆t ∈ [2 × 10−3, 0.5] and the density given by DS for
∆t = 10−3 (which is the reference).
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Fig. 4.3. For ε = 1, the error between DS computed for ∆t = 10−3 and DS computed for a
range of ∆t ∈ [2× 10−3, 0.5] (log scale).

Then, we study the AP character of the scheme, fixing ∆t = 10−1, considering
a range of ε. As previously, on the left hand side of Fig. 4.4, the densities ρ(T, x)
obtained by DS and by adiff (using ∆t = 10−1) are plotted as a function of space with
Nx = 32. On the right hand side of Fig. 4.4, the L∞ norm (in space) of the error
between ρ(T, x) obtained by DS and ρadiff(T, x) obtained by adiff (using ∆t = 10−1)
is plotted as a function of ε, for Nx = 8. As in the previous cases, we observe that

the numerical convergence rate is close to the theoretical one ε
d

d+1+β .
Eventually, we illustrate that DS is first order in time uniformly in ε. Indeed, the

left hand side of Fig. 4.5 displays the L∞ error (in space)

E(ε,∆t) = ‖ρε∆t(T, ·)− ρ
ε
∆t=10−3(T, ·)‖∞, (4.4)

where ρε∆t=10−3(T, x) is obtained by DS with ∆t = 10−3 and ρε∆t(T, ·) is obtained by
DS using larger ∆t. The error E(ε,∆t) is computed for a range of ∆t ∈ [5×10−3, 0.5]
and of ε ∈ [10−7, 1]. For this test, we fixed Nx = 8. These errors are stratified with
respect to ∆t, confirming the uniform accuracy of DS with respect to ε.

We now consider the following non equilibrium initial data

f0(x, v) = (1 + sin(πx))e−|v|, (4.5)
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Fig. 4.4. Left: For ∆t = 10−1, the densities given by DS for a range of ε and by adiff. Right:
For ∆t = 10−1, the error between DS and the adiff as a function of ε (log scale).

and the same numerical parameters as in the last test. As previously, we also look
at (4.4) (see the right hand side of Fig. 4.5). It turns out that even if the initial
condition is out of equilibrium, the Duhamel based scheme is uniformly accurate. As
a consequence, considering the maximum with respect to ε ∈ [10−7, 1] of E(ε,∆t)
enables to highlight that DS is of order 1 uniformly in ε (obviously, the same occurs
for the well-prepared initial data).
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Fig. 4.5. The error between DS computed for ∆t = 10−3 and DS computed for a range of ∆t,
as functions of ε (log scale). Left: equilibrium initial data (4.1). Right: non equilibrium initial data
(4.5).

5. Appendix. In this section, we deal with the proof of Prop. 2.1.

The proof is a direct consequence of the following lemma:

Lemma 5.1. Let f̂ be the solution of (1.5) in the Fourier variable for a given

initial condition f̂0 and let t > 0 be fixed. Then its modified density ρ̂ν satisfies
formally

∂tρ̂ν(t, k) + |k|
ακρ̂ν(t, k) = O

(

ε
d

d+1+β

)

+O
(

ε
β

d+1+β

)

,

with κ given by (1.7) and with the initial condition ρ̂ν(0, k) =
〈

νf̂0(k, v)
〉

V
/ 〈νM〉V .

Furthermore, the density and modified density ρ̂ and ρ̂ν satisfy formally ρ̂(t, k) =
ρ̂ν(t, k) +O (εα−γ) , for all 0 < γ < α.

Proof. (Lemma 5.1) The proof relies on the integral formulation (3.19) which
gives the expression (3.20) after an integration in v ∈ V . Using the notations K and
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Â0 defined in (3.21), let us rewrite (3.20) at time t as follows

Kρ̂ν(t, k) = Â0(t, k) +

∫ t
εα

0

〈

ν2Me−νs
〉

V
(ρ̂ν(t− ε

αs, k)− ρ̂ν(t, k)) ds (5.1)

+

∫ t
εα

0

〈

ν2M
(

e−s(ν+iεk·v) − e−νs
)〉

V
(ρ̂ν(t− ε

αs, k)− ρ̂ν(t, k)) ds (5.2)

+

∫ t
εα

0

〈

ν2M
(

e−s(ν+iεk·v) − e−νs
)〉

V
dsρ̂ν(t, k) (5.3)

+

∫ t
εα

0

〈

ν2Me−νs
〉

V
dsρ̂ν(t, k), (5.4)

and consider each line separately. First of all, let us remark that in (5.4), the integral in
s can be directly computed and that the initial layer term Â0 in (5.1) is exponentially
small. Let us denote I1 the integral term appearing in (5.1) and show that is equivalent

to −εα∂tρ̂ν(t, k) for small ε up to a rest of order O
(

εα+
αd

d+2+β

)

. We rewrite I1 as

I1 = −

∫ t
εα

0

〈

ν2Me−νs
〉

V

(∫ t

t−εαs

∂tρ̂ν(ξ, k)dξ

)

ds,

and we permute the integrals before computing exactly the integral in s to get

I1 = −

∫ t

0

∂tρ̂ν(t− ξ, k)
〈

νMe−ν
ξ

εα

〉

V
dξ +O(ε∞).

Hence, up to an exponentially small error in ε, I1 reads

I1 = −εα∂tρ̂ν(t, k)− ε
α

∫ t
εα

0

〈

νMe−ν(v)ξ
〉

V
(∂tρ̂ν(t− ε

αξ, k)− ∂tρ̂ν(t, k)) dξ.

It remains to show that the second term appearing in I1 is smaller that εα. Indeed

in the brackets we do the change of variables w = (ν0ξ)
1

d+2+β v to make appear a
fractional time derivative. Then with the change of variables ξ → εαξ in the integral
in ξ, I1 writes

I1 = −εα∂tρ̂ν(t, k) +O (ε∞)

− εα(
2d+2+β
d+2+β )M0ν

− d
d+2+β

0

∫ t

0

〈

|w|d+2+βe−|w|d+2+β
〉

|w|≤δ̃

∂tρ̂ν(t− ξ, k)− ∂tρ̂ν(t, k)

ξ
2d+2+β
d+2+β

dξ

where δ̃ =
(

ν0ξ
εα

)
1

d+2+β

and 〈·〉|w|≤δ̃ denotes the integration in w on the domain |w| ≤

δ̃. The term into brackets is integrable on Rd and 2d+2+β
d+2+β = 1 + d

d+2+β ∈ (1, 2).
Supposing that ρ̂ν is regular, the integral in ξ is well defined and is bounded by a
constant for any fixed t. Hence

I1 = −εα∂tρ̂ν(t, k) +O
(

εα+
αd

d+2+β

)

. (5.5)

Now, let us denote I2 the term (5.2) and remark that it vanishes for k = 0. We

want to show that it is of magnitude O
(

εα+
d

d+1+β

)

when ε goes to 0. For nonzero
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k we apply the change of variable w = ε|k|v
ν(v) , such that v =

(

ε|k|
ν0|w|d+2+β

)
1

d+1+β

w and

dv = 1
d+1+β

(

ε|k|
ν0|w|d+2+β

)
d

d+1+β

dw, to make the limit appear in the brackets. Then,

with a Taylor expansion of ρ̂ν , I2 writes

I2 = −εαC

∫ t
εα

0

〈

ϕ

|w|d+α

(

e−sϕ(1+iw·e) − e−sϕ
)

〉

|w|≥∆

(∫ t

t−εαs

∂tρ̂ν(ξ, k)dξ

)

ds,

where C =
|k|αM0ν

1−α
0

d+1+β , ϕ = ν0

(

ε|k|
ν0|w|

)
d+2+β
d+1+β

, ∆ = ε|k|
ν0

and where e denotes any

unitary vector. As for I1, we permute the integrals before computing the integral in
s to get the following expression of I2

I2 = ε2αCI12 + εαC∂tρ̂ν(t, k)I
2
2 +O (ε∞) , (5.6)

with

I12 =

∫ t
εα

0

〈

1

|w|d+α

(

e−ξϕ(1+iw·e)

1 + iw · e
− e−ξϕ

)〉

|w|≥∆

(∂tρ̂ν(t− ε
αξ, k)− ∂tρ̂ν(t, k)) dξ

(5.7)

I22 =

∫ t

0

〈

1

|w|d+α

(

e−
ξ

εα
ϕ(1+iw·e)

1 + iw · e
− e−

ξ
εα
ϕ

)〉

|w|≥∆

dξ. (5.8)

The exact computation of the integral in ξ leads to

I22 = O
(

ε
d

d+1+β

)

, (5.9)

and we now focus on I12 . In the brackets we do the change of variables

v = ν0
|k|ε (ξν0)

− d+1+β
d+2+β such that ξϕ = 1

|v|
d+2+β
d+1+β

, to get

〈

1

|w|d+α

(

e−
ξ

εα
ϕ(1+iw·e)

1 + iw · e
− e−

ξ
εα
ϕ

)〉

|w|≥∆

=
ν

α
d+2+β

0

εα|k|α
1

ξα
d+1+β
d+2+β

〈

1

|v|d+α







e
− 1

|v|

d+2+β
d+1+β

(1+iψ(v)·e)

1 + iψ(v) · e
− e

− 1

|v|

d+2+β
d+1+β







〉

|v|≥∆̃

,

with ψ(v) = ε|k|
ν0

(ξν0)
d+1+β
d+2+β v and ∆̃ = ν0

ε|k| (ξν0)
− d+1+β

d+2+β ∆. This last expression gives

the following upper bound for I12

∣

∣εαI12
∣

∣ ≤ C

∫ t
εα

0

|∂tρ̂ν(t− ε
αξ, k)− ∂tρ̂ν(t, k)|

|ξ|α
d+1+β
d+2+β

dξ,

we then apply the change of variables ξ → εαξ to get εαI12 = O
(

ε
αd

d+2+β

)

, which

combined with (5.9) in (5.6) leads to

I2 = O
(

εα+
d

d+1+β

)

+O
(

εα+
αd

d+2+β

)

= O
(

εα+
d

d+1+β

)

. (5.10)
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It remains to consider (5.3), let us denote

I3 =

∫ t
εα

0

〈

ν2M
(

e−s(ν+iεk·v) − e−νs
)〉

V
ds,

that writes after the change of variables w = ε|k|v
ν(v) and an exact integration in s

I3 = −
εα|k|αν1−α0 M0

d+ 1 + β

〈

1

|w|d+α
(w · e)2

1 + (w · e)2

〉

|w|≥∆

+ O(ε∞),

where we see the anomalous diffusion coefficient appear. Eventually, we get the fol-
lowing equivalent for I3

I3 = −εακ+O
(

εα+
β

d+1+β

)

, (5.11)

with κ given by (1.7). Finally replacing the lines (5.1)-(5.2)-(5.3)-(5.4) with their
equivalents leads to the result

∂tρ̂ν + |k|
ακρ̂ν = O

(

ε
d

d+1+β

)

+O
(

ε
β

d+1+β

)

. (5.12)
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