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#### Abstract

In this paper we apply a duality algorithm to the general obstacle problem for second order operators. We reduce the problem to the null obstacle case and we solve it by using an algorithm based on a dual approximate problem. This method generates a quadratic minimization problem, which is easy to implement numerically. The convergence properties and the numerical results show that the algorithm is working properly for any admissible obstacle.
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## 1 Introduction

The obstacle problem is a very well studied subject. Many methods have been applied for solving it. For instance, Glowinski 6 used the finite element method for solving the null obstacle problem, while Barbu and Precupanu 2 studied the problem from the duality point of view. The general obstacle problem is also intensively studied for its wide range of applications in mechanics and physics. We refer here to Rodrigues 14, Caffarelli and Friedman 4], Duvaut and Lions (5) and Ciarlet 3 .

We extend here the the duality method developed in the articles Merluşcă [8, 9], by the application of the Fenchel theorem to the obstacle problem. We discuss the general obstacle problem in Section 2. We reduce the problem to the null obstacle case and we compute the solutions using the duality method (Merluşcă [9]). In Merluşcă [10], the case of the fourth order obstacle problem was analysed. In section 3, we apply this technique in numerical examples for one dimensional problems and the obtained results are very accurate. Finally, we mention the works of Neittaanmaki, Sprekels and Tiba 12 and Sprekels and Tiba [15], where a related duality approach was used in the study of KirchhoffLove arches and explicit solutions were obtained.
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## 2 The general obstacle problem for second order equations

We consider the following obstacle problem

$$
\begin{equation*}
\min \left\{\frac{1}{2} \int_{\Omega}|\nabla y|^{2}-\int_{\Omega} f y \quad: y \in K_{\psi}\right\} \tag{1}
\end{equation*}
$$

where $K_{\psi}=\left\{y \in H_{0}^{1}(\Omega): y \geq \psi\right\}, \psi \in H^{1}(\Omega)$ is such that $\left.\psi\right|_{\partial \Omega} \leq 0$ and $f \in L^{2}(\Omega)$.

It is known that the unique solution of problem (1) is an element in $H^{2}(\Omega)$ (Th. 2.5, 1]).
Lemma 1. Let $y_{\psi}$ be the solution of the problem (1) and $\hat{y}$ the solution of the problem

$$
\begin{gather*}
-\Delta \hat{y}=f, \quad \text { on } \Omega, \\
\hat{y}=0, \quad \text { on } \partial \Omega, \tag{2}
\end{gather*}
$$

then $y_{\psi} \geq \hat{y}$ almost everywhere on $\Omega$.
The problem (1) in which we replace $\psi$ by $\hat{\psi}=\max \{\hat{y}, \psi\} \in H_{0}^{1}(\Omega)$ has the same solution $y_{\psi}$.

Proof. Denoting $\beta \subset \mathbb{R} \times \mathbb{R}$ a maximal monotone operator defined by

$$
\beta(z)= \begin{cases}]-\infty, 0], & z=0, \\ 0, & z>0, \\ \emptyset, & z<0 .\end{cases}
$$

we rewrite (1) as

$$
\begin{equation*}
-\Delta y_{\psi}+\beta\left(y_{\psi}-\psi\right) \ni f \quad \text { in } \Omega . \tag{3}
\end{equation*}
$$

Then, since $y_{\psi} \in H^{2}(\Omega), \beta\left(y_{\psi}-\psi\right) \in L^{2}(\Omega)$ and $\beta\left(y_{\psi}-\psi\right) \leq 0$ a.e. on $\Omega$. By a comparison of (2) and (3), we obtain that $y_{\psi} \geq \hat{y}$ a. e. on $\Omega$.

We denote $\hat{K}=\left\{y \in H_{0}^{1}(\Omega): y \geq \hat{\psi}\right\}$. Then $y_{\psi} \in \hat{K}, \Delta y_{\psi}+f \leq 0$ a.e. on $\Omega$.
For every $v \in \hat{K}$, we compute

$$
\begin{aligned}
\int_{\Omega}\left(\Delta y_{\psi}+f\right)\left(v-y_{\psi}\right) & =\int_{\Omega}\left(\Delta y_{\psi}+f\right)\left(\hat{\psi}-y_{\psi}\right)+\int_{\Omega}\left(\Delta y_{\psi}+f\right)(v-\hat{\psi}) \\
& \leq \int_{\Omega}\left(\Delta y_{\psi}+f\right)\left(\hat{\psi}-y_{\psi}\right)=0
\end{aligned}
$$

The last equality is due to the classical formulation of the obstacle problem (the complementarity property)

$$
\begin{aligned}
& -\Delta y_{\psi}=f, \quad \text { in } \Omega^{+}=\left\{y_{\psi} \in \Omega: y_{\psi}(x)>\psi(x)\right\}, \\
& -\Delta y_{\psi} \geq f, \quad \text { in } \Omega \backslash \Omega^{+}=\left\{y_{\psi} \in \Omega: y_{\psi}(x)=\psi(x)\right\}, \\
& y_{\psi}=\psi \text { and } \frac{\partial y_{\psi}}{\partial n}=\frac{\partial \psi}{\partial n}, \quad \text { on } \partial \Omega^{+} \cap \Omega, \\
& y_{\psi}=0 \quad \text { on } \partial \Omega \text {. }
\end{aligned}
$$

and to the fact that $y_{\psi}(x)=\psi(x)$ means that $\hat{y}(x) \leq \psi(x)$ and that yields that $y_{\psi}(x)=\hat{\psi}(x)$.

Then integrating by parts we get

$$
\int_{\Omega} \nabla y_{\psi} \nabla\left(v-y_{\psi}\right) \leq \int_{\Omega} f\left(v-y_{\psi}\right), \quad \forall v \geq \hat{\psi}
$$

Remark 1. Lemma 1 is known (see Murea and Tiba 11]) and we indicate its proof for easy reference.

The null obstacle problem that we use is

$$
\begin{equation*}
\min _{y \in K_{0}}\left\{\frac{1}{2} \int_{\Omega}|\nabla y|^{2}-\int_{\Omega} f y+\int_{\Omega} \nabla \hat{\psi} \nabla y\right\} \tag{4}
\end{equation*}
$$

Let $y_{0}$ be the unique solution of problem (4).
Proposition 1. Then the solution of the problem (1) can be computed by just adding $\hat{\psi}$, i.e.

$$
\begin{equation*}
y_{\psi}=y_{0}+\hat{\psi} . \tag{5}
\end{equation*}
$$

Proof. The weak formulation of problem (4) is given by the form

$$
\int_{\Omega} \nabla y_{0} \nabla\left(y_{0}-v\right) \leq \int_{\Omega} f\left(y_{0}-v\right)-\int_{\Omega} \nabla \hat{\psi} \nabla\left(y_{0}-v\right), \quad \forall v \in K_{0}
$$

We translate the problem by adding $\hat{\psi}$. Then, for every $v \in K_{0}$, we get $v+\hat{\psi} \geq$ $\hat{\psi} \geq \psi$. With this translations from the variational inequality we obtain

$$
\int_{\Omega} \nabla\left(y_{0}+\hat{\psi}\right)\left(\nabla\left(y_{0}+\hat{\psi}\right)-\nabla(\hat{\psi}+v)\right) \leq \int_{\Omega} f\left(y_{0}+\hat{\psi}-v-\hat{\psi}\right)
$$

Using Lemma 1 it yields that, by a translation with $\hat{\psi}$, the problem (4) is equivalent to problem (1). Then we conclude that $y_{0}+\hat{\psi}=y_{\psi}$.

Since $\int_{\Omega} \nabla y \nabla \hat{\psi}=-\int_{\Omega} \Delta \hat{\psi} y$ and $\Delta \hat{\psi} \in H^{-1}(\Omega)$, then we can consider the approximate problem

$$
\begin{equation*}
\min \left\{\frac{1}{2} \int_{\Omega}|\nabla y|^{2}-\int_{\Omega}(f+\Delta \hat{\psi}) y \quad: y \in C_{k}\right\} \tag{6}
\end{equation*}
$$

where $C_{k}=\left\{y \in H_{0}^{1}(\Omega): y\left(x_{i}\right) \geq 0, \forall i=1,2, \ldots, k\right\}$ and $\left\{x_{i}\right\}_{i}$ is a dense set in $\Omega$.

In (6), we assume that $\operatorname{dim} \Omega=1$ (for the numerical applications in Section 3), but the result can be extended in higher dimension by using non hilbertian Sobolev spaces. Using the Sobolev imbedding theorem and the weak lower semicontinuity of the norm, then we can prove the following approximation result (see Merluşcă 9])

Theorem 1. The sequence $\left\{\bar{y}_{k}\right\}_{k}$ of the solutions of problems (6), for $k \in \mathbb{N}$, is a strongly convergent sequence in $H_{0}^{1}(\Omega)$ to the unique solution $\bar{y}$ of the problem (4).

We denote $\hat{f}=f+\Delta \hat{\psi} \in H^{-1}(\Omega)$. Applying the Fenchel duality theorem to problem (6) we obtain the dual problem

$$
\begin{equation*}
\min \left\{\frac{1}{2}\left|y^{*}+\hat{f}\right|_{H^{-1}(\Omega)}^{2} \quad: y \in C_{k}^{*}\right\} \tag{7}
\end{equation*}
$$

where $C_{k}^{*}=\left\{y^{*} \in H^{-1}(\Omega): y^{*}=\sum_{i=1}^{k} \alpha_{i} \delta_{x_{i}}, \alpha_{i} \geq 0\right\}$ is the dual cone.
Remark 2. Let $y_{k}^{*}$ be the solution of the dual approximate problem (7). Since $y_{k}^{*} \in C_{k}^{*}$, it is sufficient to compute the coefficients $\alpha_{i}^{*}$, due to the formula

$$
y_{k}^{*}=\sum_{i=1}^{k} \alpha_{i}^{*} \delta_{x_{i}}
$$

The solution $y_{k}$ of the approximate problem (6) is computed using the equality $y_{k}=J^{-1}\left(y_{k}^{*}+\hat{f}\right)$, where $J$ is the duality mapping $J: H_{0}^{1}(\Omega) \rightarrow H^{-1}(\Omega)$ and we also have $\alpha_{i}^{*} y_{k}\left(x_{i}\right)=0, \quad \forall i=\overline{1, k}$.

We obtain the formula for the solution of the approximate problem, denoted by $y_{k}^{0}$,

$$
y_{k}^{0}=\sum_{i=1}^{k} \alpha_{i}^{*} J^{-1}\left(\delta_{i}\right)+J^{-1}(\hat{f})
$$

using the fact that the duality mapping $J: H_{0}^{1}(\Omega) \rightarrow H^{-1}(\Omega)$ is defined by $J(y)=-\Delta y$.

Then applying (5) we find the approximate solution of the general obstacle problem (1).

## 3 Numerical applications

In this section we discuss two examples in one dimension for the general obstacle problem for second order operators.

We consider the obstacle problem (1) with $\Omega=]-1,1$ [ the domain, $\psi \equiv-1 / 18$ the obstacle and

$$
f(x)= \begin{cases}-1, & |x|>1 / 4 \\ 1-32 x^{2}, & |x| \leq 1 / 4\end{cases}
$$

The solution of this problem is, Ockendon and Elliott 13, (pp. 93-94)

$$
u(x)= \begin{cases}-\frac{1}{18}+\frac{1}{2}\left(x \pm \frac{2}{3}\right)^{2}, & \frac{2}{3}<|x| \leq 1 \\ -\frac{1}{18}, & \frac{1}{3} \leq|x| \leq \frac{2}{3} \\ -\frac{1}{18}+\frac{1}{2}\left(x \pm \frac{1}{3}\right)^{2}, & \frac{1}{4} \leq|x|<\frac{1}{3} \\ -\frac{1}{32}+\frac{8}{3} x^{2}\left(x^{2}-\frac{3}{16}\right), & |x|<\frac{1}{4}\end{cases}
$$

The duality mapping $J: H_{0}^{1}(\Omega) \rightarrow H^{-1}(\Omega)$ is defined as $J(y)=-y^{\prime \prime}$. It is a linear bounded operator.

We consider the discretization $x_{i}=2 i h-1$, where $h=1 / k$, for all $i \in$ $\{0,1,2, \ldots, k\}$.

We denote by $d_{i}=J^{-1}\left(\delta_{x_{i}}\right)$. Computing them we get

$$
d_{i}(x)=\left\{\begin{array}{lr}
0.5\left(1-x_{i}\right)(x+1), & x \leq x_{i}, \\
0.5\left(1-x_{i}\right)(x+1)-x+x_{i}, & x>x_{i},
\end{array} \quad \forall i \in\{0,1, \ldots, k\}\right.
$$

We consider $y_{f}=J^{-1}(f+\Delta \hat{\psi})$ the solution of the problem

$$
\begin{aligned}
& \left.-y_{f}^{\prime \prime}=f+\Delta \hat{\psi}, \quad \text { on }\right]-1,1[, \\
& y_{f}(-1)=y_{f}(1)=0 .
\end{aligned}
$$

Then

$$
\left|y^{*}+f+\Delta \hat{\psi}\right|_{H^{-1}(\Omega)}^{2}=\left|\sum_{i=1}^{k} \alpha_{i} d_{i}+y_{f}\right|_{H_{0}^{1}(\Omega)}^{2}
$$

and

$$
\left|\sum_{i=1}^{k} \alpha_{i} d_{i}+y_{f}\right|_{H_{0}^{1}(\Omega)}^{2}=\sum_{i, j=1}^{k} \alpha_{i} \alpha_{j} \int_{\Omega} d_{i}^{\prime} d_{j}^{\prime}+2 \sum_{i=1}^{k} \alpha_{i} \int_{\Omega} d_{i}^{\prime} y_{f}^{\prime}+\int_{\Omega}\left(y_{f}^{\prime}\right)^{2} .
$$

Denoting $a_{i j}=\int_{\Omega} d_{i}^{\prime} d_{j}^{\prime}, b_{i}=\int_{\Omega} d_{i}^{\prime} y_{f}^{\prime}$, we solve the dual problem (7) which is equivalent to the quadratic minimization problem

$$
\begin{equation*}
\min _{\alpha \geq 0} \frac{1}{2} \alpha^{T} A \alpha+b^{T} \alpha \tag{8}
\end{equation*}
$$

where $A=\left[a_{i j}\right]$ and $b=\left[b_{i}\right]$.
Computing the components, we get $b_{i}=y_{f}\left(x_{i}\right)$ and

$$
a_{i j}=\left\{\begin{array}{l}
0.5\left(1+x_{i}\right)\left(1-x_{j}\right), j>i, \\
0.5\left(1+x_{j}\right)\left(1-x_{i}\right), j \leq i
\end{array}\right.
$$

In Figure 1 we represent the coefficients $\left\{\alpha_{i}^{*}\right\}_{i=1,100}$, the solution of the problem (8).

We construct the solution of the problem (6) using Remark 2 , then we apply formula (5) to obtain the approximate solution of (1).

In Figure 2 we represent three solutions: the one computed by the duality method, the one computed with the IPOPT optimizer (Freefem++ script included in the ff-Ipopt dynamic library, Hatch (7); for details about the method see Wächter and Biegler (16) and the exact solution given by Ockendon and Elliot 13]. They coincide graphically.

We now consider an example with general obstacle:

$$
\begin{equation*}
\min \left\{\frac{1}{2} \int_{\Omega}|\nabla y|^{2}-\int_{\Omega} f y: y \in K_{\psi}\right\} \tag{9}
\end{equation*}
$$



Fig. 1: The coefficients $\left\{\alpha_{i}^{*}\right\}_{i}$.


Fig. 2: The exact solution, the dual solution and the IPOPT solution are graphically identical.
where $\left.K_{\psi}=\left\{y \in H_{0}^{1}(\Omega): y \geq \psi\right\}, \Omega=\right]-1,1\left[, \psi(x)=-x^{2}+0.5\right.$ and

$$
f(x)= \begin{cases}-10, & |x|>1 / 4 \\ 10-x^{2}, & |x| \leq 1 / 4\end{cases}
$$

After solving the quadratic minimization problem (8), the solution of which is represented in Figure 3, we compute the solution of the approximate problem (6) using the Remark 2 .


Fig. 3: The coefficients $\left\{\alpha_{i}^{*}\right\}_{i}$.

We represent in Figure 4 the obstacle $\psi$ and the solutions, one computed by the duality method and the other one computed by the IPOPT method [7]. The two solutions are very close and coincide graphically.
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