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Abstract—This paper presents a Visual EKF-SLAM process
using an original and very efficient strategy for initializing
landmarks. Usually, with Cartesian coordinates, new points are
created along the line-of-sight with a large variance. However,
this type of initialization is subject to significant linearization
issues making landmarks diverge from their real position. The
immediate consequence is a failure of the Visual SLAM process.
We propose here a new strategy that avoids or drastically limits
the linearization errors. The first part of this strategy takes place
during the tracking process where a coherent window is needed
in order to successfully follow a point and make it converge. The
second part concerns the update step. Due to linearization errors,
a landmark in front of the observer can be updated behind it.
We compute a corrective of the Kalman gain in order to preserve
the integrity. We applied this strategy to real data illustrating its
efficiency.

I. INTRODUCTION

The Simultaneous Localization And Mapping (SLAM) has
received a lot of attention over the last two decades [10].
Though solutions to the main problems have been found [9],
they mostly rely on the use of range and bearing sensors
[2]. However, sensors like LRFs (Laser Range Finders) are
expensive and usually only allow 2D perception. Conversely,
monocular SLAM is cheap and allows to estimate the 6 DoF
of a camera pose (3D position and the 3 associated angles).
Nevertheless, cameras are bearing-only sensors. Estimating
the accurate depth of a landmark requires many observations
with a sufficient parallax. When dealing with Visual SLAM,
it is thus a difficult problem to correctly initialize and track
landmarks until they converge to their real position.

There exist various ways to perform SLAM. Among them,
the most popular are Extended Kalman Filters (EKFs) [20],
particle filters [11][22], bundle adjustment based methods [14]
and Unscented Kalman Filters (UKFs) [5]. All these ap-
proaches can be expensive in terms of memory and processing
time. Nevertheless, we chose the EKF as submapping methods
[4][12] can be utilized in order to limit this load.

When dealing with bearing-only SLAM, two types of
initialization can be found in the literature: delayed and
undelayed ones. Delayed initialization, like in [1] and [8],
has the advantage to only use accurately defined landmarks.
However, it means that a large amount of information is lost.
For example, when the vehicle is turning, landmarks will pass
out of the field-of-view without being initialized leading to
a large error on the localization of the robot. Concerning
undelayed initializations, the easiest way to perform it would

be to create a point on the line-of-sight of its first observation
with a large variance. However, this leads to significant lin-
earization issues when tracking and updating landmarks [3].
To avoid this problem, the Inverse Depth (ID) parametrization
is usually chosen to represent landmarks [7][16]. Yet, this
solution is an over-parametrization of the problem where 6
parameters are required to estimate a 3D pose. Consequently,
this representation is computationally expensive (size of the
state vector duplicated) and so not suitable for long distance
SLAM. In practice, a strategy allowing to switch from ID
parametrization to Cartesian coordinates is used to prevent
the computational load from becoming too significant [6]. In
[15] and [21], multiple hypothesis are utilized for a single
point. They are integrated into the state vector and discarded
when considered wrong. This solution is also computationally
expensive and needs a special strategy when performing the
update step of the Kalman filter due to the wrong hypothesis
inserted in the state vector.

In this paper, we propose a solution to the problems induced
by the linearization steps when using a simple Cartesian
representation for landmarks in the EKF framework. The
problem we address here is twofold:
• Getting a coherent tracking window (uncertainty projec-

tion into the image plane) from a landmark when the real
point is far from the fictitious one

• Updating correctly the state vector when the landmark is
initialized far from its real position

The next section will show why tracking and update fail
when using the classical Jacobian computation. Section III
will present a solution to the first problem stated (tracking
window). Then, in Section IV, a correction of the Kalman
gain is proposed so as to avoid the loss of the integrity.
Next, Section V will present the experiments conducted and
the results obtained illustrating that our approach is efficient.
Finally, Section VI will conclude and give some insights about
what we are planning to do next.

II. PROBLEM STATEMENT

Considering an observation in the image plane zi =(
u v

)T
, we search the 3D point corresponding in the camera

frame zc =
(
x y z

)T
. A representation of the frames used

in this paper is given in Figure 1 (the mobile camera evolves
along the ~x axis).



Fig. 1. Camera and image frames used in this paper.

The pinhole model provides the following relation:susv
s

 = F.zc (1)

with

F =

cu fu 0
cv 0 fv
1 0 0


where fu and fv are the focal distances in pixels and cu

and cv represent the coordinates of the optical center in the
image frame. We initialize the landmark with a fictive depth
(x coordinate) corresponding to half the maximum distance
possible for a point. This distance has to be chosen depending
on the environment the camera is moving in. Thanks to this
fictive depth, we can infer the pose of the fictitious 3D point:

y =
ux− cux

fu

z =
vx− cvx

fv

(2)

The covariance associated to this point also needs to be
initialized. Let g(zc,F) be the non-linear function linking the
3D point to the 2D one. Let G be the Jacobian associated to
g. This gives the following relation:

Pi = GPcG
T (3)

where Pi and Pc are respectively the covariance of the
point newly initialized in the image and the camera frame:
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(
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and G is defined as follows:
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The error made on a new point cannot be greater than the
observation noise (defined as a diagonal matrix) as no updates
(or other observations) have been made yet. To initialize
properly the covariance of the 3D point, we rotate it on the ~x
axis of the camera frame. This leads to the following 3D point:(
ρ 0 0

)T
where ρ =

√
x2 + y2 + z2 and consequently the

following diagonal covariance:

P
′

c =


(ρ− dmin)

2 0 0

0
σ2
uρ

2

f2u
0

0 0
σ2
vρ

2

f2v

 (4)

where dmin is the minimal distance from which the camera
can see. P

′

c is then put on the line-of-sight of the observation
thanks to the appropriate rotation. Finally, the estimated pose
of the camera allows to put the point and its covariance in the
world frame. The uncertainty associated to the position of the
camera is taken into account during this step.

The point fully initialized is then tracked in order to make
it converge towards its real position. Let x̂ be the state vector
(including the camera and landmark poses). Let h(x̂k|k−1)
be the non-linear function (observation function) utilized to
predict the measurement from the predicted state x̂k|k−1 at
time k and Hk be the Jacobian associated to h. Let Hc,k

be the Jacobian associated to the covariance of the mobile
sensor Pc,k|k−1 and Hlw,k be the Jacobian associated to
the covariance of the landmark l in the world frame. The
prediction of the covariance of a landmark l in the image
frame can be computed as follows:

Pli,k|k−1 = Hc,kPc,k|k−1H
T
c,k + Hlw,kPlw,k|k−1H

T
lw,k (5)

However, in (5), we linearize around the fictitious point
which can be far from the real pose causing the projection
of the ellipsoid corresponding to the covariance matrix to be
wrong. The tracking issues resulting from this are illustrated
in Figure 2 where no updates are performed (prediction only).

Section III will present a method to compute a bounding
box that properly fits the projection of the ellipsoid into the
image.

Another problem arises when performing the update step of
the EKF. The equations of the update are as follows:

x̂k|k = x̂k|k−1 + Kk(zk − h(x̂k|k−1)) (6)

Pk|k = Pk|k−1 −KkHkPk|k−1 (7)

where zk is the observation at time k and Kk is the Kalman
gain whose equation is:

Kk = Pk|k−1H
T
k (HkPk|k−1H

T
k + Rk)

−1 (8)

where Rk is the observation noise. The problem is similar
to the one exposed previously. Indeed, we linearize around the



(a) First frame: tracking successful (b) Second frame: tracking successful (c) Third frame: tracking failure (d) Seventh frame: tracking failure

Fig. 2. Tracking failure due to significant linearization errors. The green rectangle is the predicted window where the landmark is supposed to be. The red
cross is the estimate of the landmark position. The green circle is the observation (patch matched with ZNCC).

fictitious point leading to a wrong estimate. As a consequence,
a landmark can be updated at a position behind the vehicle
which is impossible. This problem is illustrated in Figure 3.

(a) Initialization of the point at 100 meters on the line-of-sight

(b) First update: integrity is preserved

(c) Second update: landmark updated behind the observer

Fig. 3. Top view of a point updated behind the observer. The blue circle is
the position of the vehicle. The red square is the landmark. The black ellipse
is the uncertainty associated to the landmark.

This problem has also been stated and treated for ID
parametrization in [17] but the proposed solution cannot be
applied with Cartesian landmarks. In Section IV, we will
present a solution working with a simple Cartesian pose that
will correct the update step and prevent the landmarks from
being updated at a wrong position.

III. BOUNDING BOX FOR TRACKING

We propose here a method to find the bounding box
corresponding to the projection of the ellipsoid associated to a
landmark uncertainty in the image frame thanks to its tangent
planes. Other methods exist to find a proper projection. In

[18], Laplace’s method is used to correctly fit a Gaussian at
the global maximum of the observation function. However, a
minimization step is required to find a correct solution. The
approach proposed here does not rely on a minimization step.
The idea is to find the planes tangent to the ellipsoid that give
the maximum size of the corresponding ellipse in the image.
Four tangent planes are needed in order to have a correct
bounding box. Let Pc be the covariance matrix of a landmark
in the camera frame:

Pc =

a b c
b d e
c e f


and

P−1c =
1

detPc

df − e2 ce− bf be− cd
ce− bf af − c2 cb− ae
be− cd cb− ae ad− b2



=

A B C
B D E
C E F


Then, a relationship verified by the points on the surface of

the ellipsoid E generated by Pc is the Mahalanobis distance:x− x0y − y0
z − z0

T

P−1c

x− x0y − y0
z − z0

 = 1 (9)

where
(
x0 y0 z0

)T
is the center of E . The planes tangent

to E are also orthogonal to the surface normal. Moreover, the
normal at a point on the surface is given by the gradient:

~n = ∇E (x, y, z) =

(
∂E

∂x

∂E

∂y

∂E

∂z

)T

=

2(x− x0)A+ 2(y − y0)B + 2(z − z0)C
2(x− x0)B + 2(y − y0)D + 2(z − z0)E
2(x− x0)C + 2(y − y0)E + 2(z − z0)F


(10)

To be part of a plane p, orthogonal to the normal, a point
must verify the following relation:



xpyp
zp

 ∈ p⇔
xp − xyp − y
zp − z

T

· ~n = 0 (11)

As we are looking for the points located on the planes
passing by the origin (camera), we can simplify equation (11):(

x y z
)
· ~n = 0 (12)

The other constraint we can add is that the tangent planes
intersect the image plane to form vertical or horizontal lines.
This means that vertical planes will contain the ~z axis and
horizontal ones will contain the ~y axis. Consequently, for the
points belonging to the vertical planes:

~z · ~n = 0⇔ (x− x0)C + (y − y0)E + (z − z0)F = 0 (13)

and for those belonging to the horizontal planes:

~y · ~n = 0⇔ (x− x0)B + (y − y0)D + (z − z0)E = 0 (14)

These constraints give us the following system to solve for
the vertical planes:

x− x0y − y0
z − z0

T

P−1c

x− x0y − y0
z − z0

 = 1

(
x y z

)
· ~n = 0

(x− x0)C + (y − y0)E + (z − z0)F = 0

(15)

and the following for the horizontal planes:

x− x0y − y0
z − z0

T

P−1c

x− x0y − y0
z − z0

 = 1

(
x y z

)
· ~n = 0

(x− x0)B + (y − y0)D + (z − z0)E = 0

(16)

By solving the system (15), we find two points on the
ellipsoid matching the different constraints. We then project
them into the image thanks to the intrinsic parameters. This
gives us the left and right limits of the bounding box. We
also find two points by resolving (16) which gives us the
top and bottom limits of the bounding box. Thanks to this
information, we can successfully track the landmarks in the
image plane. Figure 4 gives, with the same set of images used
in Figure 2, the tracking results with the bounding box method
presented here. The landmark is tracked successfully with no
update steps (prediction only) illustrating the effectiveness of
our approach.

IV. UPDATE CORRECTION

When dealing with a point newly initialized, the Jacobian
associated to the observation function h can be erroneous as
it is linearized around a fictitious point which can be far from
the real landmark pose (cf. Fig. 3).

In order to avoid this problem, we introduce here a correc-
tive of the Kalman gain [13] whose goal is to limit the impact
of the state update on the point when it is needed. Indeed,
as long as the update does not put the landmark before the
observation, the Kalman gain is used without any correction.
Otherwise, the idea is to have the following relation verified
after the update:

zk = h(x̂k|k) (17)

Indeed, as the transformation from one space (image) to
another of higher dimension (camera) is not well-conditioned,
it is necessary to find a factor that makes (17) true. Let Ωk be
the Kalman gain once the corrective factor r has been applied.
It is thus defined as follows:

Ωk = r ×Kk (18)

In the case of our Visual SLAM, for a landmark xl =(
xl yl zl

)T
defined in the world frame, the observation

function can be written:
uest =

F1R
T
cw(xl − tcw)

F3RT
cw(xl − tcw)

vest =
F2R

T
cw(xl − tcw)

F3RT
cw(xl − tcw)

(19)

where uest and vest correspond to the estimated position of
the landmark in the image, Fi is the ith line of the intrinsic
parameters matrix, Rcw is the rotation matrix passing points
from the camera frame to the world frame and tcw is the trans-
lation associated to the rotation. With zk =

(
uobs vobs

)T
and

by taking into account (17) and (18), we can write:
uobs =

F1R
T
cw(xl + Ω∆− tcw)

F3RT
cw(xl + Ω∆− tcw)

vobs =
F2R

T
cw(xl + Ω∆− tcw)

F3RT
cw(xl + Ω∆− tcw)

(20)

with the innovation ∆ = zk − h(x̂k|k−1) and Ω the
corrected Kalman gain associated to xl. This leads to the two
following corrections:

ru =
(uobs − uest)De

(F1 − uobsF3)RT
cwK∆

(21)

rv =
(vobs − vest)De

(F2 − vobsF3)RT
cwK∆

(22)

where De = F3R
T
cw(xl − tcw). As these scalars are

correctors they cannot exceed 1. Keeping a corrective factor
above 1 will cause the EKF to be overconfident leading to a
wrong estimate. We will keep the lowest value from (21) and
(22) to avoid this problem. If the chosen corrector is greater
than 1, then no correction is applied.

This corrective factor will prevent the landmarks from being
updated behind the observer. Linearization errors are drasti-
cally reduced and the integrity is maintained. More details



(a) First frame: tracking successful (b) Third frame: tracking successful (c) Seventh frame: tracking successful (d) Tracking after 18 frames

Fig. 4. Tracking with the bounding box method presented here. The green rectangle is the predicted window where the landmark is supposed to be. The
red cross is the estimate of the landmark position. The green circle is the observation (patch matched with ZNCC).

about this correction can be found in [13]. Figure 5 shows the
same update case as Figure 3 with the corrective factor applied
to the Kalman gain. The updated position of the landmark is
coherent and converging towards its real one.

(a) Initialization of the point at 100 meters on the line-of-sight

(b) First update: integrity is preserved

(c) Second update: integrity still preserved

(d) After 10 updates, the landmark has converged

Fig. 5. Top view of a properly updated point thanks to the Kalman gain
correction. The blue circle is the position of the vehicle. The red square is
the landmark. The black ellipse is the uncertainty associated to the landmark.

V. EXPERIMENTS

In order to evaluate the efficiency of our monocular SLAM,
a 30-meter trajectory has been performed. It was accomplished
with an electrical vehicle (Cycab) in an small realistic urban
experimental platform called PAVIN. This platform recreates
a human environment with paved roads, crosswalks, traffic
lights, building façades... Our vehicle was equipped with a
single camera and proprioceptive sensors giving odometric
information and the steering angle. A Differential GPS was
also available but was only used as the ground truth for
comparison purposes. The camera was mounted on top of the
vehicle (2 meters) and acquired 15 images per second. The
vehicle was traveling at approximately 1 meter per second.
Landmarks were initialized by extracting areas of 15 × 15
pixels around Shi-Tomasi features [19]. Data association was
performed using Normalized Cross Correlation between the
previously extracted patch and the computed bounding box.

The trajectory was used to compare two algorithms: a
naive implementation of a Visual EKF-SLAM with a simple
initialization and a similar version with the strategy presented
in this paper. This trajectory is composed of a long straight
line to show that landmarks are tracked and updated correctly
over a long distance and of a bend to demonstrate that the
localization remains consistent with landmarks passing out of
view quickly. Figure 6 shows the results of the two algorithms
with at least 10 landmarks available per image.

Fig. 6. Localization of the vehicle. Black: ground truth (DGPS). Green:
prediction only (based on proprioceptive sensors). Red: naive EKF-SLAM.
Blue: our strategy applied to the EKF-SLAM.



As expected, the naive implementation diverges completely
whereas our approach remains consistent during the whole
trajectory. Nevertheless, the restrictions on the size of the
bounding box and the slow velocity of the vehicle have
allowed the naive SLAM to be correct during the beginning
of the trajectory. Thanks to our strategy, the bend has been
followed quite closely even though the proprioceptive infor-
mation was not accurate. These results can be improved with a
smarter data association and more trusted landmarks especially
when proprioceptive sensors are not reliable. The number of
landmarks initialized is a good indicator of the quality of a
monocular SLAM as new landmarks are only created when old
ones cannot be matched (mostly due to linearization errors).
Table I indicates the number of landmarks that have been
initialized and that have converged during the whole trajectory.

Naive SLAM Our SLAM
Number of landmarks initialized 650 182
Number of landmarks conserved 79 61

TABLE I
NUMBER OF INITIALIZATIONS.

We can see that far less landmarks are initialized with our
method. Indeed, tracking is possible as long as a landmark is
visible and the update step is controlled by the corrective factor
applied to the Kalman gain. As a consequence, landmarks
converge within a few frames and are still being predicted
correctly. However, an important number of landmarks are
eliminated during the process. For most of them, they have
disappeared of the field-of-view before convergence. For the
others, a better data association could avoid this problem.

VI. CONCLUSION

We have presented a Visual EKF-SLAM that is able to use
landmarks defined in Cartesian coordinates. The significant
linearization errors occurring during the tracking and update
steps are avoided or reduced thanks to the strategy exposed in
this paper.

Our approach consists of a way to easily compute a
bounding box that allows to track a landmark and make it
converge towards its real position. This method, based on the
computation of tangent planes, permits to find a bounding box
which is coherent with the 3D uncertainty of a landmark.

The second part of this strategy permits to drastically reduce
linearization errors during the update step. It is done thanks
to the computation of a corrective factor able to reduce the
impact of the update on a landmark. It allows to preserve the
integrity when updating a landmark position.

We have evaluated our system with real data showing
that our approach is efficient. We have compared our results
with a naive implementation of a monocular EKF-SLAM
and demonstrated that our strategy allows a more accurate
localization while requiring less landmark initializations.

For future work, we plan to decentralize our monocular
EKF-SLAM over several vehicles in order to have a better
localization accuracy.
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