
HAL Id: hal-01405559
https://inria.hal.science/hal-01405559

Submitted on 30 Nov 2016

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution 4.0 International License

Applying Recurrent Fuzzy Neural Network to Predict
the Runoff of Srepok River

Hieu Ngoc Duong, Quyen Thi Nguyen, Long Ta Bui, Hien T. Nguyen, Václav
Snášel

To cite this version:
Hieu Ngoc Duong, Quyen Thi Nguyen, Long Ta Bui, Hien T. Nguyen, Václav Snášel. Applying
Recurrent Fuzzy Neural Network to Predict the Runoff of Srepok River. 13th IFIP International
Conference on Computer Information Systems and Industrial Management (CISIM), Nov 2014, Ho
Chi Minh City, Vietnam. pp.55-66, �10.1007/978-3-662-45237-0_7�. �hal-01405559�

https://inria.hal.science/hal-01405559
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://hal.archives-ouvertes.fr


Applying Recurrent Fuzzy Neural Network to Predict the 

Runoff of Srepok River 

Hieu N. Duong
1
, Quyen N.T. Nguyen

2
, Long T. Bui

3
, Hien T. Nguyen

4
, Vaclav 

Snasel
5 

1Faculty of Computer Science and Engineering, HCM University of Technology, Vietnam 
2Tay Nguyen University, Vietnam 

3Faculty of Environment and Natural Resources, HCM University of Technology, Vietnam 
4Faculty of Information Technology, Ton Duc Thang University, Vietnam 

5Department of Computer Science, VSB-Technical University of Ostrava, Czech Republic 

dnhieu@cse.hcmut.edu.vn, 

ngocquyendhtn@yahoo.com.vn,longbt62@hcmut.edu.vn, 

hien@tdt.edu.vn, vaclav.snasel@vsb.cz 

Abstract. Recurrent fuzzy neural network (RFNN) is proven to be a great 

method for modeling, characterizing and predicting many kinds of nonlinear 

hydrological time series data such as rainfall, water quality, and river runoff. In 

our study, we employed RFNN to find out the correlation between the climate 

data and the runoff of Srepok River in Vietnam and then to model and predict 

the runoff of Srepok River in the current, as well as in the future. In order to 

prove the advantage of RFNN, we compare RFNN with an environmental mod-

el called SWAT on the same dataset. We conduct experiments using the climate 

data and the daily river's runoff data that have been collected in 22 years, rang-

ing from 1900 to 2011. The experiment results show that the relative error of 

RFNN is about 0.35 and the relative error of SWAT is 0.44. It means that 

RFNN outperforms SWAT. Moreover, the most important advantage of RFNN 

when comparing with SWAT is that RFNN does not need much data as SWAT 

does. 
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1 Introduction  

The climate change is one of the greatest challenges for the mankind in the 21st cen-

tury, affecting seriously to production, life, environment, as well as other fields of 

people in the world in generally and Vietnam in particularly. Therefore, all most of 

countries over the world have set a high priority to accommodate to climate change in 

the national development plan. In recognizing the serious causes of climate change, 

the Vietnamese Prime Minister, on December 02, 2008, approved the national target 

program accommodating to climate change. Two in eight important missions of the 

program are (i) to consider how the climate change effects to production and civilian 



and (ii) to determine solutions to accommodate to the climate change. To meet the 

call for attention in finding solutions for this emerging problem, in this paper, we 

propose an approach to predict the runoff of Srepok River in Vietnam in the futute. 

The Srepok River is located in the Central Highland of Vietnam. Its watershed 

has a plentiful lake system, districts evenly. Due to slope terrain, the water maintain-

ing ability is not good and most of small streams of the river almost run out of water 

in the dry season and the water of several big lakes drop into a very low level. To-

gether with the impact of climate change, the unusually change of the watershed of 

the Srepok River as observed recently has posed a challenging problem to water re-

source security of Vietnam. After monitoring the Srepok runoff in many years ranging 

from 1990 to 2011, we realize that the Srepok runoff has varied too strange that no-

body can understand exactly what correct natural rules it holds, even for civilian. 

Naturally, the Srepok runoff varies with seasonal rule by year; it is low in dry season 

and high in wet season. But in a few years, the Srepok runoff decreases suddenly in 

dry season or increases suddenly in wet season and it is worth to warn because it im-

pacts directly to people life in the Srepok basin. That raises the challenge is how to 

simulate and predict the Srepok runoff in order to help the managers and civilian 

adapt with its anomaly. 

In the environment field, one often applies several kinds of environmental toolkit 

to model the impact of climate change to water resource, especially runoff of rivers. 

In [2] the authors used SWAT tool and Mike software to model the change of water 

resources and land resources. However, one of disadvantages of this method when 

adapting to the environments in Vietnam is that SWAT tool and Mike software re-

quire a lot kinds of data, ranging from climate, water resource to soil map data, but 

those of the environment and natural resources in Vietnam are not available. 

In this paper, we propose a new method that applies data mining in order to mod-

el the correlation between the climate data and the Srepok runoff. And then the corre-

lation is used to predict the Srepok runoff in the future. Among many effective mod-

els and algorithms available, we employ a hybrid of neural network and fuzzy theory 

to build a prediction toolkit. After developing the toolkit, we try to compare the result 

of two methods: SWAT and data mining. By the specific experiments, we conclude 

exactly the advantages of our approach and draw more researches for future work.  

The rest of this paper is organized as follows. Section 2 presents the related work. 

Section 3 presents the dataset used in experiments. Section 4 introduces recurrent 

fuzzy neural network. In section 5, we present experiments. Some finding will be 

pointed out in Section 5. Finally, we draw conclusion and perspectives for future 

work.  

2 Related work 

In this section, we present related work on river runoff predicting and especially em-

ploying artificial neural network. The authors in [8] identify the impact of climate 

change to hydrology of the Upper Nile River. They showed assessment of changes in 

water resources and the impacts of dam operation. The study was conducted with the 



hydrological data that are limited and therefore use the simple, reliable method, and 

simulate the impact of different change climate scenarios on hydrology and water 

resources in the river basin. 

In 2007, Ibrahim Can [9] applied two different kinds of artificial neural network 

that are the feed forward neural network back propagation (FFBP) and Generalized 

Regression Neural Network (GRNN) in order to predict the Karasu River runoff. 

Besides, in 2009, a study of Lance E. Besaw et al. [10] also demonstrated the use of 

neural networks was effective for predicting driver runoff. Lance E. Besaw et al. 

pointed out that predictions based on hourly data more efficiently than using daily 

data because important relationships between climate and the runoff was lost as pre-

dicting by day. Also in other studies, Lekkas DF [11] confirmed a multilayer back-

propagation network with almost all components used for hydrological applications. 

Also using neural networks for predicting, Saman Razavi et al [13] and Alireza 

Mardookhpour [14] confirmed neural network more effective than traditional meth-

ods. Neural networks are widely used for hydrologic prediction problem and were 

gradually replaced by the traditional prediction model, such as models of Transfer 

Function (TF) in the study by Demetris F. Lekkas [15]. 

In Viet Nam, 2007 Pham Thi Hoang Nhung, Quang Thuy Ha [3] studied how to 

use artificial neural network in predicting of the Hoa Binh runoff before 10 days. The 

authors analyzed artificial neural network to predict the runoff and applied genetic 

algorithm for learning neural network. Nguyen Thanh Son et al. [4] studied the effect 

of climate change to water resources of Nhue River basin. In the study the authors 

also indicated other methodologies as climate change scenarios or NAM models to 

study how important climate change is. They conducted the simulations of the climate 

change effects on water resources and had much valuable assessment. 

Tran Thanh Xuan [5] studied the impacts of climate change on river runoff in and 

pointed out the factors that influence most to the river runoff. In [7], the author re-

searched applications of artificial neural networks to predict rainfall and river runoff 

to prevent and restrict drought of the river basins in the Central Highland of Vietnam. 

In the study, the model proved very effective on predicting river runoff. 

3 Data set 

In the Central Highland of Vietnam, there are several climate stations that gather au-

tomatically climate data. For our research, we gather 22 years data from 1990-2011 of 

the Srepok River. The data was collected daily. We stored the data collected each day 

in a record, each of which consists of nine fields capturing information of that day as 

follows: average of temperature, maximum of temperature, minimum of temperature, 

average of humid degree, minimum of humid degree, rain quantity, evaporation per 

day, the number of sunning hours, and runoff. In total we collected 7665 records. 

After gathering and analyzing the Srepok runoff data and the climate data, we re-

alize that are kinds of time series data and there are some hidden correlations between 

them. But, if we just only employ a few normal visualizing techniques to find out the 

correlation, it is hard to monitor by the analyzer. As a result, it also is difficult to con-



clude what happens with the Srepok runoff in the future when the climate is going to 

change little but continuously by time. So we propose a new method that employs 

data mining techniques to discover this correlation.  

4 Proposed method 

There are many methods that can be used for predicting the time series data like the 

Srepok runoff data with accepted accuracy. We can use any regression methods to 

solve the issue such as linear regression, nonlinear regression, fuzzy system, artificial 

neural network, support vector machine, etc. Every method has some advantages and 

also disadvantages depending on the data with specific characteristics. However, it is 

not easy to state which method is better than other and the appropriate answer for the 

most suitable chosen method comes from analysis of experiment results. After evalu-

ating the historical data of the Srepok runoff and the climate data we decided to em-

ploy a hybrid of artificial neural network and fuzzy system called recurrent fuzzy 

neural network (RFNN). RFNN works more effective than standard neural network 

[1, 6] when we compare these at two criterions (i) RFNN can estimate more complex 

relationship between dependent and independent variables and (ii) the convergence of 

RFNN is faster than standard neural network. Structure of RFNN is shown as Fig 1 

and RFNN includes four layers as follows: 

• Layer 1 is input layer that has N nodes, each of which corresponds with a pa-

rameter. In our data, input could be all parameters of the climate data.   

• Layer 2 is called membership layer. Nodes in this layers will convert the crisp 

data in fuzzy data by applying membership functions such as Gauss function. 

Number of neural nodes in this layer is NxM where M is the number of fuzzy 

rules.  

• Layer 3 is the layer of fuzzy rules. Each node in this layer plays the role of a 

fuzzy rule. Connecting between Layer 3 and Layer 4 presents for fuzzy con-

clusion. 

• Layer 4 is the output layer including P nodes. In our model, P will be set to 

one and this is the driver runoff value. 
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Fig. 1.  RFNN Architecture 

Model process 

We employ a popular algorithm that learns parameters ijm , ijσ , ijθ  and jkw  re-

spectively. Let )(k
iu  and )(k

iO  be respectively the input and the output of the node ith in 

the layer k. 

• Layer 1: ( )txuO iii == )1()1(   i = 1÷N 

• Layer 2:  note that every node has 3 parameters, namely ijm , ijσ  and ijθ  re-

spectively. 
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recurrent node. 

We easily realize that the input of the nodes in this layer has the factor ( )1)2( −tOij . 

This factor denotes the remaining information of the previous model. Therefore, after 

replacing 
)2(

iju in (1) by (2), we get equation (3) as follows:  
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• Layer 3: Each node in this layer corresponds with an AND expression. Each 

AND expression is defined as follows:  
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• Layer 4: Nodes of this layer are responsible for converting fuzzy to crisp. 

( ) ( )[ ]
( )

Pkwhere
mtOtx

w

wOwuOy

M

j

N

i ij

ijijiji

jk

M

j

jkj

M

j

jkjkkk

÷=












 −−+
−=

===

∑ ∏

∑∑

= =

==

1
1

exp

1 1

2

2)2(

1

)3(

1

)4()4(

σ

θ

 

After defining RFNN architecture, RFNN is learnt by back propagation algo-

rithm. Each learning step spends much time to learn 85% of all data (18 years data). 

Then RFNN will be tested in 15% data and evaluated. If it gives prediction results 

correct, the learning step will be stopped; otherwise the learning is continuous. 

Learning algorithm 

Back propagation algorithm is applied for learning RFNN that is the same with 

feed forward neural network (FFNN). The target of the applied algorithm is how to 

minimize the sum square error (SSE):  
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real river runoff and )()( )4( tOty =  is the calculated river runoff from RFNN at the tth 

tuple. In back propagation algorithm, the parameters are updated as follows: 
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Therefore, ijm , ijσ , ijθ  and jkw  will be updated as: 
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In summary, our learning model is a supervised learning model with t
th

 tuple 

{(Xt, yt)}. Xt = (x1, x2, …, xn) is a vector of the climate data and yt is its corresponding 

the Srepok runoff at the same time. The work flow will be executed as follows: 

• Step 1: Feed forward Xt through RFFN to get output as: 
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• Step 2: Calculating error between the real value and output of RFNN for sth 

tuple. Let e(t) be the error value and e(t) = yk(t) - y(t), in which yk (t) denotes 

the output value of RFNN and y(t) denotes the real value. 

• Step 3: Updating ijm , ijσ , ijθ  and jkw  as the following expression: 
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Improving learning efficiency with momentum technique 

There is a popular technique that can help the RFNN learning overcome local 

minima and speed up the RFNN learning: it is momentum technique. When applying 

the technique, updating of ijm , ijσ , ijθ  and jkw  are as the following expression: 
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where β is momentum term. 

5 Experiment 

5.1 Experiments with SWAT Model 

SWAT is a hydrologic quality model developed by United States Department of Ag-

ricultural-Agricultural Research Service (USDA-ARS). It is a continuous time model 

that operates on daily time duration. The objective of model is to predict the impact of 

management on water, sediment, agricultural chemical yields in a large basin. SWAT 

is regression model that simulates the relationship between input parameters and pre-

dicted parameters. For predicting river runoff, the input parameters are much complex 

including several major hydrology components such as: weather, erosion map, sedi-

mentation map, soil temperature, plant map, pesticide use, etc [16]. SWAT model 

uses Nash – Sutcliffe Index (NSI) value and coefficient of determination (R
2
) to as-

sess the quality of simulating model. The simulating quality of model is assessed with 

four levels: 0.9 ≤ NSI ≤ 1: good; 0.7 ≤ NSI ≤ 0.9: quite; 0.5 ≤ NSI ≤ 0.7: mean; 0.3 ≤ 

NSI ≤ 0.5: weak.  

As mentioning before, the input data is very important when applying SWAT to 

simulate river runoff. First of all, we must gather the input data of the Srepok runoff 

and the climate. Then, the input data are arranged with several different detail levels: 

1) basin, sub-basin; 2) Hydrologic Response Units (HRUs); 3) space data: DEM, soil 

map, land use map; 4) climate data: max temperature, min temperature, rainfall, etc. 

Next, we process input data such as: land use map, soil map, topography, climatic 

conditions, etc that can be edited by ArcGis software. After that, SWAT model is 

applied to assess the impact of land use to the river runoff. In the end, we determine 

the relevant SWAT model to simulate the Srepok runoff.  

Table 1.  SWAT sensitive parameters and calibrated values 

Parameter Description of parameter 
Calibrated value 

Fitted value Min value Max value

CN2. Initial SCS CN II value -0.17 - 0.20 0.20 

ALPHA_BF Base Flow Alpha factor 0.17 0.00 1.00 

GW_DELAYGroundwater delay 160.20 30.00 450.00 

GWQMN 
Threshold water depth in the shallow 

aquifer for flow 
1.26 0.00 2.00 



Table 2.  Model performance for the simulation of flow-out 

Period Time step 
Value 

R2 NSI 

Before calibration Monthly 0.70 0.41 

Calibration (2004-2008) Monthly 0.75 0.68 

Validation (2009-2011)  0.82 0.77 

After simulating the Srepok runoff at a hydrological station called Buon Don, we 

carry out the calibration and validation of the model. Four parameters are chosen to 

calibrate the model including Curve Number (CN2), Base flow Alpha factor 

(ALPHA_BF), Groundwater Delay (GW_DELAY), Threshold water depth in the 

shallow aquifer for flow (GWQMN). The calibration result is shown in Table 1. After 

that, we use calibrated result to run SWAT model again. Following that, we get the 

new values of NSI and R
2
 that are higher than the first times. Table 2 shows the cali-

bration of SWAT model in 2004-2008. The fit of the simulated and observed runoff is 

acceptable because NSI is 0.68 and R
2
 is 0.75. Finally, we use the parameters found 

out from calibration to validate the model.  In the result, the NSI value reached 0.77 

and R
2
 was 0.82 and in Fig 2 compares the different between the simulated and ob-

served runoff in 2009-2011. Therefore, this study can state that SWAT model is suit-

able to simulate the Srepok river runoff.    

 

Fig. 2. Observed and simulated river runoff after validation 

As mentioned-above, one of disadvantage of SWAT model is that SWAT must 

be provided enough and much data. Due to the lack of data, especially soil map data, 

in the current, we just only able to model the Srepok runoff to 2011. If provided 

enough and exactly input data, SWAT is potential to solve completely the raising 

problem.  

5.2 Experiments with RFNN 

In contrast with SWAT model, RFNN does not require much data but it has another 

disadvantage; RFNN is a black box for the analyzer. As mentioning in Section 4, in 

order to learn RFNN, the analyzer must input many parameters such as: learning rate, 

momentum, number of fuzzy rules. Unfortunately, it is hard to choose the relevant 

value for the parameters even the analyzer is an expert of RFNN researching. So for 



our experiment, we tried with several combinations of the parameters value and ran 

the algorithm 50 times, we found 5 combinations that give quite good result.  

 

Fig. 3. Observed and simulated runoff with RFNN 

 

Fig. 4. Comparing observed, simulated runoff by SWAT and RFNN 

In Fig. 3 shows the simulated runoff by RFNN when we set the number of fuzzy 

rules is 10, learning rate is 0.001, momentum is 0.001 and epoch number is 200,000. 

We also use the data of Buon Don Station in 1900-2008 for learning and in 2009-

2011 for testing. Fig. 4 compares the observed data with the simulated data modeling 

by SWAT and RFNN while Fig. 5 shows the relative error of two models. The rela-

tive error of RFNN is about 0.35 and if comparing with the relative error of SWAT is 

0.44, we can see that RFNN outperforms SWAT. However, it is superficial and incor-

rect if concluding that RFNN is better than SWAT. If we assess the mathematical 

property of two models, both are regression models. SWAT is hydrological model 

based on data of climate, soil, and water resource, so if we have enough and exact 

data, SWAT will simulate the river runoff better RFNN even the analyzer can find the 

optimal parameters for RFNN. In our case, we would like to confirm again our prob-

lem is that we cannot gather enough data for SWAT model not only in the future but 

also in the current. As a result, the raising problem is how to predict the Srepok runoff 

is impossible if using SWAT, but with RFNN, it is possible. Fig. 6 shows the results 

of prediction in 2015-2018 with the previous RFNN model. In this case, the climate 

data is gotten from SEA-START
1
.    

                                                           
1  http://startcc.iwlearn.org 



 

Fig. 5. Comparing related error between SWAT and RFNN 

 

Fig. 6. The Srepok river runoff in 2015-2018 predited by RFNN 

6 Conclusions 

In this paper, we would like to introduce a new approach to simulate how climate 

changes influence to the Srepok runoff in Vietnam. Vietnam is an agricultural coun-

try, so water resources play a very important role in people life. Therefore, if the ap-

proach model can produce exactly data of the Srepok runoff in future, it will be so 

helpful for the national managers and the civilian. As mentioning in the experiment 

part, RFNN can predict quite exactly when comparing with the real data and the simu-

lated data of SWAT model because the relative error of RFNN is quite low. Moreo-

ver, in Vietnam scenario, the most important advantage of RFNN when comparing 

with SWAT is that RFNN does not need much data as SWAT does. After analyzing 

the Srepok runoff we realize the data has seasonal varying. Therefore, in further re-

search, we will try to highlight our time series data by applying chaos theory before 

employing RFNN.   
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