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Abstract—In wireless sensor networks with linear topology,
knowing the physical order in which nodes are deployed is useful
not only for the target application, but also to some network
services, like routing or data aggregation. Considering the limited
resources of sensor nodes, the design of autonomous protocols to
find this order is a challenging topic. In this paper, we propose
a distributed and iterative centroid-based algorithm to address
this problem. At each iteration, the algorithm selects two virtual
anchors and finds the order of a subset of nodes, placed between
these two anchors. The proposed algorithm requires local node
connectivity knowledge and the identifier of the first sensor node
of the network, which is the only manually configured parameter.
This solution, scalable and lightweight from the deployment and
maintenance point of view, is shown to be robust to connectivity
degradation, correctly ordering more than 95% of the nodes,
even under very low connectivity conditions

Keywords—Linear Wireless Sensor Networks, Nodes ranking,
Self-Configuration, Centroid-Based Localization.

I. INTRODUCTION

The topology and architecture of wireless sensor networks
(WSN) generally depend on the target application and the
geographical area in which nodes are deployed. A linear WSN
(LWSN) is a special case, where the physical topology of the
network is a line [1]. The applications of LWSN are diverse,
e.g. large infrastructure monitoring, such as bridges [2] and
dams [3], road traffic observation [4], or border control [5].
Node localization information is needed in LWSN not only for
network operations (e.g. geographic routing and data collection
mechanisms), but also at the application layer: if a problem is
detected by one of the few hundred sensors monitoring a 10 km
long bridge, node location information is required for an inter-
vention. While precise coordinates (in the range of cm) might
be required in some scenarios, a relative ranking information
is often enough for most LWSN applications. Considering a
deployed LWSN, a sensor’s rank is defined as the number
of nodes closer to the origin compared with that sensor. In
this paper, we are interested in autonomous solutions for node
ranking in LWSN; indeed, manually assigning coordinates, or
ranks, during the node deployment phase is an error prone,
time consuming operation, also requiring qualified workforce.

In general, the evaluation metric for localization algorithms
is the localization error, i.e. the distance between the real
and the estimated coordinates. However, our focus is on node
ranking, a less precise, but usually sufficient localization in-
formation. Theoretically, the received signal strength indicator
(RSSI) is a decreasing function of the distance, an assumption

largely used for node ranking in a LWSN [10]–[13]. Never-
theless, multiple studies show that, because of the hardware
quality or constraints related to the environment (e.g. obstacles
and climate conditions), the RSSI by itself does not provide
enough information for correct range estimation. Rather than
using information provided by the hardware, Lotker et al.
[14] use neighborhood information to rank nodes in a LWSN.
The authors propose a centroid-based approach, in which they
assume that the first and the last node of the network are
anchors with known positions. In the proposed distributed
algorithm, they also assume that there is a global clock for
node synchronization. Inspired by [14], we prove in this paper
that it is possible to rank nodes in a LWSN knowing only the
first node of the network, relaxing the two-anchors constraint.
Based on this result, we propose an iterative algorithm for node
ranking in a LWSN where, in each iteration, a virtual anchor
is selected, allowing to correctly rank more and more nodes in
the network. Moreover, unlike the solution proposed in [14],
our iterative algorithm does not require any global clock for
node synchronization. To understand the impact of parameters
on system performance when a LWSN is deployed and to find
some guidelines for network deployment, we conduct a series
of simulations to investigate the system behavior when using
our centroid-based technique.

In the remainder of this paper, we start by formulating the
node ranking problem in LWSN in Section II and continue
with a discussion of related work in Section III. In Section
IV we discuss the usage of a single anchor to rank nodes, an
idea used in our iterative algorithm, presented in Section V.
We evaluate the performance of the centroid-based algorithm
in Section VI, before concluding in Section VII.

II. PROBLEM FORMULATION

We consider a network consisting of N sensors (also called
”nodes” or ”sensor nodes” in the following), s0, s1, . . . , sN−1,
uniformly deployed along a line in this order, i.e si−1 is the ith

sensor of the network. We denote by G = (S,L) the directed
graph associated to the network. The vertices S of this graph
correspond to the sensor nodes and there is an edge (si, sj) ∈
L whenever sj can receive messages from si. We denote by
Γ(sj) the direct (or one-hop) neighbors of a sensor sj , i.e
all the nodes si such that (si, sj) ∈ L, while h(si, sj) is the
number of hop between sensors si and sj . We denote by xi ∈
R the estimated one-dimensional coordinate of si. Sensor s0,
the first sensor of the line, is considered as the sink, with a
well known coordinate x0 = 0. In this paper, we denote by ∆



the degree of the sink s0.

The inputs of our problem are the network connectivity
graph G and the sink s0. Given these inputs and a node si, we
define the rank (or the position) of si as the number of sensors
deployed between s0 and si. The question is whether we can
correctly rank each sensor in the network. Therefore, the output
of the problem is a sequence of sensors, s(0), s(1), . . . , s(N−1).
An ideal solution for this problem would produce a node
sequence which corresponds to the ground-truth, i.e. s(1) =
s1, . . . , s(N−1) = sN−1.

For performance evaluation, we use the ratio of correctly
ranked pairs of nodes. For any pair of nodes (si, sj), the
sensors are deployed in a given order in the network: either si
is located before sj , in which case i < j, or the opposite. In the
output sequence, the pair (si, sj) is well ranked if the order of
the two nodes is the same as in the real deployment. Therefore,
the ratio of correctly ranked pairs of nodes, r, is defined as:
r = Cok

C
, where Cok is the number of well ranked pair of nodes

and C is the total number of pairs of nodes in the network. A
high value of r means an output sequence of good quality, with
r = 1 for a perfect order. Because of the unpredictable and
unstable nature of links in WSN, two problems can appear:
the ranking of two nodes can be reversed, or a node might be
entirely absent from the output sequence. The proposed metric
is interesting since it accounts for both these problems.

III. RELATED WORK

Node localization is a related and widely studied subject
in the field of WSN. Most localization solutions use ranging
techniques based on measurements provided by the hardware:
the angle of arrival (AoA), the time of flight (ToF), the RSSI
[6], or the phase difference between transmitter and receiver
[7]. A second class of localization approaches uses network
topology [8] or neighborhood correlation [9] information to
estimate the distance between nodes.

Regarding node ranking in LWSN, most of the existing so-
lutions make the assumption that the strength of a radio signal
decreases with the distance between the two communicating
nodes, meaning that the closest neighbor always produces the
highest RSSI value. In [10], the authors propose to randomly
select a node and try, from it, to build a sequence containing
all nodes. In [11], an ordered matrix is used instead. Each
row of the matrix is for a node and contains the ordered
list of neighbors of that node. The neighbors are ranked in
the decreasing order of the measured RSSI. Such an ordered
matrix avoids to test all the possible permutations, as in [10].
In [12], the first node is known and authors also propose
mechanisms to handle exceptions, which occur when the
output sequence does not contain all the nodes.

These simple RSSI-based approaches do not work very
well in practice, where the radio signal between two nodes
propagates over multiple paths, either constructive or destruc-
tive. Therefore, the idea of frequency diversity is exploited
in [13], where nodes transmit and measure the RSSI on 16
different frequency channels. The authors propose to build a
probability tree using the maximum RSSI measured on all
these frequencies, the node ranking being given by the path
with the maximum joint probability. However, the evaluation
of this protocol on a testbed, during a working day, shows that

surrounding WiFi networks have a significant negative impact
on its performance.

Instead of using a metric provided by the hardware, a
neighborhood-based solution is proposed in [14]. In this so-
lution, the position of a node is estimated as the centroid
relative to its neighbors, the idea being to bring physically
connected neighbor nodes closer to one another in terms
of virtual coordinates. The same idea, illustrated in Figure
1, is also exploited in [15], for the case of 2-dimensional
networks. Assuming a simple 1-dimensional topology with
only five nodes, as in Figure 1, the authors consider that
the positions and the coordinates of nodes s0 and s4 are
known: x0 = 0 and x4 = d, d > 0. The coordinates of
nodes s1, s2 and s3 are initially unknown, and set to 0. Nodes
begin by discovering their neighbors (and the coordinates of
these neighbors), building a connectivity graph, as in Figure
1a. Once the neighbors are known, each of the nodes s1, s2
and s3 sets its coordinate to the average of its neighbors
coordinates. We thus have x1 = 0, x2 = d/4 and x3 = d/3,
as shown in Figure 1b. These new coordinates are announced
to the neighbors and, after a second computation, we have
x0 < x1 < x2 < x3 < x4, as shown in Figure 1c, which
gives the correct rank of nodes in the network. In [15], nodes
initialize their coordinates with random values instead of 0.
The fact of using fixed or random initial coordinates does not
affect the ranking performance of the centroid algorithm, but
only its convergence time.

S0 S1 S2 S3 S4

S0 S1 S2 S3 S4

S0 S1 S2 S3 S4

(a)

(b)

(c)

Fig. 1: The centroid-based algorithm proposed in [14]: (a)
After neighbors discovery : the coordinates of nodes s1 − s3
are unknown (b) Nodes s2 and s3 calculate their coordinates
(c) Node s1 calculates its coordinate

As explained, in [14], sensors s0 (the first node) and sN−1

(the last node) of the network have known coordinates and they
are used as anchors. Moreover, all nodes are synchronized by a
global clock, used to compute the beginning of each iteration.
In each iteration, all the nodes broadcast their coordinates
to their neighbors. The two anchors check whether all their
neighbors have non-null coordinates and, when this is true,
they broadcast a STOP message, which will be forwarded over
the whole network in the following iterations. When a sensor si
receives a STOP message from both anchors, it stops updating
its coordinate. The coordinate of sensor si at iteration t, is
given by:

xt
i =

∑
sk∈Γ(si)

xt−1
k

|Γ(si)|
(1)



Considering a unit disk graph (UDG) model for node
connectivity, Lotker et al. [14] prove that, after h(s0, sN−1)+1
iterations, their solution produces the correct order of nodes in
the network. Two important observations can be made. First of
all, this solution only produces the correct ranking; converging
to stable values for the virtual coordinates might require extra
iterations. Second, this result is only true for LWSN having a
number of nodes larger than 2∆. Indeed, if there are less nodes
in the network, some of them will have the same neighborhood
under the UDG assumption, and the algorithm will produce
the same coordinate for these nodes, as we show in the next
section.

IV. FROM TWO TO ONE ANCHOR SOLUTION

We are interested in energy-efficient, lightweight and self-
configured protocols for node ranking in a LWSN, where the
number of parameters manually configured during network
deployment is minimized. Therefore, we begin by investigating
the consequences of an incorrectly configured second anchor
in the solution proposed by Lotker et al. [14]. However,
we slightly modify the stopping condition, as described by
Algorithm 1. In this modified algorithm, an anchor sends a
STOP message when the coordinates of its neighbors converge
to a stable value. As the coordinates of all non-anchor nodes
are initialized to 0, it is easy to prove, by induction on t, that
∀j, 0 < j < k, xt+1

j ≥ xt
j and xt

j < xk, where sk is the second
anchor. These two conditions are sufficient to guarantee that
the coordinates will converge to a value and the sinks will send
the STOP messages.

Algorithm 1 Modified ranking algorithm for anchor sa

1: Transmit the sa coordinate (xa)
2: if For All si ∈ Γ(sa), x

t
i − xt−1

i < ǫ then
3: Transmit STOPa

4: end if

Using a dedicated linear network simulator, we evaluate the
performance of the centroid-based approach when the second
anchor is incorrectly defined and under varying communication
range conditions. In a first step, we consider an UDG model,
i.e two nodes are able to communicate if the distance between
them is less than the communication range R. With this
model, links between nodes are then symmetric. We consider
a network of 21 nodes linearly and uniformly deployed with a
fixed distance of 5 m between two consecutive sensors. Thus,
sensors are deployed in the order s0, s1, . . . , s20. To take into
account node degree, we vary R from 10 m to 100 m. This
allows to have a network diameter range from 1 to 10 hops.
For all simulations, s0 is considered as the first anchor. The
results are shown in Figure 2.

Figure 2a corresponds to a communication range of 25 m
(i.e. ∆ = 4). In this configuration, sensors from s1 to s20,
one after another, are setup as the second anchor. On this
figure, the x-axis corresponds to the position of the second
anchor, e.g. position 3 means that sensor s3 is configured
as the second anchor. The main message highlighted by this
figure is that, when the sensor at the position k (sensor sk) is
configured as the second anchor, the estimated ranks of sensors
s1, s2, . . . , sk−1 are always correct.
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Fig. 2: Node ordering in a LWSN. The y-axis corresponds
to the real sensor positions and a black point means that
the estimated rank of the sensor is correct, while an unfilled
triangle point means a wrong estimated rank. (a) Impact of
the position of the second anchor (∆ = 4) (b) Impact of node
degree (node s20 is configured as the second anchor)

In Figure 2b, to investigate the impact of node degree, we
vary ∆ from 2 (R = 10 m) to 20 (R = 100 m) nodes, as
indicated by the x-axis. In this configuration, s0 and s20 are the
two anchors. When ∆ is less than 10 nodes, any two sensors
have a different one-hop neighborhood, and the centroid-based
approach gives perfect ranking results. By increasing ∆ (i.e
the communication range), sensors at the network center start
having all the other nodes in their neighborhood. When ∆ =
20, the network becomes a clique and all the nodes have the
same neighborhood. In such a situation, these nodes will have
the same coordinates, and then the same rank. These nodes
are the ones with a wrong estimated rank in Figure 2b.

The results presented in this section show that, considering
an UDG connectivity model and a network of size N ≥ 2∆+1,
regardless the node sk designated as the second anchor, the
estimated ranks of sensors s1, s2, . . . , sk−1 are correct. In the
next section, we describe a solution in which the nodes in the
entire network can be iteratively ranked, without the precise
knowledge of a second anchor. However, the results also
indicate that the proposed solution only functions in networks
with a diameter of at least 3 hops. Nevertheless, we argue that
LWSN generally respect this constraint in practice, and we
evaluate the performance of the proposed algorithm in realistic
scenarios in Section VI.

V. ITERATIVE NODE RANKING ALGORITHM

In our quest of reducing the number of manually configured
parameters in the network, we notice that, even when the
second anchor is not perfectly chosen, a part of the nodes are
still correctly ranked. Based on this observation, we propose,
in this section, an iterative algorithm for node ranking in a
LWSN. This algorithm runs in two steps: in the first step,
each node discovers its neighborhood, while the second step,
executed only by some well-selected nodes, finds the ranks of
all the nodes in the network.

A. Neighborhood discovery

In this first step of our solution, nodes discover their one
and two-hop neighbors. Simple hello messages can be broad-
cast for one-hop neighbor discovery. For two-hop neighbors
discovery, nodes exchange their list of one-hop neighbors.



S0 S1 S2 S3 S4 S5 S6 S7 S8 S9
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Fig. 3: An example of a 10-nodes LWSN, ∆ = 3. (a) Node
deployment; (b) Local topology information at s0; (c) Local
topology information at s3; (d) Local topology information at
s6. Dotted lines are for two-hop neighbors and red rectangles
are for anchor nodes.

Considering a network of 10 nodes, uniformly deployed under
an UDG connectivity model with ∆ = 3, as shown in Figure
3a, each node in the network builds a local view of the network.
This local view is shown for s0, s3 and s6 in Figures 3b, 3c
and 3d, respectively.

Using this approach, each node in the network has a com-
plete view of the connectivity between its one-hop neighbors.
Concerning the two-hop neighbors, connectivity information is
only partially available: the identity of the two-hop neighbors
is known, as well as their relations with one-hop neighbors;
however, connectivity information between two-hop neighbors
is not known.

B. Node ranking

These local topologies, available at each node, are used
for node ranking. As shown in Section IV, the nodes between
two selected anchors are well ranked, as long as the distance
between the two anchors is sufficient. Therefore, we propose
to start with the first node, s0, and rank the nodes in its
one-hop neighborhood. The two anchors are then iteratively
modified, selecting at each step nodes placed farther away, until
coordinates are computed for the entire network. Practically, s0
chooses one of its two-hop neighbors as the second anchor, and
it uses Algorithm 1 to rank all the nodes it has information on.
Node s0 then selects a one-hop neighbor to repeat this process,
until reaching the end of the LWSN.

This iterative solution is detailed in Algorithm 2. This
algorithm is executed by some selected nodes in the network,
the sink s0 being the first one (Line 1). At each iteration, the
currently selected node si builds a topology containing its one
and two-hop neighbors (Line 4). Examples of such topologies
are presented in Figure 3. Node si then defines two nodes in
his local topology as anchors (Lines 5 - 12), and it applies the
centroid-based ranking algorithm on its local topology (Line
13). We note that, with the exception of the first iteration, node
si is not one of the two anchors used in Algorithm 1. Running
the algorithm on its local topology, si updates the ranks of its
one-hop neighbors (Line 14) and shares this information with
them (Line 15). Finally, after ranking all its one-hop neighbors,
si selects the one with the highest rank (i.e. the node situated

Algorithm 2 Iterative algorithm

Input: G = (S,L), s0
Output: Sensor ordering

1: si ← s0
2: stop← 0
3: while stop = 0 do

4: G
′

← Get-Local-Topology(G, si)
5: sf ← sj , a ranked node in G

′

with minimum rank
6: if There are unranked two-hop neighbors then
7: ss ← Select one as the second anchor
8: else
9: ss ← sj ∈ Γ(si) with minimum one-hop neighbors

10: stop← 1
11: end if
12: Define-Anchors(G

′

, sf , ss)

13: Run-Centroid(G
′

)
14: Compute-Nodes-Rank(Γ(si))
15: Transmits Γ(si)
16: si ← Node-With-Max-Coordinate(Γ(si))
17: end while

the farthest away) to execute the next iteration (Line 16). We
note that, in an iteration, node si essentially does processing,
sending only one message. This message allows the one-hop
neighbors of si to update their ranks, and to implicitly select
which node will execute the next iteration.

The only question that remains to be answered regarding
Algorithm 2 is the choice of the two anchors. At the beginning
of the iteration, nodes in the two-hop neighborhood of si
can be divided in two groups: a group R, containing nodes
with ranks that are already defined (although not necessarily
correct), and a second group U , for nodes with undefined
ranks. For the first anchor, si uses the node in R with the
minimum rank, which allows updating the coordinates of all
the one-hop neighbors of si. At the beginning of the ranking
algorithm, R is empty. In this situation, s0 is setup as the
first anchor. Regarding the second anchor, this node needs to
be placed as far as possible from the first one. Therefore, a
two-hop neighbor in U is defined as the second anchor and,
in Section VI-B, we propose a metric to guide this choice
in order to obtain the best performance. Of course, when the
ranking computation approaches the network edge, the choice
of a two-hop neighbor might not be possible, and the set U
might even be empty. In this situation, si selects, among its
one-hop neighbors, the one with the minimum neighborhood
size, which is the most likely to be the last node in the network.

Regarding the communication complexity of the proposed
solution, we can assume that the communication cost for
neighborhood discovery is constant. The overall communica-
tion cost for the node ranking part depends on the number of
iterations of Algorithm 2, which depends on some network
properties like the network diameter or the average node
degree. These network properties depend, in turn, on the
deployment scenario and environment.

VI. PERFORMANCE EVALUATION

So far, we have considered an UDG model, i.e. a network
with stable, symmetric and uniform links. However, it is well



known that, in a real WSN deployment, the communication
area of a node is never a perfect disk. Our goal in this section
is to evaluate the performance of the proposed algorithm under
more realistic network conditions.

A. Evaluation methodology

We consider networks with asymmetric links, i.e, between
nodes si and sj , we have two independent links si → sj
and sj → si. Nodes are linearly and uniformly deployed in
an LWSN, with an inter-node distance of 5 m. We define a
missing link as a link that exists in an UDG scenario, but
not in the studied network. To take into account the dynamic
nature of links in a WSN, we evaluate the performance of our
algorithm when a given number of links are missing. However,
to ensure connectivity, we assume that the node deployment
guarantees a stable and symmetric link between two consecu-
tive nodes si and si+1. Such a condition can be satisfied during
network deployment, by selecting the appropriate hardware
or by adapting certain parameters (i.e. transmission power)
to the environment. Considering a given network size and
a given missing link probability (the same for all the links,
except direct physical neighbor, which are always connected),
we simulate 2000 different topologies. For each topology, we
apply our iterative algorithm, and finally we calculate the ratio
of correctly ranked pairs of nodes, as described in Section II.

B. Preliminary observations

The fact the we allow missing links creates new challenges
compared with the theoretical UDG scenario. If we consider
a simple network with 13 nodes and ∆ = 6, in the UDG
case the one-hop neighborhood of sink node s0 would be
formed by nodes s1 − s6. However, this is no longer the case
when missing links are allowed. Figure 4 shows, for this toy
scenario, the farthest one-hop neighbor of the sink as a function
of the missing link probability. This figure shows that, when
dynamic conditions are considered, the node coverage area,
and implicitly the neighborhood size, are not static as assumed
in the UDG model. One direct consequence is that, when the
missing link probability increases, the number of iterations
required by our node ranking algorithm increases, as less nodes
are ranked in each iteration.
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Fig. 4: The coverage area of the sink, presented as the farthest
one-hop neighbor, for different missing link probability
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Fig. 5: Correct ranking ratio in the one-hop neighborhood of
node s0, depending on the choice of the second anchor. Results
are shown with 95% confidence intervals.

Another consequence of asymmetric and dynamic links
can be noticed in the selection of the second anchor for each
iteration, as described in Section V-B. As explained, node si
executing an iteration of the node ranking algorithm should
ideally select as a second anchor the most distant unranked
two-hop neighbor. However, no information concerning the
distance between nodes is available. Moreover, in realistic
settings, with asymmetric links, even the definition of the two-
hop neighborhood needs to be clarified, as one node might hear
another, but not the other way around. Therefore, we design a
metric to guide the choice of the second anchor among the two-
hop neighbors: C(si, sj), the connectivity of nodes sj related
to si, defined as the number of nodes receiving messages from
sj and, at the same time, able to send messages to si. Formally:

C(si, sj) = |{sk ∈ Γ(si)\sj ∈ Γ(sk)}| (2)

Figure 5 presents the ratio of correctly ranked pairs of
nodes in the one-hop neighborhood of sink node s0, depending
on the choice of the second anchor in terms of connectivity.
This practically corresponds to the first iteration of the node
ranking algorithm. The results show that the two-hop neighbor
with the lowest connectivity gives the best ranking ratio.
We use this insight in the following, to evaluate the overall
performance of the iterative ranking algorithm.

C. Algorithm performance

To evaluate the ranking algorithm, we consider a network
of 21 nodes, and we vary ∆ from 3 to 6. Figure 6 presents
the performance of our iterative algorithm as a function of
the percentage of missing links and ∆. We note that, since
we assume there is always a symmetric link between two
physically consecutive nodes, these links are not considered
among the possible missing links. This means that, deleting
all the other links in the network (i.e. 100% missing links)
results in a backbone topology, in which each node has exactly
two neighbors: its successor and predecessor in the physical
deployment. That is why in such a situation, 100% of pairs of
nodes are well ordered, regardless the value of ∆.
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Fig. 6: Ratio of the correctly ranked pairs of nodes as a
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of ∆.

This figure also highlights the good performance of the
proposed algorithm: a correct ranking ratio of more than 0.95
is obtained for ∆ = 3. We observe that, as the one-hop neigh-
borhood size increases (i.e. higher ∆), the ranking performance
decreases. However, in practice, a node with many one-hop
neighbors can prune some of them and use in the ranking
algorithm only high quality links. The trade-off of reducing the
neighborhood size is an increase in the number of iterations
required by the ranking algorithm, as it can be noticed in
Figure 7. A direct consequence is therefore the increase of
the overall energy cost required by the ranking algorithm; we
note however that this algorithm is only executed after node
deployment or re-deployment. Thus, we argue that it is worth
paying the cost induced by link pruning in order to guarantee
a good ranking performance.
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Fig. 7: Total number of iterations as a function of the percent-
age of missing links, for different values of ∆.

VII. CONCLUSION

In this paper, we proposed an iterative and distributed
centroid-based algorithm for node ranking in a WSN with
linear topology. Our algorithm takes as input local information

regarding node connectivity and the single manually config-
ured parameter is the first sensor of the network. The proposed
algorithm iteratively selects virtual anchors and correctly ranks
more and more nodes in the network. At each iteration, all
the processing done by the selected node depends on its
neighborhood size and not on the number of nodes in the
entire network. Thus, our solution is scalable and lightweight
considering the network deployment and maintenance. Exten-
sive simulations considering networks with various degrees
of connectivity showed the robustness of the approach, as
well as demonstrating the high quality of the obtained output
sequences. Indeed, even in networks with low connectivity,
our solution can produce a sequence with more than 95% of
correctly ranked pairs of nodes. The next step of our work is
to evaluate the performance of the proposed algorithm in a real
deployment.
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Virtual Coordinates: A Novel Near-Shortest Path Routing Paradigm”,
Computer Networks, 53(10):1697–1711, Jul. 2009.


