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The strong-interaction limit of the Hohenberg-Kohn functional defines a multimarginal optimal
transport problem with Coulomb cost. From physical arguments, the solution of this limit is ex-
pected to yield strictly-correlated particle positions, related to each other by co-motion functions (or
optimal maps), but the existence of such a deterministic solution in the general three-dimensional
case is still an open question. A conjecture for the co-motion functions for radially symmetric
densities was presented in Phys. Rev. A 75, 042511 (2007), and later used to build approximate
exchange-correlation functionals for electrons confined in low-density quantum dots. Colombo and
Stra [Math. Models Methods Appl. Sci., 26 1025 (2016)] have recently shown that these conjectured
maps are not always optimal. Here we revisit the whole issue both from the formal and numerical
point of view, finding that even if the conjectured maps are not always optimal, they still yield an
interaction energy (cost) that is numerically very close to the true minimum. We also prove that the
functional built from the conjectured maps has the expected functional derivative also when they
are not optimal.

I. INTRODUCTION AND DEFINITIONS

The strong-interaction limit (SIL) of density functional
theory, first studied by Seidl and coworkers [1–4], is de-
fined as the minimum electron-electron repulsion energy
in an N -electron quantum state Ψ with given single-
electron density ρ(r):

V SIL
ee [ρ] = inf

Ψ→ρ
〈Ψ|V̂ee|Ψ〉

≡ inf
Ψ→ρ

∫
dr1 · · ·

∫
drN |Ψ|2CCoul. (1)

Here, Ψ → ρ means that the infimum is searched over
all the N -electron wavefunctions Ψ = Ψ(r1, . . . , rN ) in
d-dimensional space, ri ∈ Rd (spins may be ignored in
this limit) that are associated with the same given par-
ticle density ρ(r) [5]. While in chemistry only the case
d = 3 is interesting, low-dimensional effective problems
with d = 1, 2 are often considered in physics. V̂ee is the
multiplicative operator of the Coulomb repulsion,

V̂ee =

N−1∑
i=1

N∑
j=i+1

1

|ri − rj |

≡ CCoul(r1, . . . , rN ). (2)

As a candidate for the minimizer |Ψ|2 in Eq. (1), the
concept of strictly correlated electrons (SCE) was intro-
duced in Ref. 1 and generalized in Ref. 3. The idea is
that the minimizer |Ψ|2 in Eq. (1) is not a regular func-
tion – therefore, Eq. (1) is written as an infimum and

not as a minimum [6] – but a distribution |ΨSCE|2 that
is zero everywhere except on a d-dimensional subset Ωρ,
Eq. (11) below, of the full Nd-dimensional configuration

space,

|ΨSCE(r1, . . . , rN )|2 =
1

N !

∑
℘

∫
dr
ρ(r)

N

× δ
(
r1 − f℘(1)(r)

)
· · · δ

(
rN − f℘(N)(r)

)
. (3)

Here, ℘ denotes a permutation of 1, . . . , N , guaranteeing
that |ΨSCE|2 is symmetric with respect to exchanging
the coordinates of quantum-mechanically identical par-
ticles. The δ-functions describe “strict correlation”: In
any configuration (r1, . . . , rN ) resulting from simultane-
ous measurement of the N electronic positions in such a
state, N − 1 vectors rn are always fixed by the remain-
ing one, e.g., rn = fn(r1) for n = 2, . . . , N . The so-called
co-motion functions fn(r) satisfy the differential equation

ρ(r)dr = ρ
(
fn(r)

)
dfn(r) (4)

which, together with the cyclic group properties,

f1(r) ≡ r,

f2(r) ≡ f(r),

f3(r) = f(f(r)),

... (5)

fN (r) = f(f(. . . f(r) . . . ))︸ ︷︷ ︸
N−1 times

,

f(f(. . . f(r) . . . ))︸ ︷︷ ︸
N times

= r,
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ensure that |ΨSCE|2 of Eq. (3) has the density ρ(r). The
resulting SCE model for the functional of Eq. (1) reads

Ṽ SCE
ee [ρ, {fn}] =

∫
ds

ρ(s)

N

N−1∑
i=1

N∑
j=i+1

1

|fi(s)− fj(s)|

=
1

2

∫
ds ρ(s)

N∑
i=2

1

|s− fi(s)|
. (6)

Now, the whole problem is reduced to finding for a given
density ρ the optimal functions fn(r) that satisfy Eqs. (4)
and (5), in short-hand notation “{fn} : ρ”, and yield the
lowest possible value when inserted in Eq. (6),

V SCE
ee [ρ] ≡ inf

{fn}:ρ
Ṽ SCE
ee [ρ, {fn}]. (7)

Since in principle the true minimizer in Eq. (1) might
not be of the SCE type of Eq. (3), we generally have
V SIL
ee [ρ] ≤ V SCE

ee [ρ]. In Ref. 7, the opposite inequality has
been also proven, V SIL

ee [ρ] ≥ V SCE
ee [ρ], so that

V SIL
ee [ρ] = V SCE

ee [ρ]. (8)

However, observe that in the general d > 1 and N > 2
case it is not known whether the infimum in Eq. (7) is
always a minimum.

As shown by Eqs. (4)–(7), the functional V SCE
ee [ρ] has a

highly non-local dependence on ρ. Nevertheless, at least
for densities for which the inf in Eq. (7) is a min, its
functional derivative vSCE[ρ](r) ≡ δV SCE

ee [ρ]/δρ(r) is (up
to the usual arbitrary constant) simply given by [8, 9]

−∇vSCE[ρ](r) =

N∑
i=2

r− fi[ρ](r)

|r− fi[ρ](r)|3
. (9)

Since Eq. (9) is readily evaluated, once the co-motion
functions fn[ρ](r) are known, it provides a powerful short-
cut to solve the Kohn-Sham equations for systems close
to the strong-interaction limit [8–10].

Eq. (9) has a simple interpretation: The repulsive
many-body force exerted in an SCE state on one electron
at position r by the other N−1 electrons is exactly due to
a local one-body potential vSCE[ρ](r) or, equivalently, is
compensated by the effect of the potential vinv

SCE = −vSCE

[1, 8, 9]. Therefore, the quantum state corresponding to
the distribution |ΨSCE|2 should be the ground state of
the purely multiplicative (potential energy only) Hamil-
tonian [3]

Epot[ρ](r1, . . . , rN ) =

CCoul(r1, . . . , rN ) +

N∑
i=1

vinv
SCE[ρ](ri), (10)

representing the potential energy of N electrons in the
external potential vinv

SCE[ρ](r). This is possible only when
the RNd → R function Epot[ρ](r1, . . . , rN ) is minimum
on the d-dimensional support Ωρ ⊂ RNd of |ΨSCE|2,

Ωρ ≡
{(

f1[ρ](r), . . . , fN [ρ](r)
)∣∣∣ρ(r) 6= 0

}
. (11)

Such a degenerate minimum will be investigated in sec-
tion IV A 2.

The SCE ansatz of Ref. 1 has been shown to be the
exact minimizer for the problem of Eq. (1) for an arbi-
trary number N of electrons in d = 1 dimension [11] and
for N = 2 electrons in any dimension d [6, 12].

For densities that are spherically symmetric, denoted
here as ρ ∈ PRAD, with N ≥ 3 particles, Seidl, Gori-
Giorgi and Savin [3] (hereafter SGS) have suggested a
generalization of the d = 1 solution, constructing co-
motion functions fSGS

n [ρ](r), Eq. (34) below, which define
a density functional

V SGS
ee [ρ] = Ṽ SCE

ee

[
ρ, {fSGS

n [ρ]}
]

(ρ ∈ PRAD). (12)

The SGS solution and the corresponding potential com-
puted via Eq. (9), have been used in Ref. 10 to obtain
self-consistent ground-state densities and energies for N
electrons confined in two-dimensional quantum traps, by
solving the KS equations with the SCE functional as an
approximation for the Hartree-exchange-correlation en-
ergy and potential. The SGS solution has also been used
to compute energy densities in the strong-interaction
limit for several atoms [13, 14], and it has been extended
to the dipolar interaction [15].

Colombo and Stra [16] have recently found a coun-
terexample that shows that the SGS co-motion functions
do not always yield the minimum for the problem of
Eq. (7) when ρ ∈ PRAD, so that

V SIL
ee [ρ] = V SCE

ee [ρ] ≤ V SGS
ee [ρ] (ρ ∈ PRAD). (13)

However, the SGS solution is physically appealing, and
it was found to provide KS self-consistent energies and
densities that are generally accurate when the system is
driven to the dilute regime (see, e.g., Fig. 1 of Ref. 10).
The purpose of this paper is to further study the whole
issue, investigating whether the SGS solution provides an
accurate approximation for the SCE functional for spher-
ically symmetric densities even for the cases in which it
is not the true minimizer. After giving the needed ba-
sic definitions from optimal transport (Sec. II), we re-
view and extend the findings of Colombo and Stra [16] in
Secs. III-IV, and we then investigate numerically cases
in which SGS is not optimal (Sec. V). Finally, under
mild assumptions, we prove in Sec. VI that Eq. (9) still
provides the functional derivative of V SGS

ee [ρ], implying
that SGS can be used as a meaningful Hartree-exchange-
correlation potential in the KS equations, even when not
optimal.

II. FORMULATION AS AN OT PROBLEM

In recent years, it has been realized that the problem
posed by Eq. (1) is equivalent to an optimal transport
(OT) problem with Coulomb cost CCoul [6, 12]. To grasp
this reformulation, instead of the function |Ψ(r1, r2)|2 for
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N = 2 electrons, consider a probability distribution (or
measure) γ(r1, r2) ≥ 0,∫

dr1

∫
dr2 γ(r1, r2) = 1, (14)

with two (possibly different) given marginals η1 and η2,∫
dr2γ(r, r2) = η1(r),

∫
dr1γ(r1, r) = η2(r). (15)

Let η1(r) be the original spatial (mass) density distribu-
tion of soil, to be transported to some final destination
with given distribution η2(r). Moreover, let C(r1, r2) be
the (economical) cost for a mass element to be trans-
ported from position r1 ∈ supp(η1) to r2 ∈ supp(η2).
Then, the expectation

〈C〉γ =

∫
dr1

∫
dr2 γ(r1, r2)C(r1, r2) (16)

represents the total cost when the entire amount of soil
is transported from η1 to η2 according to the particular
“transport plan” γ. OT theory attempts to determine
an optimal γ to minimize 〈C〉γ for the cost C(r1, r2) =
|r1 − r2|p with p ≥ 1, searching for a solution to the
Monge–Kantorovich (MK) problem

(MK) min
γ∈Π(R2d;η1,η2)

〈C〉γ . (17)

Here, Π(R2d; η1, η2) denotes the set [17] of all probability
measures γ on R2d having the given marginals η1 and η2.
Any γ ∈ Π(R2d; η1, η2) is specified by the probabilities
pΩ =

∫
Ω
dr1dr2γ(r1, r2) it assignes to the subsets Ω ⊆

R2d. Since not every γ can be represented by a regular
function γ(r1, r2), see Eq. (22) below as an example, we
write Eq. (14) as

∫
dγ = 1 and, more generally, write

pΩ ≡
∫

Ω

dr1dr2γ(r1, r2) =

∫
Ω

dγ. (18)

Correspondingly, Eq. (16) is generally written as

〈C〉γ =

∫
C(r1, r2) dγ. (19)

Moreover, we write Eqs. (15) using the pushforward no-

tation π]i (meaning integration over all variables but the
ith),

ηk(r) = π]kγ(r). (20)

When the cost is separable, C(r1, r2) = A(r1) + B(r2),
with two functions A,B : Rd → R, Eq. (19) becomes

〈C〉γ ≡
∫ [

A(r1) +B(r2)
]
dγ

=

∫
drA(r) η1(r) +

∫
drB(r) η2(r), (21)

an expresion which depends on the two marginals η1 and
η2 of γ only, but not on γ itself.

In 1781, Monge [18] originally conjectured that the op-
timal transport plan γ with cost CM (r1, r2) = |r1−r2| be
deterministic, implying a “transport map” f : Rd → Rd
that strictly determines the final position r2 of each mass
element by its initial one, r2 = f(r1). This was proven to
be true by Brenier [19] for the cost CB(r1, r2) = |r1−r2|2
and, later, by Caffarelli, Feldman & McCann [20] and
Trudinger & Wang [21] for the Monge cost CM . For
these costs, the optimal γ is not a regular function of
(r1, r2). However, using physicist’s Dirac’s δ-“function”
notation, such a γ of the Monge (or SCE) type can be
written as

γ(r1, r2) = δ
(
r2 − f(r1)

)
η1(r1) (22)

[cf. Eq. (3)], and Eq. (16) becomes in this case

〈C〉γ =

∫
dr1 C

(
r1, f(r1)

)
η1(r1). (23)

Correspondingly, Eq. (17) is the generalized version by
Kantorovich (K) [22] of Monge’s original problem,

(M) min
f∈F (Rd;η1,η2)

∫
drC

(
r, f(r)

)
η1(r). (24)

Here, F (Rd; η1, η2) denotes the set of all transport maps
f : Rd → Rd that yield the given marginals η1 and η2,∫

dr1δ
(
r2 − f(r1)

)
η1(r1) = η2(r2). (25)

In the special case η1 = η2 ≡ ρ
2 with identical marginals,

and with the Coulomb cost of Eq. (2), C(r1, r2) = 1/|r1−
r2|, we see that Eq. (23) becomes Eq. (6) with N = 2,

〈CCoul〉γf =
1

2

∫
dr1

ρ(r1)

|r1 − f(r1)|
. (26)

In particular, the optimization problem addressed in the
lines following Eq. (6) is, in the case N = 2, identical
with Monge’s problem (M), Eq. (24).

It is known, however, that minimizers γ of the Monge
(or SCE) type of Eq. (22) do not always occur.

Generalizing to probability measures γ on RNd, withN
given marginals η1, . . . , ηN , γ ∈ Π(RNd; η1, . . . , ηN ), and
considering the special case when all marginals are iden-

tical, ηi(r) = ρ(r)
N for i = 1, . . . , N , we see that Eq. (1)

defines a multi-marginal OT problem with Coulomb cost,
C = CCoul,

V SIL
ee [ρ] = min

γ∈Π(RNd,ρ)
〈CCoul〉γ . (27)

Here, Π(RNd, ρ) ≡ Πsym(RNd; ρN , . . . ,
ρ
N ), including only

measures γ that are symmetric with respect to exchang-
ing different coordinates ri and rj of identical particles.

Eq. (21) for a separable cost C =
∑N
i=1Ai(ri) now reads

〈C〉γ =

N∑
i=1

∫
drAi(r)

ρ(r)

N
. (28)

For brevity, we shall often write Π(RNd, ρ) = Π(ρ).
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III. THE RADIAL PROBLEM AND THE SGS
ANSATZ

In Ref. 3, SGS have suggested a possible solution
{fSGS
n } to the problem of Eq. (7), see Eq. (34) below,

applicable to any density ρ ∈ PRAD. PRAD denotes the
set of all radially symmetric densities ρ in d dimensions
with an arbitrary number N of electrons,∫ ∞

0

dr Jd(r)ρ(r) ≡
∫ ∞

0

dr µ(r) = N. (29)

Here, Jd(r) is the d-dimensional Jacobian, J3(r) = 4πr2,
J2(r) = 2πr, J1(r) = 2. To keep the notation simple, we
shall mostly stick with the case d = 3 in the following.

By PSGS, we denote the set of all densities ρ ∈ PRAD

for which the SGS solution is correct. It is known that
PSGS = PRAD for N = 2 [6], and that PSGS 6= ∅ for N =
3 [16]. In section IV, we shall see [16] that PSGS 6= PRAD

for N = 3.

A. The reduced cost and the radial problem

Using spherical polar coordinates rn = (rn, θn, φn),
n = 1, . . . , N , SGS in a first step define the reduced in-
teraction (or reduced radial cost) as

V (r1, . . . , rN ) = min
Ω1,...,ΩN

CCoul(r1, . . . , rN ), (30)

minimizing CCoul at fixed radial coordinates (r1, . . . , rN )
with respect to all angular coordinates Ωn ≡ (θn, φn).
This step is completely independent of the density ρ(r).
Just as V (r1, . . . , rN ), the resulting minimizing angles θn
and φn are universal functions of (r1, . . . , rN ),

Ωn(r1, . . . , rN ) =
(
θn(r1, . . . , rN ), φn(r1, . . . , rN )

)
,
(31)

when we fix, e.g., θ1 = φ1 = φ2 = 0. These 2N − 3
optimal angles are the solution of the electrostatic equi-
librium problem for N neutral sticks of lengths r1, . . . , rN
having the same point charge q glued at one end, and the
other end fixed in the origin, in such a way that they are
free to rotate in d = 3 dimensions [3]. Some properties
[16] of the universal function V (r1, . . . , rN ) are summa-
rized in Appendix A.

In a second step, now considering the density ρ, SGS
introduce radial co-motion functions fSGS

n [ρ](r), see Eqs.
(45) and (46) below: When one electron has the radial
coordinate r1 = r, then the radial coordinates of the
remaining N − 1 electrons (n = 2, . . . , N) are given by

rn = fSGS
n [ρ](r). (32)

For completeness, we introduce fSGS
1 [ρ](r) ≡ r. Writing

fSGS
n [ρ](r) = fn(r), the angular coordinates of all elec-

trons are then fixed by the universal functions (31),

θn = θ̃n(r) ≡ θn
(
f1(r), . . . , fN (r)

)
,

φn = φ̃n(r) ≡ φn
(
f1(r), . . . , fN (r)

)
. (33)

Formally, the full SGS vectorial co-motion functions can
therefore be written as

fSGS
n [ρ](r) =

 fn(r) sin θ̃n(r) cos φ̃n(r)

fn(r) sin θ̃n(r) sin φ̃n(r)

fn(r) cos θ̃n(r)

 . (34)

Due to Eq. (4), the fn(r) must satisfy the differential
equation

µ(r)dr = µ
(
fn(r)

)
|f ′n(r)| dr, (35)

where µ(r) = Jd(r)ρ(r).

B. Functional V SGS
ee [ρ] and potential vSGS[ρ](r)

Writing fSGS
n [ρ](r) = fn(r), we obviously have

N−1∑
i=1

N∑
j=i+1

1

|fi(r)− fj(r)|
= V

(
f1(r), . . . , fN (r)

)
(36)

and, due to Eq. (6), the functional of Eq. (12) reads

V SGS
ee [ρ] =

∫ ∞
0

dr Jd(r)
ρ(r)

N
V
(
f1(r), . . . , fN (r)

)
. (37)

For a simplification, see Eq. (57) below.
By construction, the electrostatic force acting on the

electron at position r, exerted by the other N − 1 ones
which occupy the positions fSGS

n [ρ](r) (n = 2, . . . , N),
points in the direction of r. Consequently, there is a
central-force potential vSGS[ρ](r) with the property

N∑
n=2

r− fSGS
n [ρ](r)

|r− fSGS
n [ρ](r)|3

= −∇vSGS[ρ](r). (38)

Therefore, when ρ ∈ PSGS and the fSGS
n [ρ](r) are mini-

mizing in Eq. (7), vSGS[ρ](r) is the potential in Eq. (9),

ρ ∈ PSGS : vSCE[ρ](r) = vSGS[ρ](r). (39)

Up to a constant, it can be evaluated via

vSGS[ρ](r) =

∫ ∞
r

ds

(
N∑
n=2

s− fSGS
n [ρ](s)

|s− fSGS
n [ρ](s)|3

)
· s
s
. (40)

For any ρ ∈ PRAD, even when ρ /∈ PSGS, the potential
energy of Eq. (10) can be evaluated at the SGS positions
ri = fSGS

i (r), when the potential vSGS[ρ](r) is used as a
model for vSCE[ρ](r),

Ẽ(r) = Epot[ρ]
(
fSGS
1 (r), . . . , fSGS

N (r)
)

= V
(
fSGS

1 (r), . . . , fSGS
N (r)

)
−

N∑
i=1

vSGS[ρ](ri). (41)

Since d
dr Ẽ(r) = 0, see Eq. (A7) of Appendix A, this

quantity is in fact constant on the d-dimensional set

ΩSGS
ρ ≡

{(
fSGS
1 [ρ](r), . . . , fSGS

N [ρ](r)
)∣∣∣ρ(r) 6= 0

}
. (42)

However, it is not always minimum there, see section
IV A 2, indicating that the SGS solution is not always
optimal.
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FIG. 1. The radial co-motion functions fSGS
n (r) from Eq. (49)

(left panel, cf. Fig. 6 in Ref. [3]) and the equivalent ones,
gSGS
n (r), Eq. (50) (right panel), for the density of Eq. (47),

with N = 5 electrons in d = 3 dimensions. Colors: Black,
red, yellow, green, blue, respectively, for n = 1, 2, 3, 4, 5.

C. Construction of the radial co-motion functions

We recall and review the construction of the functions
fSGS
n [ρ](r), Eqs. (44–46) in Ref. 3, clarifying some issues,

such as the fulfillement of the group properties. As a
first step, in terms of the radial cumulative distribution
function

Ne(r) =

∫ r

0

ds Jd(s) ρ(s) (43)

and its inverse Re(ν) = N−1
e (ν), we define the radii

ak = Re(k) (k = 0, 1, . . . , N). (44)

For densities supported on the whole Rd , we have a0 = 0
and aN = ∞, but we will consider later also densities
with compact support.

Satisfying Eq. (35), we define for even n ∈ {2, . . . , N}

fSGS
n [ρ](r) =

{
Re

(
n−Ne(r)

)
r ≤ an,

Re

(
Ne(r)− n

)
r ≥ an.

(45)

Since r ≤ aN , this implies fSGS
N [ρ](r) = Re

(
N − Ne(r)

)
when N is even. For odd n ∈ {1, . . . , N}, we define

fSGS
n [ρ](r) =

{
Re

(
Ne(r) + n− 1

)
r < aN−n+1,

Re

(
2N + 1− n−Ne(r)

)
r > aN−n+1,

(46)
generally implying that fSGS

1 [ρ](r) = r.

As an example in d = 3, consider the density

ρ(r) =
N

4π

e−r

r2
, (47)

for N electrons. In this case, a0 = 0, aN =∞, and

Ne(r) = N(1− e−r), Re(ν) = − log
(

1− ν

N

)
. (48)

For N = 5, Eqs. (45) and (46) yield the functions

fSGS
1 [ρ](r) ≡ r, (49a)

fSGS
2 [ρ](r) =

{
− log

(
8
5 − e

−r) (
r ≤ log 5

3

)
,

− log
(

2
5 + e−r

) (
r ≥ log 5

3

)
,

(49b)

fSGS
3 [ρ](r) =

{
− log

(
e−r − 2

5

) (
r < log 5

2

)
,

− log
(

2
5 − e

−r) (
r > log 5

2

)
,

(49c)

fSGS
4 [ρ](r) =

{
− log

(
6
5 − e

−r) (
r ≤ log 5

)
,

− log
(

4
5 + e−r

) (
r ≥ log 5

)
,

(49d)

fSGS
5 [ρ](r) =

{
− log

(
e−r − 4

5

) (
r < log 5

4

)
,

− log
(

4
5 − e

−r) (
r > log 5

4

)
,

(49e)

plotted in the left panel of Fig. 1.
Fixed solely by the radial density profile ρ(r), the

fSGS
n [ρ](r) can be obtained without knowing the angles

(31). Notice that each spherical shell ak−1 ≤ r < ak,
k = 1, . . . , N always contains exactly one electron.

D. Group relations

While the fSGS
n (r) are continuous, see Fig. 1, we may

also consider modified radial co-motion functions gSGS
n (r)

that explicitly satisfy the group relations of Eq. (5),

gSGS
1 (r) ≡ r,
gSGS

2 (r) = g(r),

gSGS
3 (r) = g(g(r)), etc. (50)

The elementary co-motion function g(r) here is defined
piecewise on each radial interval Ik = (ak−1, ak), with
k = 1, . . . , N : For k < N , we generally define

g(r) = Re

(
2k −Ne(r)

)
, r ∈ Ik (k < N). (51)

For k = N , we distinguish even from odd values of N ,

g(r) =

{
Re

(
N −Ne(r)

)
(N even)

Re

(
Ne(r)−N + 1

)
(N odd)

}
, r ∈ IN .

(52)
We see that g maps Ik to Ik+1 (k < N) and IN to I1.

The gSGS
n (r) are equivalent to the fSGS

n (r), see Fig. 1,
in the sense that for all r ∈ [a0, aN ] we have{

gSGS
1 (r), . . . , gSGS

N (r)
}

=
{
fSGS

1 (r), . . . , fSGS
N (r)

}
.
(53)

E. A simple consequence

Due to Eqs. (45) and (46), the function fSGS
n [ρ](r) ≡

fn(r) maps the interval I1 = [a0, a1] onto In = [an−1, an],
either monotonically or anti-monotonically,

r ∈ [a0, a1] : |f ′n(r)| = (−1)n+1f ′n(r) (54)
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Consequently, for any function U(r), Eq. (35) implies∫ a1

a0

U
(
fn(r)

)
µd(r)dr = (−1)n+1

∫ fn(a1)

fn(a0)

U(s)µd(s)ds

=

∫ an

an−1

U(s)µd(s)ds. (55)

For U(r) = V (f1(r), . . . , fN (r)), Eq. (55) yields∫ an

an−1

V
(
f1(s), . . . , fN (s)

)
µd(s)ds =∫ a1

a0

V
(
f1(r), . . . , fN (r)

)
µd(r)dr, (56)

where we have used the symmetry (A4) of the function
V (r1, . . . , rN ) and the fact that {fk(fn(r))}k=1,...,N is a
permutation of {fk(r)}k=1,...,N . Consequently, Eq. (37)
can be written as [3]

V SGS
ee [ρ] =

∫ a1

a0

dr Jd(r) ρ(r)V
(
f1(r), . . . , fN (r)

)
. (57)

IV. COUNTEREXAMPLE TO THE SGS
SOLUTION

Let PRAD again be the set of all radially symmetric
densities in d dimensions. There is no criterion yet for
the subsets PSGS ⊂ PSCE ⊂ PRAD, where PSCE only
comprises spherically symmetric densities for which in
Eq. (7) the infimum is a minimum (i.e., there is an SCE-
type minimizer). If such a minimizer has the SGS co-
motion functions, the density belongs to PSGS.

As a counterexample ρ /∈ PSGS, we consider for N = 3
electrons in d = 3 the spherical density

ρa,ε(r) =

{
3

4πaε
1
r2 (a ≤ r ≤ b),

0 (elsewhere),
(58)

with two independent parameters a, ε > 0 and

b = (1 + ε)a ≡ a+ εa. (59)

For sufficiently small ε > 0, we shall see that ρa,ε /∈ PSGS.
More precisely, we shall find

V SGS
ee [ρa,ε] = V SIL

ee [ρa,ε] +

√
3

1080

ε2

a
+O(ε3). (60)

A. The SGS solution

The density of Eq. (58) describes N = 3 electrons,
distributed within a radial shell with inner radius a0 = a
and outer radius a3 = b. In this case, Eq. (43) yields the
radial distribution function

Ne(r) =


0 (r ≤ a),
3
εa (r − a) (a ≤ r ≤ b),
3 (r ≥ b),

(61)

0 1 2 3 4
0

1

2

3

4

0 1 2 3 4
0

1

2

3

4

FIG. 2. The SGS co-motion functions fSGS
n (r) (left panel),

Eq. (62), and the equivalent ones gSGS
n (r) (right panel) for

the density of Eq. (58), with a = 1 and ε = 3. Colors: Black,
red, and blue for n = 1, 2, 3, respectively. (Cf. Fig. 1.)

implying the intermediate radii a1 = (1 + 1
3ε)a and a2 =

(1 + 2
3ε)a, and the SGS radial co-motion functions

fSGS
1 (r) ≡ r, (62a)

fSGS
2 (r) =

{
a2 − (r − a) (a ≤ r ≤ a2),

a+ (r − a2) (a2 ≤ r ≤ b),
(62b)

fSGS
3 (r) =

{
a2 + (r − a) (a ≤ r ≤ a1),

b− (r − a1) (a1 ≤ r ≤ b).
(62c)

These functions, along with the corresponding equivalent
functions gSGS

n (r) of Eq. (50), are plotted in Fig. 2.

1. The expectation 〈V̂ee〉

With these functions in Eq. (57), we obtain

V SGS
ee [ρa,ε] =

∫ a1

a

dr
3

εa
V
(
r, a2 − r + a, a2 + r − a

)
=

3

a

∫ 1/3

0

dxV
(

1 + εx,

1 + ε
(

2
3 − x

)
, 1 + ε

(
2
3 + x

))
. (63)

Here we have substituted r = a(1 + εx) and used the
scaling property V (ar1, ar2, ar3) = 1

aV (r1, r2, r3). This
integral can be evaluated for different values ε when the
minimization of Eq. (30) is performed numerically, cf.
Eq. (A9). The result is reported in Fig. 3 (blue dots) as
a function of ε.

For small ε → 0, we may use the expansion (A16) of
the function V in Appendix A (setting a = 1 there) and
integrate analytically in Eq. (63),

V SGS
ee [ρa,ε] =

√
3

a

[
1− ε

2
+

7

27
ε2 +O(ε3)

]
. (64)
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Vee

FIG. 3. The values V SGS
ee [ρa,ε] of Eq. (63), plotted for a = 1

versus ε (blue dots). Solid curves: The expansions (64) for
small ε (green) and (65) for large ε (red).

As ε→∞, Eq. (63) asymptotically becomes

V SGS
ee [ρa,ε]→

3

a

∫ 1/3

0

dxV
(
εx, ε

(
2
3 − x

)
, ε
(

2
3 + x

))
=

3

a ε

∫ 1/3

0

dxV
(
x, 2

3 − x,
2
3 + x

)
=

3.559

a ε
. (65)

The expansions (64) and (65) are plotted in Fig. 3 as
solid curves.

2. Hessian matrix of classical potential energy

A necessary (but not sufficient) condition for ρ ∈ PSGS,
is that the potential energy of Eq. (10) must have a min-
imum [4] on the d-dimensional set ΩSGS

ρ of Eq. (42). We
shall now show that this condition is violated for the den-
sity ρa,ε.

In the case N = 3, the simplest choice in Eq. (31) is
fixing θ1 = θ2 = π

2 and φ1 = 0. Then, Eq. (33) implies

two numerical functions φ̃2(r) and φ̃3(r), plus θ̃3(r) ≡ π
2 ,

confining the positions fSGS
n [ρa,ε](r) of Eq. (34) to the

xy-plane. Eq. (40) for U(r) = vSGS[ρ](r) now yields

U ′(r) =

−
3∑

n=2

r − fn(r) cos φ̃n(r)[(
r − fn(r) cos φ̃n(r)

)2

+
(
fn(r) sin φ̃n(r)

)2
]3/2

.

(66)

This function and its derivative U ′′(r) are readily evalu-
ated numerically.

For simplicity, we treat the problem in 2D, confining
the position vectors r1, r2, r3 in Eq. (10) to the xy-plane.
For the full 3D treatment, see Appendix D.

In terms of the polar coordinates {rn, φn}n=1,...,N of
the N = 3 electrons in the xy-plane, the potential energy
function of Eq. (10) for a radial density ρ(r) reads

ESGS
pot [ρ](r1, r2, r3) = C({rn, φn})−

3∑
i=1

U(ri)

≡ E({rn, φn}). (67)

Here, C represents the Coulomb interaction CCoul,

C({rn, φn}) ≡
1

|r1 − r2|
+

1

|r1 − r3|
+

1

|r2 − r3|
=

2∑
i=1

3∑
j=i+1

[
r2
i − 2rirj cos(φi − φj) + r2

j

]−1/2

. (68)

Writing (r1, r2, r3, φ1, φ2, φ3) = (q1, . . . , q6) ≡ q, the
function E(q) should be minimum for q = q(r), where

q(r) =
(
r, f2(r), f3(r), 0, φ̃2(r), φ̃3(r)

)
=
(
q1(r), . . . , q6(r)

)
. (69)

Consequently, in the Taylor expansion

E(q) = E
(
q(r)

)
+

1

2

6∑
α,β=1

Hαβ(r)
(
qα − qα(r)

)(
qβ − qβ(r)

)
+ · · · , (70)

the Hessian matrix H = H(r), with the elements

Hαβ(r) ≡ ∂2E(q)

∂qα∂qβ

∣∣∣
q=q(r)

, (71)

should have non-negative eigenvalues only, namely it
should have zero eigenvalues in the directions tangential
to the manyfold ΩSGS

ρ of Eq. (42), and positive eigenval-
ues in directions orthogonal to it [4].

In Ref. 4 the effect of the electronic kinetic energy in
the SIL has been added perturbatively, considering zero-
point quantum oscillations around the SCE minimum.
Introducing the diagonal matrix

M(r) = diag
(
1, 1, 1, r, f2(r), f3(r)

)
, (72)

we switch from the coordinates δq = q − q(r) to true
lengths u = Mδq. Here, un and un+3, respectively, are
the distances on the xy-plane travelled by particle n in
radial (rn-) and in azimuthal (φn-) direction, when q
changes from q(r) to q(r) + δq. In matrix notation, the
quadratic form in Eq. (70) now reads

1

2
(δq)TH(r)(δq) =

1

2
uTK(r)u, (73)

with the new matrix K(r) = M−1HM−1. Consequently,
the classical equations of motion for the lengths u read

meü = −Ku (74)
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FIG. 4. The eigenvalues me ωα(r)2 of the matrix K = K(r)
in Eq. (76), plotted versus r ∈ [a0, a1], setting a ≡ a0 = 1, for
ε = 1 (top), ε = 3 (center), and ε = 10 (bottom).

(where me is the electron mass), with the eigenmodes

u(t) = eα sin(ωαt) (α = 1, . . . , 6). (75)

Here, eα are the eigenvectors of K = K(r),

Keα = me ω
2
α eα (α = 1, . . . , 6). (76)

The six eigenvalues me ωα(r)2 of K(r) are plotted in
Fig. 4 as functions of r for three selected values of ε. We
see that for each value of r, there are always three positive
(red, orange, yellow) and two zero eigenvalues (green and,
hidden, blue). In addition, there is always a negative
sixth eigenvalue me ω6(r)2 < 0 (violet), indicating that
E(q) does not have a minimum on the manyfold q =
q(r), revealing that the SGS solution is not optimal for
this density. We also notice that the negative eignevalue
becomes relatively smaller in magnitude as ε increases.

Eigenmodes eα with positive eigenvalues me ω
2
α de-

scribe zero-point oscillations (with angular frequency ωα)
of strongly correlated electrons about the strictly cor-
related limit [1, 4]. In 2D, two eigenmodes eα with
zero eigenvalues (describing classical motion at constant

potential energy) must be expected: either a collective
(rigid) 2D rotation of the electrons about the origin
(α = 4) or a collective motion in accordance with the
co-motion functions (α = 5), see Eqs. (41) and (A7).

The corresponding 3D analysis (see Appendix D)
yields the same six eigenvalues as in 2D (including the
negative one), plus two additional zero eigenvalues (since
there are two more rotational degrees of freedom in 3D),
plus one additional positive eigenvalue.

B. Fractal (FRC) co-motion functions

We now show that, for small ε, a lower expectation of
the Coulomb cost (interaction energy) than the SGS one
of Eq. (64) can be obtained by using fractal (FRC) co-
motion functions. Thus, considering the fractal function
S : [0, 1] → [0, 1] from Appendix B for the case N = 3,
we construct, for the same density ρa,ε(r) of Eq. (58), the
radial co-motion functions

fFRC
1 (r) ≡ r, (77a)

fFRC
2 (r) = a+ εa · S

(r − a
εa

)
, (77b)

fFRC
3 (r) = a+ εa · S

(
S
(r − a

εa

))
. (77c)

Due to Eq. (B3), these fractal functions satisfy the group
relations of section III D. Since x+ S(x) + S(S(x)) ≡ 3

2 ,
see Eq. (B4), they add up to a constant,

3∑
n=1

fFRC
n (r) ≡ 3

a+ b

2
(a ≤ r ≤ b). (78)

For the case a = 1, b = 4, they are plotted in Fig. 5. Be-
ing not differentiable at any point, they cannot satisfy the
basic differential equation (35). Nevertheless, they are
consistent with the density ρa,ε(r), see Appendix C 3 a.
Replacing in Eq. (12) the SGS co-motion functions with
the FRC ones, we obtain formally

V FRC
ee (a, ε) ≡ Ṽ SCE

ee

[
ρa,ε, {fFRC

n [ρa,ε]}
]

=

∫ a1

a

dr
3

εa
V
(
r, fFRC

2 (r), fFRC
3 (r)

)
=

3

a

∫ 1/3

0

dxV
(

1 + εx,

1 + εS(x), 1 + εS
(
S(x)

))
. (79)

As the function S(x) is highly discontinuous, this integral
requires some care. Below, we shall find the expression

V FRC
ee (a, ε) =

3

a
lim
k→∞

1

3k

3k−1∑
m=1

V
(

1 + ε〈x〉m,

1 + ε
〈
S(x)

〉
m
, 1 + ε

〈
S
(
S(x)

)〉
m

)
, (80)
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FIG. 5. The fractal co-motion functions fFRC
n (r), Eq. (77),

for the density ρa,ε(r) of Eq. (58), with a = 1 and ε = 3. Col-
ors: Black, red (dots) and blue (dots) for n = 1, 2, 3, respec-
tively. For comparison, the modified SGS co-motion functions
gSGS
n (r) from the right panel of Fig. 2 are shown as well.
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FIG. 6. The difference V FRC
ee (a, ε) − V SGS

ee [ρa,ε] plotted ver-
sus ε (red dots). The corresponding difference between the
expansions of Eqs. (64) and (81), Eq. (82), is plotted as a red
curve. Notice the small scale on the vertical axis.

using Eq. (86) with Q(x, y, z) = 3
aV (1+εx, 1+εy, 1+εz).

Approximating the limit k →∞ by the finite value k = 5,
we find, for 0 < ε < 8.6, that V FRC

ee (a, ε) is slighlty lower
than V SGS

ee [ρa,ε] ≈ 1.0, as shown in Fig. 6, where we
report the difference V FRC

ee (a, ε)− V SGS
ee [ρa,ε].

In Appendix C 3 a, we find analytically for small ε > 0

V FRC
ee (a, ε) =

√
3

a

[
1− ε

2
+

31

120
ε2 +O(ε3)

]
. (81)

Subtracting Eq. (64) yields

∆Vee = V FRC
ee − V SGS

ee = −
√

3

a

[ 1

1080
ε2 +O(ε3)

]
, (82)

proving rigorously that V FRC
ee (a, ε) < V SGS

ee [ρa,ε] for suf-
ficiently small ε > 0 (see the red solid curve in Fig. 6).

In particular, a systematic minimization in Appendix C
reveals that

V SIL
ee [ρa,ε] = V FRC

ee (a, ε) +O(ε3). (83)

To derive Eq. (80), we choose an integer k, not too
small, and divide the interval [0, 1) up into the 3k � 1
intervals Im = [xm−1, xm), with

xm =
m

3k
, m ∈

{
0, 1, 2, . . . , 3k

}
. (84)

For any function g(x), let 〈g(x)〉m be its average value
for x ∈ Im. Then, we have

x ∈ Im ⇒



∣∣x− 〈x〉m∣∣ ≤ 1

2 · 3k
,∣∣S(x)−

〈
S(x)

〉
m

∣∣ ≤ 1

2 · 3k
,∣∣S(S(x)

)
−
〈
S
(
S(x)

)〉
m

∣∣ ≤ 1

3k
.

(85)

The second one of these three inequalities is derived in
Appendix B. Then, the third one follows immediately
from Eq. (B4), x+ S(x) + S(S(x)) = 3

2 .
Consequently, for any continuous function Q(x, y, z),

we may define∫ 1/3

0

dxQ
(
x, S(x), S

(
S(x)

))
≡ lim
k→∞

1

3k

3k/3∑
m=1

〈
Q
(
x, S(x), S

(
S(x)

))〉
m

= lim
k→∞

1

3k

3k/3∑
m=1

Q
(
〈x〉m,

〈
S(x)

〉
m
,
〈
S
(
S(x)

)〉
m

)
, (86)

where we have applied the mean value theorem in the
second step. The average values are given by

〈x〉m ≡
xm−1 + xm

2
=

2m− 1

2 · 3k
,〈

S(x)
〉
m

= S(xm−1),〈
S
(
S(x)

)〉
m

=
3

2
− 〈x〉m −

〈
S(x)

〉
m
. (87)

The expression for 〈S(x)〉m is derived in Appendix B.
The one for 〈S(S(x))〉m is an immediate consequence of
Eq. (B4), x+ S(x) + S(S(x)) = 3

2 .

V. NUMERICAL STUDY OF THE SIL

We investigate here whether the SGS co-motion func-
tions, even when not optimal, provide an approximation
that is numerically close to the true SIL. To this end, we
first give a short summary of the numerical methods we
have used.
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A. Numerical approaches to SIL

For a numerical approach to the problem of Eq. (27),
we assume that γ ∈ Π(RNd, ρ) can be represented by a
regular symmetric function γ(r1, . . . , rN ). The cost be-
comes therefore an explicit integration over RNd

〈C〉γ =

∫
dr1 · · ·

∫
drN γ(r1, . . . , rN )C(r1, . . . , rN )

=

∫
dNr γ

(
{rn}

)
C
(
{rn}

)
, (88)

where rn ∈ Rd for n = 1, . . . , N . Similarly, for the con-
straint we have

π]kγ(rk) ≡
∫
dr1 · · ·

∫
drk−1

∫
drk+1 · · ·

∫
drN γ({rn})

=
ρ(rk)

N
, (89)

Notice that due to the symmetry of the function γ, it
would be sufficient to impose the constraint for only one
k, as this would imply that the constraint also holds for
any k. Nevertheless, we keep all constraints explicitly,
since it simplifies the forthcoming discussion.

The original minimization problem now becomes

Primal problem: V SIL
ee [ρ] = min

γ∈Π(ρ)
〈C〉γ , (90)

where

Π(ρ) =
{
γ({rn}) ∈ P(RdN ) : π]kγ(r) = ρ(r)/N ∀k

}
.

(91)

The constraint that the probability distribution γ should
yield the density ρ/N as its marginals can be imposed in
the following manner

V SIL
ee [ρ] = min

γ
sup
u

(
〈C〉γ +

N∑
k=1

∫
dr u(r)

(
ρ(r)

N
− π]kγ(r)

))
, (92)

where the minimization is now over all symmetric func-
tions. This construction is readily seen to work, since

if we had π]kγ(r) 6= ρ(r)/N , then the supremum over u
would yield +∞. So only symmetric functions γ with the
correct density ρ can be candidates for the minimum.

Now if we interchange the minimum and supremum,
we get the dual problem

V dual
ee [ρ] = sup

u

{∫
dr u(r)ρ(r) +

inf
γ

∫
dNr γ

(
{rn}

)(
C
(
{rn}

)
−

N∑
k=1

u(rk)

)}
. (93)

As we now first minimize and only afterwards maximize,
we have V dual

ee [ρ] ≤ V SIL
ee [ρ]. Thus, V dual

ee [ρ] provides a
lower bound to the primal problem. However, typically
one expects that V dual

ee [ρ] = V SIL
ee [ρ], which is indeed the

case for the Coulomb cost function [23, 24].
The part between parentheses can now be regarded as

a constraint on the maximization of u in the first part.
As the probability density γ can only be a non-negative
function, the infimum only collapses to −∞ if C <

∑
u.

The dual problem can therefore be rewritten as the fol-
lowing constrained maximization

Dual problem: V dual
ee [ρ] = max

u∈U(C)

∫
dr ρ(r)u(r), (94)

where

U(C) =

{
u(r) :

N∑
i=1

u(ri) ≤ C(r1, . . . , rN ),

∀ (r1, . . . , rN ) ∈ RNd
}
. (95)

In order to solve numerically (90) and (94), we use a
discretization with M equidistant points on the support
of marginal as {rj}j=1,...,M and define ρj = ρ(rj). Thus,
we get the following discretized problem

min
γ∈Πk

∑
j1,...,jN

cj1...jNγj1...jN , (96)

where Πk is the discretization of Π and cj1...jN =
C(rj1 , . . . , rjN ); the transport plan thus becomes a MN

matrix again denoted γ with elements γj1...jN . The

marginal constraints Ci (such that Πk =
⋂N
k=1 Ck) be-

comes

Ck ≡
{
γ ∈ RM

N

+ :∑
j1,...,jk−1,jk+1,...,jN

γj1...jN = ρjk , ∀jk = 1, . . . ,M
}
.

As a Dirac δ-“function” cannot be represented exactly on
a grid, a transport plan γ of Monge (or SCE) type (see
Sec. II) cannot be truly reproduced. Still, we expect the
matrix γ to be sparse.

As in the continuous framework we can recover the
dual problem given by

max
uj

M∑
j=1

ujρj

s.t.

N∑
k=1

ujk ≤ cj1...jN ∀ jk = 1, . . . ,M,

(97)

where ujk = u(rjk) is the Kantorovich potential. One
can notice that the primal (96) has MN unknowns and
M ×N linear constraints and the dual problem (97) has
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M unknowns, but MN constraints. This actually makes
the problems computationally unsolvable with standard
linear programming methods even for small cases.

A different approach to the problem (96) consists in
adding the entropy of the transport plan γ. This reg-
ularization has been recently introduced in many appli-
cations involving optimal transport [25–29]. Thus, we
consider the following discrete regularized problem

min
γ∈C

∑
j1,...,jN

cj1...jNγj1...jN + T E(γ) (98)

where E(γ) is defined as follows

E(γ) =


∑

j1,...,jN

γj1...jN log(γj1...jN ) if γ ≥ 0

+∞ otherwise,

(99)

with the convention 0 log 0 = 0, C is the intersection of
the set associated to the marginal constraints (we remark
that the entropy is a penalization of the non-negative
constraint on γ), and T is a “temperature” (a positive
parameter that is kept small). After elementary compu-
tations, we can re-write the problem as

min
γ∈C
H(γ|γ̄) (100)

where we used the relative entropy

H(γ|γ̄) ≡
∑

i1,...,iN

γi1...iN log

(
γi1...iN
γ̄i1...iN

)
(101)

and γ̄i1...iN ≡ exp(−cj1...jN /T).
The entropic regularization spreads the support and

this helps to stabilize the computation as it defines a
strongly convex program with a unique solution γT. In
the limit T → 0, the regularized solutions γT converge
to γ?, the solution of (96) with minimal entropy (see [30]
for a detailed asymptotic analysis and the proof of expo-
nential convergence). It is also interesting, as explained
in appendix E, to notice that, in the measure continu-
ous case, the functional (100) can be regarded as a lower
bound on the Levy–Lieb functional.

The main advantage of the entropic regularization is
that the solution γT can be obtained through elementary
operations and only requires the storage of a few M -
dimensional vectors. This semi-explicit solution relies on
the following proposition (we consider the two marginal
case for simplicity).

Proposition V.1. Problem (100) admits a unique solu-
tion γ?T. Moreover, there exists a non-negative vector a,
uniquely determined up to a multiplicative constant, such
that γ?T has the form

(γ?T)ij = aiγ̄ijaj , (102)

where γ̄ij = exp(−cij/T). The entries ai are determined
by the marginal constraints

ai =
ρi∑
j γ̄ijaj

. (103)
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ϵ
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ΔVee

FIG. 7. The differences Ṽ
(method)
ee (a, ε) − Ṽ SGS

ee (a, ε), plotted

versus ε, from the SGS values Ṽ SGS
ee (a, ε) of:

(red) the values Ṽ FRC
ee (a, ε) due to Eq. (80),

(green) the primal values Ṽ primal
ee (a, ε) of (105).

Moreover, the vector can be written as ai = exp(ui/T)
where u is the regularized Kantorovich potential.

It is now clear that one can use Eq. (103) in order to de-
fine a fixed point iterative algorithm known as Sinkhorn
or Iterative Proportional Fitting Procedure (IPFP)

a
(n+1)
i =

ρi∑
j γ̄ija

(n)
j

. (104)

One can prove the convergence of the Sinkhorn/IPFP
algorithm by using the Hilbert metric and the Birkhoff–
Bushell theorem. The main idea of this approach lies on
the fact that the solution of problem (100) can be seen
as the fixed point of a contractive map in the Hilbert
metric, see [31, 32] for a detailed proof. Moreover, one
obtains a geometric rate of convergence, and the rate
factor can be estimated a priori. The extension to the
multi-marginal case is straightforward and we refer the
reader to [27, 29, 33].

Now we specialize to the spherically symmetric prob-
lem with Coulombic cost. As already explained in Sec. III
and also Appendix C, the problem can be reduced to one
dimensional problem only depending on the radii. The
primal problem becomes

Primal problem: V r,SIL
ee [µ] = min

β∈Π(µ)
〈V 〉β , (105)

where the reduced radial cost V is given by Eq. (30)
and µ(r) = Jd(r)ρ(r) (Jd is the d-dimensional Jacobian).
Likewise, the dual problem becomes

Dual problem: V r,dual
ee = max

v∈U(V )

∫
dr µ(r)v(r). (106)

The discretization of the radial problem proceeds in ex-
actly the same manner as described before.



12

B. Results and comparison with SGS

Consider now the 3-particle density given by (58),
for which we want to solve the reduced problem (105).
In order to do that, we consider a M = 100 regular
discretization of [a, b], excluding the end-points, thus
ri = a

(
1 + ε(i − 1/2)/M

)
. In Fig. 7 we compare the

difference between Ṽee[ρa,ε] obtained by solving the pri-
mal problem (105) directly and the SGS solution. We
see that solving (105) provides an improvement over the
SGS maps, but, again, the numerical differences are only
in the order of 0.1 %. We have also considered the value
of Vee by using the fractal solution (FRC). For thin shells
(ε . 0.6) the primal and FRC perform similarly. For
larger shells the primal solution starts to yield a consis-
tently lower value for Vee than the SGS and the fractal
solutions. Moreover, around ε ≈ 1.9 the supremacy of
the FRC solution over the SGS solution starts to dete-
riorate and its behavior becomes qualitatively different
from the primal solution, as expected since it has been
shown to be an accurate solution for small ε only.

As a second example, we consider a d = 3 sphere of uni-
form density with N = 3 electrons. Uniform spheres play
an important role in establishing the optimal constant
in the Lieb-Oxford inequality [34, 35] and for the low-
density uniform electron gas [34–36]. We know that for
this density the SGS solution is not optimal, because we
still have a small negative eigenvalue in the Hessian (see
Sec. IV A 2). Notice however that SGS has the right den-
sity and it is thus a variationally valid “wavefunction”,
meaning that the values obtained for the Lieb-Oxford in-
equality are always rigorous lower bounds for the optimal
constant [35]. The SGS solution has the big advantage of
being computationally much cheaper to evaluate than the
other methods, making it possible to treat larger particle
numbers [35]; it is thus important to validate its accuracy

also when not optimal. We find that Ṽ SGS
ee = 2.32682,

while with the entropic regularization method we obtain

Ṽee = 2.317215, again a difference of the order of 0.4 %.
In Fig. 8 we also show the support of the optimal pair
density (i.e., the optimal plan integrated over all vari-
ables but two) obtained from the entropic regularization
method, compared with the one from SGS. We clearly see
that the optimal plan is now different from the SGS one,
being much more spread and with a large weight in the
top right corner, which corresponds to the case in which
the 3 electrons are all almost at the same distance from
the center, close to the boundary of the density support.

An open question is whether there is a way to char-
acterize the class of densities PSGS for which the SGS
solution is the actual minimizer. To illustrate how puz-
zling is this question we now solve the problem (105) for
the following family of 3-particle densities

ρα(r) = (1− α) ρexp(r) + αρLi(r), (107)

where ρexp = 3
π exp (−2 |r|), ρLi(r) is an accurate density

for the Lithium atom (exactly the same used by SGS)
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FIG. 8. The support of the optimizing pair density from the
entropic regularization method (left) and from the SGS ansatz
(right) in the case of N = 3 electrons in a 3-dimensional
uniform density within a sphere of radius 1.

α LP H SGS

0 1.2109 1.2122 1.2178
0.1429 1.2270 1.2284 1.2325
0.2857 1.2471 1.2506 1.2499
0.4286 1.2723 1.2741 1.2723
0.5714 1.3045 1.3064 1.3026
0.7143 1.3462 1.3483 1.3434
0.8571 1.3989 1.4019 1.3902

1 1.4663 1.469 1.4624

TABLE I. Values of the expectation of Vee obtained by the
Linear Programming approach (LP), the entropic method (H)
and the SGS maps for densities of the family (107) with dif-
ferent values of α

and α ∈ [0, 1]. In Fig. 9, we show the density and the
corresponding support of the minimizing pair density: we
clearly see a transition from a spread optimal plan to a
plan concentrated on the SGS maps, which appear to
be the true minimizer in the case of the Li atom den-
sity (for which the Hessian eigenvalues were found to be
all non-negative in Ref. 4). In this case we have solved
the problem by using both the entropic regularization
and the linear programming approach, reporting in Ta-
ble I the corresponding values of the expectation of Vee,
which confirm the optimality of the SGS solution when
α is (close to) 1. Notice, again, that even when not opti-
mal the SGS solution is very close to the LP and entropic
values. Also, quite interestingly, when α is close to zero
and the plan is spread, it is still concentrated in a region
delimited by the SGS solution (see Fig. 1 of Ref. 3 and
Fig. 1 of this paper). We also checked that for the expo-
nential density a negative eigenvalue in the Hessian of the
SGS solution is present for small r. The region where the
eigenvalue is negative shrinks and diappears as α → 1.
It seems that the the shell structure of the Li atom den-
sity makes the SGS solution become optimal, but further
investigation on this intriguing aspect is needed.
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FIG. 9. The support of the optimal pair density (left pan-
els) for N = 3 electrons with radial probability densities
4πr2ρα(r)/N (right panels) corresponding to different values
of α in Eq. (107). We clearly see that for the Li atom density
(α = 1) the optimal plan is concentrated on the SGS solution,
which appears to be optimal in this case (see Fig. 1 in Ref. 3).

VI. NON-OPTIMAL SOLUTIONS AND
FUNCTIONAL DERIVATIVE

For radially symmetric densities ρ(r) with ρ ∈ PSGS

(see the opening of section IV), the SGS co-motion func-
tions fSGS

n [ρ](r) provide an optimal solution in Eq. (27),
V SIL
ee [ρ] = V SGS

ee [ρ]. The functional V SGS
ee [ρ], despite its

highly non-local ρ-dependence in Eq. (57), has in this
case the simple derivative

δV SGS
ee [ρ]

δρ(r)
= vSGS[ρ](r), (108)

where the potential vSGS[ρ](r) is readily evaluated from
Eq. (40), which provides a powerful shortcut in solving
the KS equations with the SCE functional as an approx-
imation for exchange and correlation [10].

We shall now prove that Eqs. (108) and (40) are valid
for a much more general class of radial densities that in-
clude but it is not limited to ρ ∈ PSGS, provided that
Eq. (113) below is satisfied. For densities ρ /∈ PSGS

the fSGS
n [ρ](r) do not yield an optimal solution, but, as

we have seen from numerical experiments, V SGS
ee [ρ] can

still serve as a good model for the unknown functional
V SIL
ee [ρ]. Our proof that even in this case the functional

derivative is given by Eqs. (108) and (40) uses Eq. (57)
for V SGS

ee [ρ] and the property (A6) of vSGS[ρ](r) ≡ U(r).
Let ρ0(r) be a given radial density, ρ0 ∈ PRAD, and

ξ(r) an arbitrary function with
∫
dr ξ(r) = 0. Consider-

ing the series of normalised radial densities

ρε(r) = ρ0(r) + εξ(r), (109)

with a small parameter ε ∈ R, we have to show that

∆ ≡ V SGS
ee [ρε]− V SGS

ee [ρ0]

= ε

∫ ∞
0

dr Jd(r) ξ(r) vSGS[ρ0](r) +O(ε2). (110)

Let fε1 (r), . . . , fεN (r) be the SGS radial co-motion func-
tions for the density ρε(r). Writing Jd(r) ρε(r) = µε(r),
Eq. (57) for V SGS

ee [ρ] yields

∆ =

∫ aε1

aε0

dr µε(r)V
(
fε1 (r), . . . , fεN (r)

)
−
∫ a01

a00

dr µ0(r)V
(
f0

1 (r), . . . , f0
N (r)

)
, (111)

where aεn are the radii of Eq. (44) for the density ρε(r).
Using the monotonic function Nε

e (r) =
∫ r
aε0
ds µε(s)

and its inverse Rεe(ν), we may substitute Nε
e (r) = ν in

the first integral, with dr µε(r) = dν, and N0
e (r) = ν in

the second one, with dr µ0(r) = dν,

∆ =

∫ 1

0

dν
[
V
(
F ε1 (ν), . . . , F εN (ν)

)
−V
(
F 0

1 (ν), . . . , F 0
N (ν)

)]
,

(112)
where F εn(ν) = fεn

(
Rεe(ν)

)
. When we assume that

F εn(ν)− F 0
n(ν) = O(ε) (for all ν ∈ [0, 1]) (113)

(see the discussion below), we may expand

∆ =

N∑
n=1

∫ 1

0

dν Vn

(
F 0

1 (ν), . . . , F 0
N (ν)

)[
F εn(ν)−F 0

n(ν)
]

+O(ε2), (114)

with the notation Vn(r1, . . . , rN ) = ∂
∂rn

V (r1, . . . , rN ).

Now Eq. (A6), with vSGS[ρ0](r) ≡ U(r), yields

∆ =

N∑
n=1

∫ 1

0

dν U ′
(
F 0
n(ν)

)[
F εn(ν)− F 0

n(ν)
]

+O(ε2)

=

N∑
n=1

∫ 1

0

dν
[
U
(
F εn(ν)

)
− U

(
F 0
n(ν)

)]
+O(ε2), (115)

where, in the second step, we have used Eq. (113) again.
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Now, we re-substitute,

∆ =

N∑
n=1

{∫ aε1

aε0

dr µε(r)U
(
fεn(r)

)
−
∫ a01

a00

dr µ0(r)U
(
f0
n(r)

)}
+O(ε2), (116)

and apply Eq. (55) to both integrals,

∆ =

∫ aεN

aε0

dr µε(r)U(r)−
∫ a0N

a00

dr µ0(r)U(r) +O(ε2).

(117)
Since µε(r) = 0 for r /∈ [aε0, a

ε
N ], we obtain Eq. (110),

∆ =

∫ ∞
0

dr
[
µε(r)− µ0(r)

]
U(r) +O(ε2). (118)

Discussion of Eq. (113): Eqs. (46) and (45) for ν ∈
[0, 1] or, equivalently, for a0 ≤ r ≤ a1 yield

F ε1 (ν) = Rεe(ν), F ε2 (ν) = Rεe(2− ν),

F ε3 (ν) = Rεe(ν + 2), F ε4 (ν) = Rεe(4− ν),

F ε5 (ν) = Rεe(ν + 4), F ε6 (ν) = Rεe(6− ν),

. . . (0 ≤ ν ≤ 1). (119)

Therefore, Eq. (113) is true when the expansion

Rεe(ν) = Re(ν)+ε ·X(ν)+O(ε2) (ν ∈ [0, N ]), (120)

with Re(ν) = R0
e(ν), has a finite coefficient X(ν).

An expression for X(ν) can be found from

ν ≡ Nε
e

(
Rεe(ν)

)
=

∫ Rε
e(ν)

aε0

dr µε(r). (121)

We consider the case when aε0 = a0 is independent of ε.
Taking the derivative d

dε and then setting ε = 0 yields

0 = µ0

(
Re(ν)

) d
dε
Rεe(ν)

∣∣∣
ε=0

+

∫ Re(ν)

a0

dr Jd(r)ξ(r),

(122)
where we have used µε(r) = Jd(r)[ρ0(r)+εξ(r)]. Writing∫ r
a0
ds Jd(s)ξ(s) ≡ Ξ(r), we have

X(ν) ≡ d

dε
Rεe(ν)

∣∣∣
ε=0

= − Ξ(Re(ν))

µ0(Re(ν))
. (123)

Since µ0(r) = N ′e(r) and Ne(Re(ν)) ≡ ν, we may write

X(ν) = −Ξ
(
Re(ν)

)
R′e(ν). (124)

Since Re(ν) and, for any reasonable perturbation ξ(r),
also Ξ(r) are bounded functions, X(ν) is finite for all
ν ∈ [0, N ] when R′e(ν) is. This is a sufficient condition
for Eq. (113) to be true.

An example for a case where R′e(ν) is not finite is a
density ρ(r) with ρ(r) = 0 in a finite shell r1 ≤ r ≤
r2. Notice again that condition (113) is sufficient but
not necessary, and thus its violation does not imply that
Eq. (108) cannot hold also in this case.

VII. SUMMARY AND CONCLUSIONS

The strictly-correlated (or Monge) solution for the
strong-interaction limit provides a physically transpar-
ent route to build exchange-correlation functionals with
a very non-local density dependence. Its mathematical
structure is very different from the usual one of cur-
rent approximations (which are based on the local den-
sity, density gradients, Kohn-Sham local kinetic energy,
Hartree-Fock exchange, etc.), and has already inspired
new functionals that use some integrals of the density
[37–40].

In this context, an important question, which we have
addressed here for the special case of spherically sym-
metric densities, is whether approximate co-motion func-
tions (or maps) can provide reasonable solutions with a
meaningful functional derivative that can be used in the
Kohn-Sham equations. In particular, we have shown that

• The co-motion functions conjectured in Ref. 3 are
not always optimal, but even in the case of non
optimality yield an interaction energy that is nu-
merically very close to the minimum one;

• It is very difficult to predict for which spherically
symmetric densities the solution of Ref. 3 is the
actual minimizer (see Fig. 9);

• Even when not optimal, the co-motion functions
conjectured in Ref. 3 provide a well defined approxi-
mation for the Hartree-exchange-correlation energy
whose functional derivative can still be computed
via the powerful shortcut of Eq. (9).

The fact that a conceptually simple approximation such
as SGS [3] yields very accurate results for the strong-
interaction limit and allows us to compute easily the
functional derivative of a highly non-local functional sug-
gests that it might be possible to build new exchange-
correlation functionals by using physically motivated ap-
proximate co-motion functions, a route that has not been
really explored yet. Notice that the results for low den-
sity quantum dots of Fig. 1 of Ref. 10, which showed very
good agreement between the self-consistent KS densities
obtained with the SGS functional and the accurate Quan-
tum Monte Carlo values, were obtained for cases in which
the SGS co-motion functions are actually not optimal (as
shown by a small negative eigenvalue in the Hessian, see
Sec. IV A 2). This is very promising, as it shows that a
good approximation for the SIL can be very accurate for
systems driven to low density when combined with the
KS approach. In future works we will use our results and
insight to improve the approximate exchange-correlation
functionals proposed in Refs. 37–40.
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Appendix A: The function V (r1, . . . , rN )

According to the lines following Eq. (31), the value of
the function V (r1, . . . , rN ) in Eq. (30) is the minimum
electrostatic energy of N equal classical point charges
(electrons) that are confined to the surfaces of N con-
centric spheres with radii r1, . . . , rN , respectively. For its
partial derivatives, we here use the notation

∂V

∂ri
= Vi(r1, . . . , rN ),

∂2V

∂ri∂rj
= Vij(r1, . . . , rN ). (A1)

1. General properties

With the origin r = 0 at the center of these spheres,
let {r1, . . . , rN}, with |rn| = rn for n = 1, . . . , N , be a set
of electronic equilibrium positions. (By rigid rotation, an
infinite number of equivalent sets can be obtained.) At
equilibrium, the force on electron k, exerted by the N−1
other electrons, must point in radial direction,

N∑
i(6=k)=1

rk − ri
|rk − ri|3

≡ −∂CCoul

∂rk
= −Vk(r1, . . . , rN )

rk
rk
.(A2)

Setting here k = 1, r1 = r, and using the SGS positions
ri = fSGS

i [ρ](r) for a density ρ ∈ PRAD, Eq. (38) yields

d

dr
vSGS[ρ](r) = V1

(
fSGS

1 [ρ](r), . . . , fSGS
N [ρ](r)

)
. (A3)

Obviously, the function V has the symmetries

V (r1, . . . , rN ) = V (r℘(1), . . . , r℘(N)), (A4)

Vk(r1, . . . , rN ) = V℘(k)(r℘(1), . . . , r℘(N)), (A5)

where ℘ is any permutation of 1, . . . , N . Therefore, writ-
ing vSGS[ρ](r) = U(r) and fSGS

n [ρ](r) = fn(r), we find

U ′
(
fi(r)

)
= Vi

(
f1(r), . . . , fN (r)

)
(i = 1, . . . , N). (A6)

Consequently, Eq. (41) yields in fact a constant,

d

dr
Ẽ(r) ≡ d

dr

[
V
(
f1(r), . . . , fN (r)

)
−

N∑
i=1

U
(
fi(r)

)]
=

N∑
i=1

[
Vi(f1, . . . , fN )− U ′(fi)

]
f ′i(r) = 0. (A7)

2. The case N = 2

In the case N = 2, a minimum-energy configuration
has the two charges on opposite sides of the origin, with
mutual distance r1 + r2. Therefore, we explicitly have

V (r1, r2) =
1

r1 + r2
. (A8)

Eqs. (A4), (A5) and (A2) are readily verified in this case.
For Eq. (A7), see Eq. (22) in Ref. [1].

3. The case N = 3

In the case N = 3, a minimum-energy configuration
has the three charges on a plane containing the origin.
For k = 1, 2, let θk be the angle between rk and r3. Then,

V (r1, r2, r3) = min
θ1,θ2

Ṽ (r1, r2, r3, θ1, θ2), (A9)

where, due to the cosine theorem,

Ṽ ≡
[
r2
1 + r2

2 − 2r1r2 cos(θ1 + θ2)
]−1/2

+

2∑
k=1

[
r2
k + r2

3 − 2rkr3 cos θk

]−1/2

. (A10)

In the trivial case r3 = 0, we find θ1 + θ2 = π and

V (r1, r2, 0) =
1

r1 + r2
+

1

r1
+

1

r2
. (A11)

Finding the general function V (r1, r2, r3) explicitly seems
to be a difficult task.

Instead, we shall now evaluate V and its partial deriva-
tives Vi and Vij for the case r1, r2, r3 = a, when theN = 3
charges occupy one sphere with radius a and at equilib-
rium make an equilateral triangle with side length a

√
3,

V (a, a, a) =

√
3

a
. (A12)

The symmetry of this problem implies for i = 1, 2, 3

Vi(a, a, a) =
1

3

3∑
k=1

Vk(a, a, a)

=
1

3

d

da
V (a, a, a) = − 1√

3
a−2, (A13)

and, since V12(a, a, a) = V23(a, a, a) = V13(a, a, a), as well
as V11(a, a, a) = V22(a, a, a) = V33(a, a, a),

2√
3
a−3 ≡ d

da
Vi(a, a, a)

=

3∑
k=1

Vik(a, a, a)

= V33(a, a, a) + 2V12(a, a, a). (A14)

Since V33(a, a, a) = 4
5
√

3
a−3, Eq. (A23) below, we have

V12(a, a, a) =
3

5
√

3
a−3. (A15)

In summary, we obtain the Taylor expansion

V (r1, r2, r3) =

√
3

a

[
1− u1 + u2 + u3

3a

+
u1u2 + u1u3 + u2u3

5a2
+ 2

u2
1 + u2

2 + u2
3

15a2

+ O
(u1

a
,
u2

a
,
u3

a

)3]
, (A16)
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where ui = ri − a.

To find V33(a, a, a) = d2

dr2V (a, a, r)|r=a, we observe
that any equilibrium configuration with r1 = r2 = a has
equal angles θ1 = θ2 ≡ θ. In this case, Eq. (A10) reads

Ṽ =
1

a

{ 1

2 sin θ
+

2√
1 + s2 − 2s cos θ

}
≡ W̃ (s, θ)

a
, (A17)

with the new variable s = r3
a . For s = 1, the equilibrium

angle is θ = 2π
3 . For W̃ (s, 2π

3 +α) ≡W (s, α), the addition
theorems yield

W (s, α) =
1√

3 cosα− sinα

+2
[
1 + s2 + s

(
cosα+

√
3 sinα

)]−1/2

= W (s, 0) +

∞∑
n=1

Wn(s)αn. (A18)

The equilibrium angle α(s) is fixed by ∂
∂αW (s, α) = 0,

0 = W1(s) + 2W2(s)α(s) + 3W3(s)α(s)2 + · · · (A19)

Taking the derivative d
ds yields

0 = W ′1(s) + 2
[
W ′2(s)α(s) +W2(s)α′(s)

]
+ 3
[
W ′3(s)α(s) + 2W3(s)α′(s)

]
α(s) + · · · (A20)

Setting s = 1 and using α(1) = 0, we obtain

α′(1) = − W ′1(1)

2W2(1)
= −
√

3

15
, (A21)

where we have used W1(s) = 1
3 − s

√
3(1 + s + s2)−3/2

and W2(s) = 5
6
√

3
+ 1

4 (2s + 11s2 + 2s3)(1 + s + s2)−5/2.

Eventually, we find

V33(a, a, a) ≡ d2

dr2
V (a, a, r)

∣∣∣
r=a

=
1

a2

d2

ds2

W
(
s, α(s)

)
a

∣∣∣
s=1

=
1

a3

[∂2W

∂s2
+ 2

∂2W

∂s∂α
α′(s) +

∂2W

∂α2
α′(s)2 +

∂W

∂α
α′′(s)

]∣∣∣
s=1

. (A22)

The partial derivatives of W = W (s, α) are readily eval-
uated from Eq. (A18). As expected, ∂W

∂α |s=1 = 0. With
Eq. (A21), the remaining three terms in Eq. (A22) yield

V33(a, a, a) =
4

5
√

3
a−3. (A23)

Appendix B: The functions S(x)

For a given N = 2, 3, 4, . . . , each real number x ∈ [0, 1]
always has a unique representation in the form

x =

∞∑
`=1

n`
N `

, n` ∈ {0, 1, 2, . . . , N − 1}. (B1)

n` is the `-th digit of the N -fraction representing x (dec-
imal fraction when N = 10). We define S(x) as the func-
tion that raises each digit of x by 1. More precisely, in
terms of the particular permutation ℘ with ℘(n`) = n`+1
for 0 ≤ n` ≤ N − 2 and ℘(N − 1) = 0, we define

S(x) ≡ S
( ∞∑
`=1

n`
N `

)
=

∞∑
`=1

℘(n`)

N `
. (B2)

Since ℘N (n`) = n`, we then trivially have

SN (x) ≡
∞∑
`=1

℘N (n`)

N `
= x. (B3)

Since {℘(n`), ℘
2(n`), . . . , ℘

N (n`)} = {0, 1, . . . , N−1}, we
similarly obtain

N∑
n=1

Sn(x) =

N∑
n=1

( ∞∑
`=1

℘n(n`)

N `

)

=

∞∑
`=1

1

N `

(
N−1∑
n=0

n

)
=
N

2
. (B4)

In the case N = 2, Eq. (B4) implies

S(x) = 1− x. (B5)

In the cases N ≥ 3, in contrast, S(x) is a discontinuous
function whose graph is a fractal.

To see this, we consider for x ∈ [0, 1] and k = 1, 2, 3, . . .
the functions Tk(x), that raise only the k-th digit of x by
1 and leave all other digits unchanged. Formally,

Tk(x) =

k−1∑
`=1

n`
N `

+
℘(nk)

Nk
+

∞∑
`=k+1

n`
N `

. (B6)

An explicit expression, valid for x < 1, is easily found:
For y ∈ R, let [y] be the largest integer with [y] ≤ y and
consider the function U : R→ R, y 7→ U(y), with

U(y) =

 y + 1
N

(
y − [y] < N−1

N

)
,

y − N−1
N

(
y − [y] ≥ N−1

N

)
.

(B7)

Then, for 0 ≤ x < 1, we have

Tk(x) =
U(Nk−1x)

Nk−1
(0 ≤ x < 1). (B8)

T1(x), T2(x) and T3(x) are plotted in Fig. 10 for the
cases N = 2 and N = 3. Obviously,

lim
k→∞

Tk(x) ≡ x. (B9)

By composition, we define further functions,

Sk(x) = Tk(Tk−1(. . . T1(x) . . . )) (k = 1, 2, 3, . . . ).
(B10)
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FIG. 10. The functions T1(x), T2(x), and T3(x) (in red, green,
and blue, respectively) for the cases N = 2 (left panel) and
N = 3 (right panel).
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FIG. 11. The functions S1(x) ≡ T1(x), S2(x), and S3(x) (in
red, green, and blue, respectively) for the cases N = 2 (left
panel) and N = 3 (right panel).

S1(x), S2(x) and S3(x) are plotted in Fig. 11 for the cases
N = 2 and N = 3. By definition,

lim
k→∞

Sk(x) = S(x). (B11)

Fig. 11 clearly illustrates for N = 2 that Sk(x) → 1 − x
as k → ∞, while for N = 3 the graph of Sk(x) becomes
a fractal in that limit.

Focusing on the case N = 3, we now derive Eqs. (85)
and (87). In terms of the equidistant numbers

xm =
m

3k
, m ∈

{
0, 1, 2, . . . , 3k

}
, (B12)

we consider the intervals Im = [xm−1, xm).

Any x ∈ Im has a unique representation

x =

k∑
`=1

n`
3`︸ ︷︷ ︸

xm−1

+

∞∑
`=k+1

n`(x)

3`
, (B13)

where, for a fixed value of m, the first k coefficients

n1, . . . , nk do not depend on x. By definition, we have

S(x) =

k∑
`=1

℘(n`)

3`
+

∞∑
`=k+1

℘(n`(x))

3`

= S(xm−1) +

∞∑
`=k+1

℘(n`(x))− 1

3`
. (B14)

In the second step, we have used ℘(0) = 1, implying that

S(xm−1) =

k∑
`=1

℘(n`)

3`
+

∞∑
`=k+1

1

3`
. (B15)

The permutation ℘ in the case N = 3 is given by

℘(0) = 1, ℘(1) = 2, ℘(2) = 0. (B16)

Averaging Eq. (B14) over all x ∈ Im yields Eq. (87),〈
S(x)

〉
m

= S(xm−1), (B17)

since for each ` ≥ k + 1, ℘(n`(x)) assumes its values
0, 1 or 2 with equal probabilites, 〈℘(n`(x)) − 1〉m = 0.
Moreover, for x ∈ Im, we find Eq. (85),∣∣∣S(x)−

〈
S(x)

〉
m

∣∣∣ ≤ ∞∑
`=k+1

1

3`
=

1

2 · 3k
. (B18)

Appendix C: Systematic minimization in Eq. (27)

1. Simplification for spherical densities ρ(r)

For convenience, we focus here on the case with d = 3
dimensions. When ρ is a spherical density, ρ ∈ PRAD,
any probability measure γ ∈ Π(R3N , ρ), formally written
as a regular function γ(r1, . . . , rN ) here, corresponds to
a simpler one β ∈ Π(PN , µ), given by

β(r1, . . . , rN ) = r2
1 · · · r2

N

∫
dΩ1· · ·

∫
dΩN γ(r1, . . . , rN ).

(C1)
Here, P = R+

0 and µ(r) = 4πr2ρ(r). β has theN identical

marginals µ(r)
N . In particular, we have

〈V 〉γ =

∫ ∞
0

dr1 · · ·
∫ ∞

0

drN β(r1, . . . , rN )V (r1, . . . , rN )

≡ 〈V 〉β , (C2)

and Eq. (27) can be written as [3]

V SIL
ee [ρ] = min

β∈Π(PN ,µ)

〈
V
〉
β
. (C3)

Example: The Monge (or SCE) type measure γ = γSGS

describing the SGS ansatz of section III corresponds to

βSGS(r1, . . . , rN ) =
µ(r1)

N

N∏
n=2

δ
(
rn − fSGS

n (r1)
)
. (C4)
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Despite not looking symmetric at first glance, βSGS does
have the correct N identical marginals: (i) Obviously,∫
dr2 · · ·

∫
drN βSGS(r1, . . . , rN ) = µ(r1)

N , and (ii) we also
have, e.g.,∫

dr1

∫
dr3 · · ·

∫
drN βSGS(r1, . . . , rN )

=

∫
dr1

µ(r1)

N
δ
(
r2 − f2(r1)

)
=

µ(r0)
N

|f ′2(r0)|
, (C5)

where, due to a well known rule for the δ-function, r0 is
the radius satisfying r2−f2(r0) = 0. Employing Eq. (35),
we therefore correctly find

µ(r0)
N

|f ′2(r0)|
=
µ
(
f2(r0)

)
N

=
µ(r2)

N
. (C6)

2. Application to the density ρa,ε(r) of Eq. (58)

We shall now perform the minimization in Eq. (C3)
for the density ρ = ρa,ε of Eq. (58), when N = 3 and

µ(r) = µa,ε(r) ≡ 4πr2ρa,ε(r) = N
aε for a ≤ r ≤ a(1 + ε).

Any β ∈ Π(P3, µa,ε) has the identical marginals

µa,ε(rk)

3
≡
∫ b

a

dri

∫ b

a

drj β(r1, r2, r3) =
1

aε
, (C7)

where b = a(1 + ε) and {i, j, k} = {1, 2, 3}.
Substituting in Eq. (C2) rn = a + εaxn, xn ∈ [0, 1],

and rearranging quadratic terms in the Taylor expansion
of V (r1, r2, r3), Eq. (A16), we obtain

〈V 〉β =

∫ 1

0

dx1

∫ 1

0

dx2

∫ 1

0

dx3 (εa)3β̃(x1, x2, x3)×[
3∑
k=1

v(ε)
sep(xk) +

√
3ε2

10a
(x1 + x2 + x3)2 + V (ε)

res

]
, (C8)

with v
(ε)
sep(x) =

√
3

3a (1− εx+ ε2

10x
2) and a residual term

V (ε)
res (x1, x2, x3) = O(ε3). (C9)

For β̃({xn}) = β({a+ εaxn}), Eq. (C7) implies∫ 1

0

dxi

∫ 1

0

dxj β̃(x1, x2, x3) =
1

(εa)3
(i 6= j), (C10)

and the first term in Eq. (C8) can be integrated, yielding

3∑
k=1

∫ 1

0

dxk v
(ε)
sep(xk) =

√
3

a

[
1− ε

2
+
ε2

30

]
, (C11)

cf. Eq. (28) for separable interactions. Since this result
does not depend on β, Eq. (C3) now reads

V SIL
ee [ρa,ε] =

√
3

a

[
1− ε

2
+
ε2

30

]
+

+ min
β∈Π(P3,µa,ε)

〈√3ε2

10a
Ch + V (ε)

res

〉
β
, (C12)

where, in terms of the convex function h(x) = x2,

Ch(x1, x2, x3) ≡ (x1 + x2 + x3)2

= h(x1 + x2 + x3). (C13)

Any series of minimizers βε in Eq. (C12) converges for

ε→ 0 to a minimizer of 〈Ch〉, since V
(ε)
res = O(ε3),

V SIL
ee [ρa,ε] =

√
3

a

[
1− ε

2
+
ε2

30

]
+

+

√
3ε2

10a
min

β∈Π(P3,µa,ε)

〈
Ch
〉
β

+O(ε3). (C14)

In the next section we study the minimization problem
for
〈
Ch
〉
, showing necessary and sufficient conditions that

a minimizer should satisfy, which are violated by the SGS
ansatz (for details and a complete proof see [41]). In
particular this will imply that SGS solutions are also not
minimizers for V SIL

ee [ρa,ε] if ε is small enough.

Moreover, we also show three different examples of
minimizers for the repulsive harmonic cost in the one-
dimensional case that can be used as trial plans for
V SIL
ee [ρa,ε] for small ε.

A similar proof of the fact that SGS minimizers are not
always minimizers in (1)) was also obtained by Colombo
and Stra [16], who also showed that ρ ∈ PSGS 6= ∅.

3. Cost h(x1 + x2 + x3) with h convex

Now, we consider cost functions Ch(x1, x2, x3) =
h(x1+x2+x3), h convex. We will show that for this class
of cost functions, we can construct examples of SCE-type
minimizers and non SCE-type minimizers.

To find a minimizer of 〈Ch〉β , we consider a particular
β = β0 ∈ Π(P3, µa,ε) which is concentrated on the hyper-
plane H = {(x1, x2, x3) |x1 +x2 +x3 = NX}, thus fixing
the average value X of the N = 3 coordinates x1, x2, x3.
In this case, we obviously have∫

(x1 + x2 + x3) dβ0 = NX, 〈Ch〉β0 = h(NX).

(C15)
For a general β ∈ Π(P3, µa,ε), Eq. (28) implies

∫
(x1 + x2 + x3) dβ =

N∑
k=1

∫ b

a

drk
µa,ε(rk)

N
xk ≡ Nx̄.

(C16)
Consequently, the fixed average value X, dictated by β0,
must satisfy X = x̄ ≡ r̄−a

εa = 1
2 , with the barycenter r̄ of

the density µa,ε(r),

r̄ ≡
∫ b

a

dr
µa,ε(r)

N
r =

1

εa

b2 − a2

2
=
a+ b

2
. (C17)
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Moreover, Jensen’s inequality for convex functions yields

〈Ch〉β ≡
∫
h(x1 + x2 + x3) dβ

≥ h
(∫

(x1 + x2 + x3) dβ

)
= h(Nx̄) ≡ h(NX) = 〈Ch〉β0

. (C18)

In other words, β0 is a minimizer,

min
β∈Π(P3,µa,ε)

〈Ch〉β = h(Nx̄) =
(

3 · 1

2

)2

=
9

4
, (C19)

and Eq. (C14) yields

V SIL
ee [ρa,ε] =

√
3

a

[
1− ε

2
+

31

120
ε2 +O(ε3)

]
. (C20)

We shall now construct different examples for measures
β0 ∈ Π(P3, µa,ε) that are concentrated on the hyperplane
H and, therefore, are minimizers of 〈Ch〉β in Eq. (C14).
For all these examples, we conclude

〈V 〉β0
= V SIL

ee [ρa,ε] +O(ε3). (C21)

a. An SCE-type minimizer

We now use the fractal co-motion functions fFRC
n (r) of

Eq. (77) to construct an SCE-type probability measure

βFRC with the identical marginals
µa,ε(r)
N ≡ 1

εa , implying

that βFRC ∈ Π(P3, µa,ε). In other words, despite being
fractal, the co-motion functions fFRC

n (r) do belong to an
SCE state with the smooth density ρa,ε(r) of Eq. (58).

In a second step, we shall see further below, that βFRC

is a minimizer of 〈Ch〉β in Eq. (C14).
The fractal function S(x) in Eq. (77) is the (uniform)

limit k → ∞ of the piecewise linear functions Sk(x) in
Eq. (B10). Replacing in Eq. (77) S(x) with Sk(x), for
some finite k ∈ N, we obtain piecewise linear functions

fFRC
k,1 (r) ≡ r, (C22a)

fFRC
k,2 (r) = a+ εa · Sk

(r − a
εa

)
, (C22b)

fFRC
k,3 (r) = a+ εa · Sk

(
Sk

(r − a
εa

))
, (C22c)

for r ∈ [a, b], with piecewise constant derivatives

d

dr
fFRC
k,n (r) = 1, r ∈ (cm−1, cm), (C23)

where cm = a + m b−a
3k and m = 1, . . . , 3k. For k = 2,

these three functions are plotted in Fig. 12 (upper panel).
For a given k ≥ 2, consider for any radial interval

I = [rA, rB ] ⊆ [a, b] the “strictly correlated” subset

Ω(I) =
{(
r, fFRC

k,2 (r), fFRC
k,3 (r)

) ∣∣∣ r ∈ I} ⊆ P3 (C24)
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FIG. 12. Upper panel: The functions fFRC
k,1 (r) = r, fFRC

k,2 (r),

and fFRC
k,3 (r) = fFRC

k,2 (fFRC
k,2 (r)) for k = 2 (in black, red and

blue, respectively) in the case a = 1, ε = 3 when r ∈ [1, 4].
Lower panel: The functions ψFRC

k (r) =
∑3
n=1 f

FRC
k,n (r), for

k = 1 (dark-blue), k = 2 (green) and k = 3 (yellow), indicat-
ing that the limiting function is a constant, ψFRC

∞ (r) = 15
2

.

of the radial configuration space P3 = {(r1, r2, r3)}. A
particular probability measure βFRC

k on P3 is specified
when we assign to the subsets Ω(I) the probabilities

pΩ(I) ≡
∫

Ω(I)

dβFRC
k =

rB − rA
b− a

, (C25)

since then pΩ([a,b]) = 1, and any subset Ω ⊂ P3 with
Ω ∩ Ω([a, b]) = ∅ has zero probability. This means that
the probability measure βFRC

k is of the SCE-type.
Now, it is easy to see that βFRC

k ∈ Π(P3, µa,ε): In the
configurations (r1, r2, r3) ∈ Ω(I), each one of the two
coordinates r2 and r3 covers a finite set of no more than
3k disjoint subintervals of [a, b]. Due to Eq. (C23), the
lengths of these disjoint intervals in both cases add up
to the length rB − rA of I. Therefore, r1, r2, and r3 all
have the same uniform radial probability density

pΩ(I)

rB − rA
=

1

b− a
=

1

εa
≡ µa,ε(r)

N
. (C26)

Furthermore, any SCE-type β ∈ Π(P3, µa,ε) is concen-

trated on the hyperplane H with r1+r2+r3 = 3r̄ ≡ 3a+b
2 ,

and therefore is a minimizer in Eq. (C19), when its radial
co-motion functions fn(r) add up to a constant.

3∑
n=1

fn(r) = 3r̄ ≡ 3
a+ b

2
(a ≤ r ≤ b). (C27)

This condition is violated by the SGS co-motion functions
fSGS
n (r) for the density ρa,ε, see Eq. (62), but also by the
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present ones fFRC
k,n (r), see the lower panel of Fig. 12. In

the limit k → ∞, however, when the fractal functions
fFRC
n (r) of Eq. (77) are recovered, the condition is satis-

fied, see Eq. (78).

b. Non-SCE type minimizers

We now consider (Example 4.13 in [33]) a probabil-
ity measure β0 with the (almost continuous) co-motion
functions fVIO

1 (r) ≡ r and

fVIO
2 (r) =

{
r + r̄ − a (a ≤ r < r̄)
r + a− r̄ (r̄ ≤ r ≤ b)

}
,

fVIO
3 (r) =

{
2a+ b− 2r (a ≤ r < r̄)
a+ 2b− 2r (r̄ ≤ r ≤ b)

}
. (C28)

Since they satisfy Eq. (C27), this β0 is concentrated on
H and therefore a minimizer. However, the functions
fVIO
n (r) violate the group relations of section III D. They

do not describe a true SCE state, since fVIO
3 (r) is not an

injective function, relating each radius r3 = fVIO
3 (r1) to

two different values of r1. Consistently, these functions
do not satisfy the SCE basic differential equation (35).

Another minimizer β0 ∈ Π(PN , µ) (concentrated on H)
which is not of the SCE type at all, is given by

β0(r1, r2, r3) =
4

(εa)3
δ(r1 + r2 + r3 − 3r̄)×

×max
(
|r1 − r̄|, |r2 − r̄|, |r3 − r̄|

)
. (C29)

The δ-function guarantees that β0 is concentrated on H
and therefore is certainly a minimizer in Eq. (C14). How-
ever, it is not of the SCE type, since each one of the radii
r2 and r3 can, at fixed radius r1, assume arbitrary values.
Only their sum r2 + r3 is fixed by r1.

To show that β0 has the correct uniform marginals
µ(rk)
N = 1

εa , it is convenient to switch from rn ∈ [a, b] to

shifted coordinates sn = rn − r̄ ∈ [−c, c], where c = 1
2εa,

β̃0(s1, s2, s3) =
4

(εa)3
δ(s1 + s2 + s3) max

(
|s1|, |s2|, |s3|

)
.

(C30)
Obviously, it is sufficient to consider

µ(r1)

N
=

∫ c

−c
ds2

∫ c

−c
ds3 β̃0(s1, s2, s3)

=
4

(εa)3

∫ c

−c
ds2 θ

(
c− |s1 + s2|

)
×

×max
(
|s1|, |s2|, |s1 + s2|

)
. (C31)

Here, θ is the Heavyside step function, with θ(s) = 1 for
s ≥ 0 and θ(s) = 0 otherwise. We first consider the case

s1 ≥ 0, when θ(c− |s1 + s2|) = 0 for s2 > c− s1,

µ(r1)

N
=

4

(εa)3

∫ c−s1

−c
ds2 max

(
|s1|, |s2|, |s1 + s2|

)
=

4

(εa)3

∫ −s1
−c

ds2|s2|

+
4

(εa)3

∫ 0

−s1
ds2|s1|

+
4

(εa)3

∫ c−s1

0

ds2|s1 + s2| (s1 ≥ 0). (C32)

In the latter three integrals, we may write, respectively,
|s2| = −s2, |s1| = s1, |s1 + s2| = s1 + s2, to find

µ(r1)

N
=

1

εa
. (C33)

A similar analysis yields the same result for s1 ≤ 0.

Appendix D: Hessian matrix in 3D

For the 3D treatment of the problem in section IV A 2,
we use spherical polar coordinates {rn, θn, φn}n=1,2,3 for
the vectors rn in Eq. (10). Then, Eq. (67) becomes

ESGS
pot [ρ](r1, r2, r3) = C({rn, θn, φn})−

3∑
i=1

U(ri)

≡ E({rn, θn, φn}), (D1)

where, instead of Eq. (68), we now have

C({rn, θn, φn}) =

2∑
i=1

3∑
j=i+1

[
r2
i − 2rirj cos γij + r2

j

]−1/2

,

(D2)
with the angle γij between the vectors ri and rj ,

cos γij = sin θi sin θj cos(φi − φj) + cos θi cos θj . (D3)

Writing (r1, r2, r3, φ1, φ2, φ3, θ1, θ2, θ3) = (q1, . . . , q9) ≡
q, the function E(q) should be minimum for q = q(r),

q(r) =
(
r, f2(r), f3(r), 0, φ̃2(r), φ̃3(r), π2 ,

π
2 ,

π
2

)
=
(
q1(r), . . . , q9(r)

)
. (D4)

The corresponding Hessian matrix H9×9(r), given by

H9×9
αβ (r) =

∂2E(q)

∂qα∂qβ

∣∣∣
q=q(r)

(α, β = 1, . . . , 9), (D5)

has block form: When qα ∈ {r1, r2, r3, φ1, φ2, φ3} and
qβ ∈ {θ1, θ2, θ3}, we easily verify from Eq. (D2) that

H9×9
αβ (r) ≡ ∂2C(q)

∂qα∂qβ

∣∣∣
q=q(r)

= 0. (D6)



21

On the other hand, we obviously have

H9×9
αβ (r) = Hαβ(r) (α, β ≤ 6), (D7)

with the corresponding (6× 6)-matrix H(r) from the 2D
treatment of section IV A 2. Consequently, six eigenval-
ues of H9×9(r) are identical with the ones of H(r), and
the remaining three eigenvalues are identical with the
ones of the (3× 3)-matrix H(θ)(r), given by

H
(θ)
ij (r) =

∂2C(q)
∂θi∂θj

∣∣∣
q=q(r)

(i, j = 1, 2, 3). (D8)

The frequencies ωα of the new eigenmodes e7,8,9 are
obtained from the eigenvalues mω2

α of the (3×3)-matrix
K(θ)(r) = M−1H(θ)M−1, with the diagonal matrix M =
diag(r, f2(r), f3(r)).

Appendix E: An entropic inequality

Consider the N−marginals Monge-Kantorovich
(namely V SIL

ee ) problem with the Coulomb cost and all
marginals equal to ρ(r) (where we have assumed that
ρ is a measure absolutely continuous with respect the
d−dimensional Lebesgue measure)

V SIL
ee [ρ] = min

γ∈Π(RNd,ρ)
〈CCoul〉γ , (E1)

and the entropic regularization

SN,T[ρ] ≡ min
γ∈Π(RNd,ρ)

H(γ|ηT), (E2)

where ηT ≡ 1
L exp (−

∑
i<j

1
T|ri−rj | ) ⊗

K
i=1 dri (L is the

normalization constant) and the relative entropy is de-
fined as

H(µ|ν) =

∫
dr µ log(

µ

ν
).

We show now that problem (E2) with a fixed parameter
T is a lower bound of the Levy-Lieb functional.
Take a plan γ(r1, · · · , rN ) = |ψ(r1, · · · , rN )|2 (it is obvi-
ous that

√
γ ∈ H1(RNd)), then the Levy-Lieb functional

FLL[ρ] reads as

FLL[ρ] ≡ inf
γ∈Π(RNd,ρ)

~2

2

∫
dr1· · ·

∫
drN |∇

√
γ|2+〈CCoul〉γ .

(E3)
We can establish the following result

Theorem E.1 (Entropy Lower bound,[29, 42]). Let be
ρ ∈ P(Rd) and ψ ∈ H1(RNd;R), then the following in-
equality holds

FLL[ρ] ≥ SN,T[ρ], (E4)

with T =
π~2

2
.

In order to prove theorem E.1 we need some useful
results on the logarithmic Sobolev inequality (LSI) for
the Lebesgue measure.

Corollary E.2 (Corollary 7.3, [43]). Let us consider ν ∈
P(Rd) such that ν(r) = e−V (r) with D2 V ≥ κId. Then,
for every f ≥ 0 such that fν ∈ P(Rd) we have that

H(fν|ν) ≤ 2

κ

∫
|∇
√
f |2 dν. (E5)

Notice that, thanks to the 1-homogeneity of both sides
of the inequality with respect to f , one can forget the
constraint fν ∈ P(Rd). Now we are ready to state our
result for the Lebesgue measure:

Theorem E.3 (LSI,[29, 42]). Let f ≥ 0 be a function
such that

√
f ∈ H1(Rd) and fLd ∈ P(Rd). Then the

following holds:

H(fLd|Ld) ≤ 1

π

∫
dr1 |∇

√
f |2. (E6)

Proof. The proof is rather simple: it relies on the obser-
vation that if

∫
f dν ≤ 1 then H(fν|ν) ≥

∫
f log f dν. In

particular we can consider the measure νr2 = e−π|r1−r2|
2

.
Since (E6) is again 1-homogeneous in both sides, we can
suppose that

∫
dr1 f = 1. It is clear that, since νr2 ≤ Ld,

we have that
∫
f dνr2 ≤ 1 for every r2. In particular, we

have that ∫
dνr2 f log f ≤ H(fνr2 |νr2).

Now we can integrate this with respect to r2 and use that∫
dr2 e

−π|r1−r2|2 = 1 to obtain∫
dr1 f log f ≤

∫
dr2 H(fνr2 |νr2).

Now considering V (r1) = π|r1 − r2|2, we have D2 V =
2πId and in particular we have that (E5) holds with κ =
2π and so we conclude

H(fLd|Ld) =

∫
dr1 f log f ≤

1

π

∫ ∫
dνr2 dr2|∇

√
f |2 =

1

π

∫
dr1 |∇

√
f |2.

(E7)

Proof Theorem E.1. Notice that by definition γ ≥ 0 and
γ ∈ H1(RNd) so we can apply theorem E.3 and we have

~2

2

∫
dr1 · · ·

∫
drN |∇r

√
γ|2 ≥ TH(γ|LdN ), (E8)
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where T ≡ π~2

2
. It follows that∫

dr1 · · ·
∫
drN |∇r

√
γ(r1 · · · rN )|2+∫

dr1 · · ·
∫
drN

∑
i<j

1

|ri − rj |
γ(r1 · · · rN ) ≥

TH(γ|LdN ) +

∫
dr1 · · ·

∫
drN

∑
i<j

1

|ri − rj |
γ(r1 · · · rN ) =

H(γ|ηT),

(E9)

where ηT = exp (−
∑
i<j

1
T|ri−rj | ) ⊗

N
i=1 dri (notice that

w.l.o.g. we can normalize ηT in order to have a prob-
ability measure). Then, the inequality (E4) easily fol-
lows.
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