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Abstract: Hybrid platforms embedding accelerators such as GPUs or Xeon Phis are increas-
ingly used in computing. When scheduling tasks on such platforms, one has to take into account
that a task execution time depends on the type of core used to execute it. We focus on the problem
of minimizing the total completion time (or makespan) when scheduling independent tasks on two
processor types, also known as the (Pm,Pk)||Cmax problem. We propose BalancedEstimate
and BalancedMakespan, two novel 2-approximation algorithms with low complexity. Their ap-
proximation ratio is both on par with the best approximation algorithms using dual approximation
techniques (which are, thus, of high complexity) and significantly smaller than the approximation
ratio of existing low-cost approximation algorithms. We compared both algorithms by simulations
to existing strategies in different scenarios. These simulations showed that their performance is
among the best ones in all cases.

Key-words: Scheduling; independant tasks; hybrid platforms; approximation algorithms.



Algorithmes d’approximation pour l’ordonnancement de
tâches indépendantes sur des plates-formes hybrides

Résumé : Les plates-formes hybrides utilisant sur des accélérateurs tels que des GPUs ou des
Xeon Phis sont de plus en plus utilisées pour le calcul. Lors de l’ordonnancement de tâches sur
de telles plates-formes, il est nécessaire de prendre en compte les temps d’exécution des tâches en
fonction du type de cœurs utilisé pour l’exécuter. Nous traitons le problème consistant à minimi-
ser le temps total d’exécution (ou makespan) lors de l’ordonnancement de tâches indépendantes
sur deux types de processeurs, problème noté (Pm,Pk)||Cmax. Nous proposons BalancedEsti-
mate et BalancedMakespan, deux nouveaux algorithmes d’approximation de facteur 2 avec
de faibles complexités. Leur facteur d’approximation est à la fois similaire à celui des meilleurs
algorithmes d’approximation reposant sur des techniques d’approximation duale (et qui ont donc
de grandes complexités) et significativement meilleur que ceux des algorithmes d’approximation
existants de faible coût. Nous avons comparé ces deux algorithmes aux stratégies existantes avec
des simulations dans différents scénarios. Ces simulations ont montré que leurs performances sont
parmi les meilleures dans tous les cas.

Mots-clés : Ordonnancement; tâches indépendantes; plates-formes hybrides; algorithmes d’ap-
proximation.



Low-Cost Approximation Algorithms for Scheduling Independent Tasks on Hybrid Platforms 3

1 Introduction
Modern computing platforms increasingly use specialized computation accelerators, such as
GPUs or Xeon Phis: 86 of the supercomputers in the TOP500 list include such accelerators,
while 3 of them include several accelerator types [37]. One of the most basic but also most
fundamental scheduling step to efficiently use these hybrid platforms is to decide how to sched-
ule independent tasks. The problem of minimizing the total completion time (or makespan)
is well-studied in the case of homogeneous cores (problem P ||Cmax in Graham’s notation [23]).
Approximation algorithms have been proposed for completely unrelated processors (R||Cmax),
such as the 2-approximation algorithms by Lenstra et al. [28] based on linear programming.
Some specialized algorithms have been derived for the problem of scheduling two machine types
((Pm,Pk)||Cmax where m and k are the number of machines of each type), which precisely cor-
responds to hybrid machines including only two types of cores, such as CPUs and GPUs (which
corresponds to most hybrid platforms in the TOP500 list). Among the more recent results, we
may cite the DADA [10] and DualHP [7] algorithms which both use dual approximation to ob-
tain 2-approximations. Bleuse et al. [12] also propose a more expensive ( 4

3 + 1
3k+ε)-approximation

relying on dynamic programming and dual approximation with a time complexity O(n2m2k3)
(with n being the number of tasks). PTAS have even been proposed for this problem [13, 22].
However, the complexity of all these algorithms is large, which makes them unsuitable for effi-
ciently scheduling tasks on high-throughput computing systems.

Our objective is to design an efficient scheduling algorithm for (Pm,Pk)||Cmax whose com-
plexity is as low as possible, so as to be included in modern runtime schedulers. Indeed with
the widespread heterogeneity of computing platforms, many scientific applications now rely on
runtime schedulers such OmpSs [33], XKaapi [10], or StarPU [5]. In this context, low complex-
ity schedulers have recently been proposed. The closest approaches to our work in terms of
cost, behavior, and guarantee are HeteroPrio [8], a (2 +

√
2)-approximation algorithm, and

CLB2C [17], a 2-approximation algorithm in the case where every task processing time, on any
resource, is smaller than the optimal makespan.

In this report, we propose a 2-approximation algorithm, named BalancedEstimate, which
makes no assumption on the task processing times. Moreover, we propose BalancedMakespan
which extends this algorithm with a more costly mechanism to select the final schedule, while
keeping the same approximation ratio. We also present the simulations carried out to estimate in
realistic scenarios the relative performance of the algorithms. Table 1 summarizes the comparison
between our algorithms and existing solutions. Among many available high complexity solutions,
we selected the ones whose running times were not prohibitive. The time complexity, when not
available in the original articles, corresponds to our best guess, while performance are the range
of the most frequent relative overheads of the obtained makespan with respect to a proposed
lower bound that precisely estimates the minimum load on both processor types. In this table,
BalancedEstimate and BalancedMakespan achieve both the best approximation ratio and
the best performance in simulation.

Therefore, the main contributions of this report are:

1. Two new approximation algorithms, BalancedEstimate and BalancedMakespan, which
both achieve very good tradeoffs between runtime complexity, approximation ratios, and
practical performance. The former has the smallest known complexity, improves the best
known approximation ratio for low-complexity algorithms without constraints, and is on
par with all competitors for practical performance, while the latter outperforms other
strategies in most cases, at the cost of a small increase in the time complexity.

2. A new lower bound on the optimal makespan, a useful tool for assessing the actual perfor-
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4 Loris Marchal, Louis-Claude Canon, Frédéric Vivien

Name algo. time complexity approx. ratio performance
BalancedEstimate 2 n log(nmk) 2 0.2-15%
BalancedMakespan 3 n2 log(nmk) 2 0.2-8%

HeteroPrio [8] 6 (n log(n)) + (n+m+
k)× log(m+ k) 3.42 3.3-17%

CLB2C [17] 5 n log(nmk) 2∗ 3.6-37%
DualHP [8] 7 n log(nmkA) 2∗∗ 0.2-14%

DADA [10] 9 n log(mk) log(A) +
n log(n) 2∗∗ 0.9-15%

Table 1: Complexity and performance of the reference and new algorithms. The “perfor-
mance” corresponds to the 2.5%–97.5% quantiles. The time complexity of HeteroPrio as-
sumes an offline variant that needs to compute the earliest available processor at each step.
A =

∑
i max(c1

i , c
2
i ) −maxi min(c1

i , c
2
i ) is the range of possible horizon guesses for the dual ap-

proximations.
*: 2-approximation ratio for CLB2C restricted to the cases when max(c1

i , c
2
i ) ≤ OPT

**: see Theorems 4 and 5

mance of algorithms.

3. A set of simulations including the state-of-the-art algorithms. They show that Balanced-
Makespan achieves the best makespan in more than 96% of the cases. Moreover, its
makespan is always within 0.6% of the best makespan achieved by any of the tested algo-
rithms.

The rest of the report is organized as follows. The problem is formalized in Section 2 and
the proposed algorithms are described in Section 3. Section 4 is devoted to the proof of the
approximation ratio. Section 5 presents a new lower bound for the makespan. We report the
simulation results in Section 6. Finally, we present the related work in Section 7 and conclude
in Section 8.

2 Problem Formulation
A set of n tasks must be scheduled on a set of processors of two types containing m processors
of type 1 and k processors of type 2. Let c1

i (resp. c2
i ) be the integer time needed to process task

i on processors of type 1 (resp. of type 2). We indifferently refer to the ci’s as processing times
or costs. The completion time of a processor of type u to which a set S of tasks is allocated is
simply given by

∑
i∈S c

u
i .The objective is to allocate tasks to processors such that the maximum

completion time, or makespan, is minimized. The most frequent notations are summarized in
Appendix A.

3 Algorithm Description
3.1 BalancedEstimate
We now move to the description of the first proposed approximation algorithm. We start by
introducing some notations/definitions that are used in the algorithm and in its proof. In the

Inria



Low-Cost Approximation Algorithms for Scheduling Independent Tasks on Hybrid Platforms 5

following µ represents an allocation of the tasks to the two processor types: µ(i) = 1 (resp.
µ(i) = 2) means that task i is allocated to some processor of type 1 (resp. 2) in the allocation µ.
The precise allocation of tasks to processors will be detailed later. Note that in the algorithms,
allocation µ is stored as an array and thus referred to as µ[i], which corresponds to µ(i) in the
text. For a given allocation µ, we define W 1(µ) (resp. W 2(µ)) as the average work of processors
of type 1 (resp. 2):

W 1(µ) = 1
m

∑
i:µ(i)=1

c1
i and W 2(µ) = 1

k

∑
i:µ(i)=2

c2
i .

We also define the maximum processing time M1(µ) (resp. M2(µ)) of tasks allocated to proces-
sors of type 1 (resp. 2):

M1(µ) = max
i:µ(i)=1

c1
i and M2(µ) = max

i:µ(i)=2
c2
i .

The proposed algorithm relies on the maximum of these four quantities to estimate the makespan
of an allocation, as defined by the following allocation cost estimate:

λ(µ) = max(W 1(µ),W 2(µ),M1(µ),M2(µ)).

Finally, we use imax(µ), which is the index of the largest task allocated to a processor of type 1
but that would be more efficient on a processor of type 2:

imax(µ) = argmax
i:µ(i)=1 and c1

i
>c2

i

c1
i .

We can now define a dominating task j as a task such that j = imax(µ) and λ(µ) = c1
imax(µ).

The algorithm works in two passes: it first computes two allocations with good allocation
cost estimates (Algorithm 1) and then builds a complete schedule using the Largest Processing
Time first (LPT) rule from these allocations (Algorithm 2).

The allocation phase (Algorithm 1) starts by putting each task on their most favorable proces-
sor type to obtain an initial allocation µ. Without loss of generality, we assume that processors
of type 2 have the largest average work, otherwise we simply switch processor types. Then,
tasks are moved from processors of type 2 to processors of type 1 to get a better load balancing.
During this process, we carefully avoid task processing times from becoming arbitrarily long:
whenever some dominating task appears, it is moved back to processors of type 2. The alloca-
tion phase produces two schedules: the one with the smallest cost estimate (µbest) and the one
corresponding to the iteration when the relative order of the average works is inversed (µinv).

We define µi (resp. µ′i) as the allocation before (resp. after) task i is allocated to processors
of type 1 at iteration i on Line 10 (µistart = µ′istart−1 is the initial allocation).

The scheduling phase (Algorithm 2) simply computes an LPT schedule for each processor
type for the two previous allocations. The schedule with minimum makespan is selected as final
result.

The time complexity of Algorithm 1 is O(n log(n)) (computing the allocation cost estimate
on Line 11 is the most costly operation). The time complexity of the subsequent scheduling
phase (Algorithm 2) is O(n log(n) + n log(m) + n log(k)).

3.2 BalancedMakespan
BalancedEstimate balances the average works on both processor types during the allocation
while ensuring that no single task will degrade the makespan when scheduled. Balanced-
Makespan (Algorithm 3) extends this approach by computing the LPT schedule of each alloca-
tion (µi and µ′i) considered by BalancedEstimate (including µbest and µinv), and thus has the

RR n° 9029



6 Loris Marchal, Louis-Claude Canon, Frédéric Vivien

Algorithm 1: Allocation Algorithm
Input : number m of processors of type 1; number k of processors of type 2
Input : number n of tasks; task durations cli for 1 ≤ i ≤ n, 1 ≤ l ≤ 2
Output: a set of allocations

1 for i = 1 . . . n do
2 if c1

i < c2
i then µ[i]← 1 else µ[i]← 2

3 if W 1(µ) > W 2(µ) then switch processor types
4 µbest ← µ
5 Sort tasks by non-decreasing c1

i /c
2
i

6 istart = min{i : µ[i] = 2} /* first task on a processor of type 2 */
7 for i = istart . . . n do
8 if W 1(µ) ≤W 2(µ) and W 1(µ) + c1

i /m > W 2(µ)− c2
i /k then

9 µinv ← µ /* remember µ */

10 µ[i]← 1 /* move a task (µi → µ′i) */
11 if λ(µ) < λ(µbest) then
12 µbest ← µ /* update best allocation so far */

13 if λ(µ) = c1
imax(µ) then

14 µ[imax(µ)]← 2 /* move back a task (µ′i → µi+1) */

15 if µinv is not defined then µinv ← µ
16 return (µbest, µinv)

Algorithm 2: BalancedEstimate
Input : number m of processors of type 1; number k of processors of type 2
Input : number n of tasks; task durations cli for 1 ≤ i ≤ n, 1 ≤ l ≤ 2
Output: schedule of the task on the processors

1 Compute (µbest, µinv) using Algorithm 1
2 foreach Allocation µ in (µbest, µinv) do
3 Schedule tasks {i : µ[i] = 1} on processors of type 1 using LPT
4 Schedule tasks {i : µ[i] = 2} on processors of type 2 using LPT
5 return the schedule that minimizes the global makespan

Inria



Low-Cost Approximation Algorithms for Scheduling Independent Tasks on Hybrid Platforms 7

same approximation ratio. It uses the makespan instead of the allocation cost estimate to update
µbest and returns the schedule with the lowest makespan. Its time complexity is O(n2 log(nmk))
as it runs LPT 2n times. In Algorithm 3, L(µ) denotes the makespan of the schedule obtained
using LPT on both processor types.

Algorithm 3: BalancedMakespan
Input : number m of processors of type 1, number k of processors of type 2,
Input : number n of tasks, task durations cli for 1 ≤ i ≤ n, 1 ≤ l ≤ 2
Output: schedule of the task on the processors

1 for i = 1 . . . n do
2 if c1

i < c2
i then µ[i]← 1 else µ[i]← 2

3 if W 1(µ) > W 2(µ) then switch processor types
4 µbest ← µ
5 Sort tasks by non-decreasing c1

i /c
2
i

6 istart = min{i : µ[i] = 2} /* first task on processors of type 2 */
7 for i = istart . . . n do
8 µ[i]← 1 /* move a task */
9 if L(µ) < L(µbest) then

10 µbest ← µ /* update best allocation so far */

11 if λ(µ) = c1
imax(µ) then

12 µ[imax(µ)]← 2 /* move back a task (µ′i → µi+1) */

13 if L(µ) < L(µbest) then
14 µbest ← µ /* update best allocation so far */

15 return the schedule of tasks using LPT on both types of processors from µbest

4 Approximation Ratio Proof
4.1 Restricting Termination Cases
For the sake of the proof, we slightly modify the algorithm by introducing new tasks in the
instance. This simplifies the analysis of the algorithm termination and does not change the
allocation returned by the algorithm. Assume, without loss of generality, that the test at Line 3
was false. Furthermore, we assume there is no task with a null cost in the instance. We discard
such tasks from the analysis because they may be allocated to any processor on which its cost
is null without any impact on the algorithm or the makespan. Then, we add m

(∑n
i=1 c

2
i

)
+ 1

dummy tasks with cost 1 on processors of type 1 and cost 0 on processors of type 2. The proof
of the approximation ratio of Algorithm 1 relies on this modified version that returns the same
allocation (by Lemma 1).

Lemma 1. Adding dummy tasks does not change the allocation computed by Algorithm 1.

Proof. Let n (resp. n∗) be the number of tasks for the original (resp. the extended) instance (let
µ be the allocation for the original instance and µ∗ the allocation for the extended one). Starting
at iteration n+ 1, each dummy task is allocated to processors of type 1 (they are considered last
because their ratios c1

i /c
2
i are the largest). At each of these allocations, W ∗2µ remains constant

while W ∗1µ increases. Therefore, λ(µ∗) may only increase and the best allocation µbest
∗ found

RR n° 9029



8 Loris Marchal, Louis-Claude Canon, Frédéric Vivien

so far is unchanged. Then, let l be the last iteration where the test at Line 9 is true. If l ≤ n,
then µ∗inv|1..n = µinv. If l > n, then µ∗inv|1..n = µ∗n+1|1..n = µn+1 because the allocation of
the tasks that have a non-zero cost on processors of type 2 is the same for each µ∗i such that
n+ 1 ≤ i < n′ + 1.

The following lemma states that there is no dominating task at the beginning of an iteration,
and that µbest is always the best allocation encountered so far, i.e., the one with the smallest λ
value.

Lemma 2. At the end of any iteration i of Algorithm 1, we have λ(µi) > c1
imax(µi) and λ(µbest) =

min1≤j≤i(min(λ(µj), λ(µ′j))).
Proof. We prove both properties by induction on i.

Induction basis: at iteration i = istart, each task is allocated to the processor type on which its
execution is fastest. Therefore, imax(µistart) is undefined and the first property is true. Moreover,
µbest is the initial allocation and it is the only one that was considered by the algorithm until
step istart.

Induction step: we assume the lemma holds true for i ≥ istart and thus, λ(µi) > c1
imax(µi) and

λ(µbest) = min1≤j≤i(λ(µj)). Let us prove it holds true for µi+1, i.e., that λ(µi+1) > c1
imax(µi+1)

and λ(µbest) = min1≤j≤i+1(λ(µj)). If the condition on Line 13 is false for iteration i, then
µi+1 = µ′i and the results trivially holds true.

Let us consider the other case (the condition on Line 13 is true). Thus, λ(µ′i) = c1
imax(µ′

i
) and

task imax(µ′i) is moved back from processors of type 1 to processors of type 2. In the remainder
of this proof we denote by µbest,i the value of µbest at the end of iteration i.

We distinguish two cases for the definition of λ(µi):
Case 1: λ(µi) > W 2(µi), and thus λ(µi) = max(M1(µi),M2(µi),W 1(µi)). On the one hand,

note that max(M1(µi),M2(µi)) = maxk cµi(k)
k = max(maxk 6=i cµi(k)

k , c2
i ). After moving

task i to processors of type 1 (Line 10), this quantity becomes max(M1(µ′i),M2(µ′i)) =
max(maxk 6=i c

µ′i(k)
k , c1

i ) = max(maxk 6=i cµi(k)
k , c1

i ) because µi and µ′i differ only for task i.
Moreover, c1

i ≥ c2
i because task i is on its best processor in µi. Hence, max(M1(µ′i),M2(µ′i)) ≥

max(M1(µi),M2(µi)). On the other hand, after the allocation on Line 10, W 1(µ′i) =
W 1(µi) + c1

i

m ≥ W 1(µi). Therefore, λ(µ′i) ≥ λ(µi) > c1
imax(µi) by induction hypothesis.

By assumption, λ(µ′i) = c1
imax(µ′

i
) and thus c1

imax(µ′
i
) > c1

imax(µi). We deduce that only
the newly added task i can dominate on processors of type 1: imax(µ′i) = i. Hence, task
i is moved back at Line 14 of iteration i. Thus, µi+1 = µi and there is no dominating
task when iteration i + 1 starts (λ(µi+1) > c1

imax(µi+1)) because there is no dominating
task in µi by induction hypothesis. It also follows that λ(µbest,i+1) = min1≤j≤i+1(λ(µj))
because λ(µbest,i) = min1≤j≤i(λ(µj)) by induction hypothesis and because µi+1 = µi.

Case 2: λ(µi) = W 2(µi). Note that we have W 2(µi+1) = W 2(µ′i) +
c2

imax(µ′
i

)

k = W 2(µi) +
c2

imax(µ′
i

)−c
2
i

k . Moreover, imax(µ′i) ≤ i, which implies that c1
imax(µ′

i
) ≥ c1

i (we select the

largest task on processors of type 1) and that c1
i

c2
i
≥

c1
imax(µ′

i
)

c2
imax(µ′

i
)
(tasks are sorted). Thus,

c2
imax(µ′

i
) ≥ c

2
i , which implies that W 2(µi+1) ≥W 2(µi). Therefore, λ(µi+1) ≥ λ(µi) and

λ(µbest,i+1) = min1≤j≤i+1(λ(µj)). Moreover, λ(µi) > c1
imax(µi) by induction hypothesis.

To go from µi to µi+1, we added task i to processors of type 1, and then removed the
longest task on these processors (imax(µ′i)). Either i is this longest task and the alloca-
tion is unchanged, or the longest task is a different one that was already in µi. In both

Inria



Low-Cost Approximation Algorithms for Scheduling Independent Tasks on Hybrid Platforms 9

cases, the size of the longest task on processors of type 1 has not increased from µi to
µi+1, i.e., c1

imax(µi) ≥ c
1
imax(µi+1). Thus, λ(µi+1) > c1

imax(µi+1).
We conclude by remarking that λ(µbest) = min1≤j≤i(λ(µ′j)) is straightforward because of

Line 11.

Thanks to the introduction of new tasks, we are able to prove that at some point, the average
work gets larger on processors of type 1, as stated in the following lemma.
Lemma 3. Consider the allocation µinv computed by Algorithm 1 when adding dummy tasks.
The following properties hold true:
(i) W 1(µinv) ≤W 2(µinv);
(ii) W 1(µ′inv) > W 2(µ′inv);
(iii) There is no dominating task in either µinv and µ′inv.
Proof. By construction of µinv by the algorithm, if µinv was defined at Line 9, it was defined by
the last iteration respecting properties (i) and (ii). We now prove that in the problem instance
with dummy tasks, µinv is indeed defined by Line 9.

At the first iteration, istart, Line 3 ensures that W 1(µistart) ≤ W 2(µistart). Starting with
iteration n + 1, the algorithm will move the dummy tasks to processors of type 1 one after the
other and these tasks are too small to be moved back 1. We know that W 1(µn+1) ≥ 0. Between
iteration n+1 and n∗, m

(∑n
i=1 c

2
i

)
+1 tasks with cost 1 are added to processors of type 1. Thus,

W 1(µn∗+1) ≥
∑n
i=1 c

2
i + 1

m . Moreover, W 2(µn′+1) ≤
∑n

i=1
c2
i

k and thus W 1(µn′+1) > W 2(µn′+1).
To go from µistart to µn′+1, there is necessarily an inversion in the average works. Therefore,

there is one iteration i for which W 1(µi) ≤ W 2(µi) and W 1(µi+1) > W 2(µi+1). This implies
that W 1(µ′i) > W 2(µ′i) because Line 14 may only move a task from processors of type 1 to
processors of type 2. Therefore, Line 9 defines µinv at least once. Let l be the last iteration at
which Line 9 defines µinv.

Lemma 2 guarantees that λ(µl) > c1
imax(µl), thus there is no dominating task in µl. Let us

consider by contradiction that there is a dominating task in µ′l. In this case, some task imax(µ′l)
is moved back to processors of type 2. Let us compute the average work at the beginning of the
next iteration:

• W 1(µl+1) = W 1(µl) + c1
l − c1

imax(µ′
l
). Thanks to the definition of imax(), we have c1

l ≤
c1

imax(µ′
l
) and thus W 1(µl+1) ≤W 1(µl).

• W 2(µl+1) = W 2(µl) − c2
l + c2

j . Let j = imax(µ′l) . As j ≤ l, c1
j

c2
j
≤ c1

l

c2
l

, and thus c2
j ≥ c2

l ,
which leads to W 2(µl+1) ≥W 2(µl).

Thus, the average works at step l+1 are not inversed anymore, which necessarily leads to another
inversion later on. This contradicts the hypothesis that l is the last iteration of Line 9 that defines
µinv. Thus, there is no dominating task in µ′l and thus in µ′inv.

4.2 Ratio Proof
Lemma 4. Let µ be an allocation and i1 = max{i : µ(i) = 1} be the largest index of tasks that
are on processors of type 1 (or 0 if there is none). Then,

min(W 1(µ),W 2(µ), min
1≤i<i1,
µ(i)=2

c1
i ) ≤ OPT, (1)

1To be sure that this property is satisfied, we start by multiplying by 2 the cost of any task on any processor
type. Obviously, this does not impact the behaviour of Algorithm 1. Then, because we have assumed all execution
times to be non-null integers (see Section ), we know that for i > n, c1

i = 1 < 2 ≤ λ(µ) whatever the allocation
µ. Therefore we cannot have λ(µ) = c1

imax(µ) with c1
imax(µ) = 1.

RR n° 9029



10 Loris Marchal, Louis-Claude Canon, Frédéric Vivien

where OPT is the makespan of an optimal schedule.

Proof. Let us consider an optimal schedule of makespan OPT. In this schedule, either one of
the tasks {i : 1 ≤ i < i1, µ(i) = 2} is on a processor of type 1, in which case min1≤i≤i1, µ(i)=2 c

1
i

is a lower bound on OPT, or all of these tasks are on processors of type 2. In the latter case,
we show that min(W 1(µ),W 2(µ)) is smaller than or equal to OPT by contradiction. Let us
assume that S1 is the set of the indices of the tasks that are on processors of type 1 in µ but on
processors of type 2 in the optimal schedule (we define S2 analogously). In order to transform
µ into the optimal allocation, we have to migrate tasks of S1 on processors of type 2 and tasks
of S2 on processors of type 1. This leads to a decrease of W 1(µ) by

∑
i∈S1 c1

i −
∑
i∈S2 c1

i and of
W 2(µ) by

∑
i∈S2 c2

i −
∑
i∈S1 c2

i . If both these amounts were strictly positive, then we would have∑
i∈S2 c1

i <
∑
i∈S1 c1

i (1) and
∑
i∈S1 c2

i <
∑
i∈S2 c2

i (2). Moreover,
∑
i∈S1 c1

i =
∑
i∈S1

c1
i

c2
i
c2
i ≤(

maxi∈S1
c1
i

c2
i

)∑
i∈S1 c2

i (3) and, similarly,
∑
i∈S2 c2

i ≤ 1
mini∈S2 c1

i
/c2
i

∑
i∈S2 c1

i (4). Thus, we would
have:

∑
i∈S2

c1
i

(1)
<
∑
i∈S1

c1
i

(3)
≤
(

max
i∈S1

c1
i

c2
i

)∑
i∈S1

c2
i

(2)
<

(
max
i∈S1

c1
i

c2
i

)∑
i∈S2

c2
i

(4)
≤

maxi∈S1
c1
i

c2
i

mini∈S2
c1
i

c2
i

∑
i∈S2

c1
i .

However, as we will show below, max(S1) < min(S2). Thus, maxi∈S1
c1
i

c2
i
≤ mini∈S2

c1
i

c2
i
because

tasks are sorted by non-decreasing c1
i /c

2
i . Therefore, the amounts by which W 1(µ) and W 2(µ)

can decrease cannot be both positive. Hence, there is no optimal schedule with a makespan lower
than min(W 1(µ),W 2(µ)).

We now prove that max(S1) < min(S2). By definition, i1 is the largest index of a task that is
allocated to a processor of type 1 in µ. By definition, S1 is the set of the indices of the tasks that
are on processors of type 1 in µ but on processors of type 2 in the optimal schedule. Therefore,
max(S1) ≤ i1. By definition, S2 is the set of the indices of the tasks that are on processors of type
2 in µ but on processors of type 1 in the optimal schedule. Therefore i1 /∈ S2 because µ(i1) = 1
by definition. Furthermore, we have assumed that all the tasks i for 1 ≤ i < i1 are on processors
of type 2 in the schedule OPT. Therefore min(S2) > i1 ands thus, max(S1) < min(S2).

We continue with two simple lemmas that help simplify the proof of Theorem 1 in some
special cases.

Lemma 5. Let µ be an allocation at some iteration of Algorithm 1 (µi or µ′i) such that λ(µ) >
c1

imax(µ) and λ(µ) = max(M1(µ),M2(µ)). Then, λ(µ) ≤ OPT.

Proof. Let us consider such an allocation µ with λ(µ) = max(M1(µ),M2(µ)). We consider the
two possible cases:
Case 1: The maximum is achieved by M1(µ) = maxj:µ(j)=1 c

1
j . Let j be a task achieving this

maximum. Note that c1
j ≤ c2

j because otherwise we would have M1(µ) = c1
imax(µ),

which is not possible because λ(µ) > c1
imax(µ). Consider an optimal schedule: OPT ≥

min(c1
j , c

2
j ) = c1

j and thus λ(µ) ≤ OPT.
Case 2: The maximum is achieved by M2(µ) = maxj:µ(j)=2 c

2
j . Let j be a task achieving this

maximum. j is thus assigned to a processor of type 2. Then, either j was initially
assigned on a processor of type 2 (and was never moved to a processor of type 1) and
thus c1

j ≥ c2
j or it was assigned to a processor of type 2 by Line 13 and, in that case also,

c1
j ≥ c2

j . Therefore, OPT ≥ max{c1
j , c

2
j} ≥ c2

j = M2(µ) = λ(µ).

Inria



Low-Cost Approximation Algorithms for Scheduling Independent Tasks on Hybrid Platforms 11

Lemma 6. Consider an iteration i of the algorithm and a task j, istart ≤ j < i, such that
µi(j) = 2 or µ′i(j) = 2. Then, we have λ(µbest) ≤ c1

j .

Proof. As task j has an index larger than or equal to istart but smaller than i, it means that
it was originally on processors of type 2 and moved to processors of type 1 (in allocation µ′j).
As it is now allocated to processors of type 2 in µi or µ′i, it also means that it was moved back
to processors of type 1 by Line 14 at some iteration k. We consider the allocation µ′k, where j
was still on processors of type 1 and right before it was moved back (imax(µ′k) = j). For this
allocation, we have λ(µ′k) = c1

j and thus λ(µbest) ≤ λ(µ′k) ≤ c1
j by Lemma 2.

The following lemma is a classical result in scheduling, used in Graham’s proof of the (2−1/m)
approximation ratio for list scheduling algorithms. We include it for the sake of completion.

Lemma 7. For a given set of tasks, any list scheduling algorithm (such as LPT) builds a schedule
on p identical processors with a makespan lower than or equal to W + (1− 1

p )M where W is the
average work and M is the maximum cost of any task.

Proof. Let us build a schedule from the set of tasks with a list heuristic, which never keeps a
processor idle if a task is available. Let t be the earliest date at which not all processors are
used. No task will start its execution after t because we use a list heuristic. Let c be the cost
of a task that finishes its execution the latest. Then, mks ≤ t + c where mks is the makespan.
Moreover, the amount of work that is performed (i.e., pW ) is greater than or equal to tp+ c (all
processors are used until t and at least one is used until t+ c): pW ≥ tp+ c. Thus, t ≤W − c

p .
Therefore, mks ≤ W − c

p + c = W + (1− 1
p )c. We conclude that mks ≤ W + (1− 1

p )M because
M is the maximum cost.

A simple corollary:

Corollary 1. Assume that the allocation µbest output by Algorithm 1 is such that λ(µbest) ≤
OPT, than Algorithm 2 produces a schedule whose makespan is at most twice OPT.

Here comes the final result:

Theorem 1. BalancedEstimate (Algorithm 2) is a 2-approximation for the makespan.

Proof. We consider the variant of Algorithm 1 that adds dummy tasks. By Lemma 1, it returns
the same allocation. By Lemma 3, there exists an iteration j for which W 1(µinv) ≤ W 2(µinv),
W 1(µ′inv) > W 2(µ′inv) and there is no dominating task in µinv. By an abuse of notation, in this
proof we will write about iteration inv rather than about iteration j. We apply Lemma 4 on
allocation µ′inv. Since by definition of inv, W 2(µ′inv) < W 1(µ′inv), Equation (1) applied to inv
translates into:

min(W 2(µ′inv), min
1≤i<inv,
µ′inv(i)=2

c1
i ) ≤ OPT. (2)

In this equation, we have replaced i1 by inv because the maximum index i1 of tasks that are on
processors of type 1 at iteration inv is inv itself.

We now distinguish two cases depending on how the minimum is achieved.
Case 1: The minimum in Equation (2) is achieved on W 2 (W 2(µ′inv) ≤ min1≤i<inv,µ′inv(i)=2 c

1
i ),

and thus Equation 1 gives
W 2(µ′inv) ≤ OPT.

We recall that

λ(µinv) = max(W 1(µinv),W 2(µinv),M1(µinv),M2(µinv)).
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12 Loris Marchal, Louis-Claude Canon, Frédéric Vivien

First, we know thatW 1(µinv) ≤W 2(µinv) (by definition of inv). We also know that there
is no dominating task in µinv (by Lemma 3), and thus λ(µinv) > c1

imax(µinv). Again, we
distinguish two cases depending on how the maximum in the definition of λ(µinv) is
achieved:
(i) λ(µinv) = max(M1(µinv),M2(µinv)). Then, we apply Lemma 5 which proves that

λ(µinv) ≤ OPT. Thanks to Corollary 1, we know that from this µinv, Algorithm 2
produces a schedule whose makespan is at most twice OPT and thus verifies the
conclusion of this theorem.

(ii) λ(µinv) = W 2(µinv). We first apply Lemma 4 to µinv. We get

min(W 1(µinv),W 2(µinv), min
1≤i<inv,
µinv(i)=2

c1
i ) ≤ OPT. (3)

As λ(µinv) = W 2(µinv), we have W 1(µinv) ≤W 2(µinv). We further distinguish two
cases depending on when the minimum is achieved in Equation 3.
(a) The minimum is achieved on W 1(µinv) and thus

W 1(µinv) ≤ OPT. (4)

Let M be the task with largest cost allocated on processors of type 1 in µinv:

c1
M = max

µinv(j)=1
c1
j = M1(µinv).

We again distinguish two (final) subcases:
(I) c1

M ≤W 1(µ′inv). We have

W 1(µ′inv) = W 1(µinv) + c1
inv
m

and
c1

inv ≤W 1(µ′inv).

Those two relations bring

c1
inv ≤ c1

M ≤
W 1(µinv)
1− 1/m

which refines the bound on c1
M :

c1
M ≤W 1(µ′inv)

≤W 1(µinv) + c1
inv
m

≤W 1(µinv) + W 1(µinv)
m− 1 = m

m− 1W
1(µinv).

Consider the schedule built by Algorithm 2 on allocation µinv. On pro-
cessors of type 1, the largest task has a size M1(µinv) = c1

M , with C1
M

being bounded as shown above, and the average work is W 1(µinv), with
W 1(µinv) ≤ OPT as seen in Equation (4). Thanks to Lemma 7, we know

Inria
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that the makespan produced by LPT on this instance has a makespan
bounded by:

C1
max ≤W 1(µinv) +

(
1− 1

m

)
M1(µinv)

≤W 1(µinv) +
(

1− 1
m

)
c1
M

≤W 1(µinv) +
(

1− 1
m

)
m

m− 1W
1(µinv)

≤ 2W 1(µinv) ≤ 2OPT.

We now concentrate on processors of type 2. We know that

W 2(µinv) = W 2(µ′inv) + c2
inv
k
≤W 2(µ′inv) + OPT

k
,

because OPT ≥ min(c1
inv, c

2
inv) = c2

inv as task inv was on processors of
type 2 in the initial allocation. A task which is on processors of type
2 either was always allocated on processors of type 2 or mas moved to
this type of processors by Line 14. In both cases its execution time
on processors of type 2 is no greater than on processors of type 1 (in
the second case by definition of imax()). Therefore, M2(µinv) ≤ OPT.
Together withW 2(µ′inv) ≤ OPT (the assumption defining this case, case
1), we finally get

W 2(µinv) ≤
(

1 + 1
k

)
OPT.

Thanks to Lemma 7, we know that the makespan of Algorithm 2 on
processors of type 2 of allocation µinv is bounded by

C2
max ≤W 2(µinv) +

(
1− 1

k

)
M2(µinv)

≤
(

1 + 1
k

)
OPT +

(
1− 1

k

)
OPT

≤ 2OPT.

Thus, max(C1
max, C

2
max) ≤ 2OPT which yields the result for this case.

(II) c1
M > W 1(µ′inv). By the definition of inv,W 1(µ′inv) > W 2(µ′inv) and thus
λ(µ′inv) = max(M1(µ′inv),M2(µ′inv)). As there is no dominating task in
µinv (by Lemma 3), Lemma 5 proves that λ(µ′inv) ≤ OPT and thus, using
Lemma 2, λ(µbest) ≤ λ(µ′inv) ≤ OPT. Thanks to Corollary 1, we know
that from this µbest, Algorithm 2 produces a schedule whose makespan
is at most twice OPT and thus verifies the conclusion of this theorem.

(b) The minimum in Equation 3 is achieved on the last term. Thus, there exists a
cost c1

j for some task j such that

c1
j = min

1≤i<inv,
µinv(i)=2

c1
i ≤ OPT.

We apply Lemma 6 to this task j for iteration inv, which gives us λ(µbest) ≤
c1
j ≤ OPT. As λ(µbest) may only decrease as Algorithm 1 continues its exe-
cution, this also holds at the end of the execution. Thanks to Corollary 1, we
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k − 1

.

.
k − 1 1
k − 1 k − 1

1 + ε 1 + ε. . .

k − 1 1

.

.

.
k − 1 1

k

k

m = 1

Schedule for µbest = µinv Optimal schedule

Figure 1: Example with m = 1 processor of type 1, an arbitrary number k > 1 processors of
type 2 and two types of tasks: k tasks with costs c1

i = 1 + ε (with ε < 1
k−1 ) and c

2
i = 1, and k+ 1

tasks with costs c1
i = k and c2

i = k − 1.

know that from this µbest, Algorithm 2 produces a schedule whose makespan
is at most twice OPT and thus verifies the conclusion of this theorem.

Case 2: The minimum in Equation (2) is not achieved on a W 2(µ′inv) but on a cost c1
j for some

task j:
c1
j = min

1≤i<inv,
µ′inv(i)=2

c1
i ≤ OPT.

We apply Lemma 6 to this task j for iteration inv, which gives us λ(µbest) ≤ c1
j ≤ OPT.

Thanks to Corollary 1, we know that from this µbest, Algorithm 2 produces a schedule
whose makespan is at most twice OPT and thus verifies the conclusion of this theorem.

Figure 1 provides an example showing that this 2-approximation ratio is tight. Both Bal-
ancedEstimate and BalancedMakespan build the schedule on the left, which has a makespan
of 2k − 2 (initially they assign all the tasks on processors of type 2 and then move all the small
tasks on processors of type 1). The makespan of the optimal schedule (on the right) is equal to
k. The ratio is thus 2− 2

k .

Theorem 2. BalancedMakespan (Algorithm 3) is a 2-approximation.

Proof. This algorithm considers the same allocations as Algorithm 2, including µbest and µinv,
because the loop structure and condition for each allocation is the same. By Theorem 1, the
minimum makespan obtained when applying LPT on these µbest and µinv is at most 2OPT.
BalancedMakespan ensures that the returned schedule has the lowest makespan among all
the schedules obtained from the allocations. Therefore, this makespan is also at most 2OPT.

5 Lower Bound
We now present a new lower bound on the optimal makespan, which is then used as a reference in
our simulations. Note that we could have used Lemma 4 to derive lower bounds, but this would
require to first compute interesting allocations. On the contrary, we present here an analytical
lower bound, which can be expressed using a simple formula, and which is finer than the previous
one in the way it considers how the workload should be distributed.
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Low-Cost Approximation Algorithms for Scheduling Independent Tasks on Hybrid Platforms 15

The bound is obtained by considering the average work on all processors, as in the W/p
bound for scheduling on identical machines. To obtain this bound, we consider the divisible
load relaxation of the problem: we assume that all tasks can be split in an arbitrary number of
subtasks which can be processed on different processors (possibly simultaneously). We are then
able to show that the optimal load distribution is obtained when tasks with smaller c1

i /c
2
i ratio

are placed on processors of type 1, while the others are on processors of type 2, so that the load
is well balanced. This may require to split one task, denoted by i in the theorem, among the two
processor types.

Theorem 3. Assume tasks are sorted so that c1
i

c2
i
≤ c1

j

c2
j
for i < j, and let i be the task such that

1
m

∑
j≤i

c1
j ≥

1
k

∑
j>i

c2
j and 1

m

∑
j<i

c1
j ≤

1
k

∑
j≥i

c2
j .

Then, the following quantity is a lower bound on the optimal makespan:

LB =

c2
i

∑
j<i

c1
j + c1

i

∑
j>i

c2
j + c1

i c
2
i

kc1
i +mc2

i

.

Proof. We consider a relaxation of the problem where tasks are perfectly divisible: each task i
may be split in an arbitrary number of smaller sub-tasks i1, . . . , im (with possibly non-integer
processing times). Formally, the processing time of ij on machine p is given by cpij = αjc

p
i and

we have
∑
j αj = 1. The sub-tasks of a given task may be processed simultaneously by different

processors, possibly of different types. We denote by OPT the optimal makespan of the original
problem, OPT′ the optimal makespan of the divisible variant and S′OPT an optimal schedule for
this variant. Since a schedule for the original problem is also a valid schedule for the divisible
variant, we have OPT′ ≤ OPT.

We now prove that OPT′ = LB. Let i be the task defined as in the theorem. We consider
the schedule S′ for the divisible problem such that:

• Tasks j with j < i are allocated to processors of type 1;
• Tasks j with j > i are allocated to processors of type 2;
• Task i is split into two parts, i1, i2 with

α1 =

k
∑
j<i

c1
j −m

∑
j>i

c2
j

kc1
i +mc2

i

,

and i1 is allocated to processors of type 1 while i2 is placed on processors of type 2.
As tasks are divisible, the computation time of all processors of type 1 is equal to their total load
divided by m, and similarly for processors of type 2. It is easy to verify that in this schedule, all
processors of both types complete their tasks at time LB. We now prove that LB = OPT′. If
S′OPT and S′ differ, we progressively transform S′OPT into S′ as follows.

Consider j1, the task with smallest index whose fraction f1 allocated to processors of type 1
is larger in S′OPT than in S′ (note that j1 ≥ i). Similarly, we define j2 as the task with larger
index whose fraction f2 allocated to processors of type 2 is larger in S′OPT than is S′ (and thus
j2 ≤ i). Note that not both j1 and j2 can be equal to i, and thus j2 < j1. We consider the
difference, f ′1 and f ′2, between the fraction of j1 and j2 in S′OPT and in S′:

f ′1 =
{
f1 − α1 if j1 = i

f1 otherwise
and f ′2 =

{
f2 − (1− α1) if j2 = i

f2 otherwise
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We now consider S′new the schedule obtained from S′OPT by exchanging a fraction

ε1 =
min

(
f ′1(c1

j1
+ c2

j1
), f ′2(c1

j2
+ c2

j2
)
)

c1
j1

+ c2
j1

≤ f ′1

of j1 from processors of type 1 to processors of type 2 and a fraction

ε2 =
min

(
f ′1(c1

j1
+ c2

j1
), f ′2(c1

j2
+ c2

j2
)
)

c1
j2

+ c2
j2

≤ f ′2

of j2 from processors of type 2 to processors of type 2. The difference in total work for processors
of type 1 between S′OPT and S′new is given by:

∆W1 = ε2c
1
j2
− ε1c1

j1

= min
(
f ′1(c1

j1
+ c2

j1
), f ′2(c1

j2
+ c2

j2
)
)( c1

j2

c1
j2

+ c2
j2

−
c1
j1

c1
j1

+ c2
j1

)

= min
(
f ′1(c1

j1
+ c2

j1
), f ′2(c1

j2
+ c2

j2
)
) c1

j2
c2
j1
− c1

j1
c2
j2

(c1
j1

+ c2
j1

)× (c1
j2

+ c2
j2

)

As j1 < j2 and because tasks are sorted by non-decreasing c1
j/c

2
j , we have c1

j1
/c2
j1
≤ c1

j2
/c2
j2

and
thus ∆W1 ≤ 0. Similarly, the difference in total wok for processors of type 2 is given by:

∆W2 = ε1c
2
j1
− ε2c2

j2

= min
(
f ′1(c1

j1
+ c2

j1
), f ′2(c1

j2
+ c2

j2
)
)( c2

j1

c1
j1

+ c2
j1

−
c2
j2

c1
j2

+ c2
j2

)

= min
(
f ′1(c1

j1
+ c2

j1
), f ′2(c1

j2
+ c2

j2
)
) c2

j1
c1
j2
− c2

j2
c1
j1

(c1
j1

+ c2
j1

)× (c1
j2

+ c2
j2

)
∆W2 ≤ 0.

Thus, this transformation does not increase the makespan of the schedule. Moreover, given the
choice of ε1 and ε2, the fraction of j1 or j2 is the same in S′new as in S′ after these exchanges.
We can repeat this process until S′new and S′ perfectly match without increasing the makespan,
which proves that OPT′ = LB and thus LB ≤ OPT.

As this bound only considers average load, it may be improved by also considering the maxi-
mum processing time over all tasks: maxi min(c1

i , c
2
i ) is the equivalent of the max ci lower bound

for scheduling independent tasks on identical machines.
This bound can be computed in O(n) steps with Algorithm 4.

6 Simulations
In the context of linear algebra computations, hardware is typically composed of several CPU
cores and a few GPU units to compute hundreds of tasks. The following simulations consider 300
tasks, 20 CPU cores, and 4 GPU units. Task processing times are randomly generated and follow
a gamma distribution with expected value 15 for the CPUs and 1 for the GPUs. These values
are inspired from the measures in [2, 7]. Moreover, the gamma distribution has been advocated
for modeling job runtimes [19, 29]. This distribution is positive and it is possible to specify its
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Algorithm 4: Simple Lower Bound
Input : number m of processors of type 1, number k of processors of type 2,
Input : number n of tasks, task durations cli for 1 ≤ i ≤ n, 1 ≤ l ≤ 2
Output: a lower bound

1 for i = 1 . . . n do
2 µ[i]← 2
3 Sort tasks by non-decreasing c1

i /c
2
i

4 for i = 1 . . . n do
5 µ[i]← 1
6 if W 1(µ)− c1

i /m ≤W 2(µ) + c2
i /k and W 1(µ) > W 2(µ) then

7 return c2
i /kW

1(µ)+c1
i /mW

2(µ)
c1
i
/m+c2

i
/k

expected value and standard deviation by adjusting its parameters. The Coefficient of Variation
(CV2) of both types of processing times is either 0.2 (low) or 1 (high). Each combination of
CV for the CPUs and the GPUs leads to 100 instances. For each instance, the set of processing
times is given as input to all six algorithms and the obtained makespans are then divided by the
lower bound given by Theorem 3. The algorithms are implemented in R and the related code,
data and analysis are available in [14].

The studied algorithms are the reference algorithms DualHP, DADA, HeteroPrio and
CLB2C, and our two new algorithms, BalancedEstimate and BalancedMakespan. Het-
eroPrio and CLB2C both start by sorting the tasks by their acceleration ratios. In Het-
eroPrio, each ready processor will then start the execution of the next best task. When all
tasks are running, ready processors will steal a running task if this reduces its completion time.
In CLB2C, at each iteration, the two tasks that are the best for each type of processors are
considered and the one that can finish the soonest is scheduled.

Figure 2 depicts the ratios of the achieved makespans by the lower bound using boxplots in
which the bold line is the median, the box shows the quartiles, the bars show the whiskers (1.5
times the interquartile range from the box) and additional points are outliers.

BalancedMakespan has the best median in all cases and is often below 2% from the lower
bound except when the CPU CV is low and the GPU CV is high, for which the lower bound
seems to be the furthest. This case is also the most realistic [2, 7]. BalancedEstimate and
DualHP have similar performance. It may be due to their similar mechanism: allocating the
jobs to balance the average CPU and GPU works, and then scheduling the jobs in a second
step. DADA, HeteroPrio and CLB2C, which all schedule the jobs incrementally, perform
similarly for most of the cases. There are classes of problems for which CLB2C has median
performance that is more than 20% away from the lower bound. No other algorithms achieve so
low performance.

When the CPU CV is high, BalancedEstimate is close to the lower bound (the median is
around 1%). In the opposite case, however, CPU costs are more homogeneous and the perfor-
mance degrades. The LPT scheduling step of BalancedEstimate may schedule a last large
task on a single CPU whereas it would have been better to allocate it to the GPUs. In com-
parison, BalancedMakespan, HeteroPrio, and CLB2C are not affected by this limitation
because they build the schedule step by step and adjust the allocation depending on the actual
finishing times.

2The Coefficient of Variation is the ratio of the standard deviation to the mean.

RR n° 9029



18 Loris Marchal, Louis-Claude Canon, Frédéric Vivien

1.00

1.05

1.10

1.15

1.20

high/high high/low low/high low/low
Coefficient of variation (CPU/GPU)

M
ak
es
pa

n
/
LB

Algorithm
BalancedMakespan

BalancedEstimate

DualHP

DADA

HeteroPrio

CLB2C

Figure 2: Ratios of the makespan over a lower bound for 6 algorithms over 400 hundreds instances.
For each instance, there are n = 300 tasks, m = 20 CPUs and k = 4 GPUs. The costs follow
a gamma distribution with expected value 15 for the CPUs and 1 for the GPUs, while the
coefficient of variation is either 0.2 (low) or 1 (high).

Finally, we measured that BalancedMakespan provides the best makespan among the six
tested algorithms in more than 96% of the cases. Moreover, the makespan is always within
0.6% of the best makespan achieved by the different algorithms. By contrast, the next two best
algorithms in this regard, BalancedEstimate and DualHP, both provide the best makespan
in more than 39% of the cases and their makespan is always within 16% of the best makespan.

7 Related Work
The closest approaches in terms of cost, behavior and guarantee are HeteroPrio [8], a (2+

√
2)-

approximation, and CLB2C [17], a 2-approximation assuming that no single is greater than
the optimal makespan. They both start by sorting the tasks by their acceleration ratios. In
HeteroPrio, each ready processor will then start the execution of the next best task. When
all tasks are running, ready processors will steal another task if it reduces its finish time. In
CLB2C, the two tasks that are the best for each type of processors are considered and the one
that can finish the soonest is scheduled.

In the online case, tasks arrive at random times and need to be executed immediately by a
processor or added to a waiting queue for future execution. The competitive ratios of LG and
MG [25] are 2 + m−1

k and 4 − 2
m , respectively (assuming that m > k). Al5 [15, 16] is a 3.85-

competitive algorithm and its simplification, Al4, is a 4-competitive algorithm. These strategies
are the fastest in the literature because they do not sort the tasks.

More costly schemes have also been proposed. Bleuse et al. [12] propose a ( 4
3 + 1

3k + ε)-
approximation with a time complexity O(n2m2k3). It relies on dynamic programming and a dual
approximation [24]. The dynamic programming was further simplified into a 2-approximation,
DP, with a time complexity O(n2k). DADA [10] and DualHP [7] are two simpler dual approxi-
mations, which have an approximation ratio of 2.

Algorithms have also been proposed for a similar problem in which each task has a different
cost on each machine (R||Cmax). Lenstra et al. [28] propose a 2-approximation algorithm based
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Name/authors ratio restriction running time cost year

HeteroPrio [8]


2 +
√

2 ≈ 3.42
3+
√

5
2 ≈ 2.62

1+
√

5
2 ≈ 1.62


none
min(m, k) = 1
m = k = 1

2016

CLB2C [17] 2 max cli ≤ OPT 2015

LG [25] 2 + max(m,k)−1
min(m,k) online 2003

MG(1,1) [25] 4− 2
max(m,k) online 2003

Al5 [16] 3.85 online 2014
Al4 [16] 4 online 2014

Bleuse et al. [12] 4
3 + 1

3k + ε O(n2m2k3) 2015
DP [12] 2 O(n2k) 2015

DADA [10] 2 2014
DualHP [8] 2 2016

Lenstra et al. [28] 2 1990
Shmoys et al. [35] 2 1993
Shchepin et al. [34] 2− 1

m+k 2005

Gairing et al. [20] 2
O((m+ k)3×
log(m+ k)×
n log(nmax cli))

2007

Bonifaci et al. [13] PTAS 2012

Gehrke et al. [22] PTAS
O(n)+

(m+ k)O(1/ε2)×(
log(m+k)

ε

)O(1)
2016

Table 2: State-of-the-art guaranteed algorithms. Restrictions and complexities are given using
the notation of the (Pm,Pk)||Cmax problem. ε is the error parameter.

on a linear program with a rounding technique and show that no algorithm with a ratio better
than 3

2 exists. This algorithm is later generalized to a bicriteria version of the problem with the
same guarantee [35]. Using the same rounding technique, this ratio is improved to 2− 1

m+k [34].
Gairing et al. propose a 2-approximation using a purely combinatorial approach.

A Polynomial Time Approximation Scheme has been proposed for the problem
(Pm,Pk)||Cmax [13]. Gehrke et al. [22] improve this PTAS for the problem (Pm1, . . . , PmK)||Cmax
(when there is a constant number K of processor types) and provide a comprehensive list of re-
lated PTAS, in particular for R||Cmax. The cost of these approaches is however prohibitive.

The problem has also been studied in practical situations using specific runtime environments
as XKaapi [10] and StarPU [2]. The study with StarPU has been focused on a single application,
the Cholesky factorization [1], and later extended to more than 2 types of processors [7].

Variations of the problem have also been theoretically studied: with moldable tasks [11], with
precedence constraints [26, 27] and with preemption [9]. Finally, constraints and particularities
of real-time systems (recurrent tasks, deadlines and migration) have also been considered [3, 4,
6, 18,30–32,36] for systems like ARM big.LITTLE hardware.

Table 2 summarizes the related guaranteed algorithms for this problem.
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8 Conclusion
With the recent rise in the popularity of hybrid platforms, efficiently scheduling tasks on mul-
tiple types of processors such as CPUs and GPUs has become critical. This paper presents
BalancedEstimate, a new algorithm for the (Pm,Pk)||Cmax problem. It balances the tasks
from the most loaded processor type to the other type of processors. This algorithm is the first
to achieve an approximation ratio of 2 in all cases with a low time complexity. We also propose
BalancedMakespan, a more costly variant with the same guarantee. Among these two algo-
rithms, simulations showed the latter outperforms competing algorithms in more than 96% of
the cases, while the former is on par with a more costly dual approximation. The performance
of the algorithms was assessed using a new lower bound on the optimal makespan.

Future developments will consist in evaluating the robustness of the algorithm against in-
certainties in the processing time estimates and implementing this approach in a real runtime
system to see its benefits in practical situations. Furthermore, the model could be extended to fit
more closely to realistic environments by considering precedence constraints, more than 2 types
of processors and taking into account startup times for launching tasks on GPUs.
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A Notation
Table 3 provides a list of the most used notations in this report.
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Symbol Definition
n number of tasks
m identical processors of type 1
k identical processors of type 2
cli cost of task i on processors of type l

µ : {1..n} → {1, 2} allocation defining on which type of processors each task must
be executed

σ : {1..n} → {1..m+ k} schedule (σ(i) ≤ m⇔ µ(i) = 1)
Cj load of processor j (

∑
i:σ(i)=j c

µ(i)
i )

Cmax makespan (max1≤j≤m+k Cj)
OPT makespan of an optimal schedule
W l(µ) average work of processors of type l ( 1

m,k

∑
i:µ(i)=l c

l
i )

M l(µ) maximum cost of the tasks allocated to processors of type l
(maxi:µ(i)=l c

l
i)

λ(µ) max(W 1(µ),W 2(µ),M1(µ),M2(µ))

imax(µ)
index of the largest task that is allocated to a processor of type 1
and that would be more efficient on a processor of type 2
(arg maxi:µ(i)=1∧c1

i
>c2

i
c1
i )

istart
smallest index of tasks that are on processors of type 2 in the
initial allocation of BalancedEstimate (min{i : µ(i) = 2})

µi, µ′i
allocations before and after task i is allocated to processors of
type 1 at iteration i in BalancedEstimate

Table 3: List of notations.

B Worst-Case Examples
The example from Figure 1 relies on the weakness of the scheduling phase. Let us consider
examples that rely on the weakness of the allocation phase with a limited number of processors:

Example 1. Ratio ϕ = 1+
√

5
2 ≈ 1.618:

• m = k = 1
• two tasks with costs c1

1 = 1, c2
1 = c1

2 = 1
ϕ , c

2
2 = 1

ϕ2

• OPT = 1
ϕ and the makespan is 1

This example may require a small task on processors of type 1 (dust tasks) to avoid task 1
to be moved back. It is possible to generalize it to arbitrary k by adding k − 1 tasks with cost
1
ϕ on processors of type 2 and ∞ on processors of type 1.

Another similar example with m = 2:

Example 2. Ratio
√

2 ≈ 1.414:
• m = 2, k = 1
• four tasks with costs c1

1 = c2
4 = 1−

√
2

2 , c2
1 = c2

2 =∞, c1
2 = c2

3 =
√

2
2 , c1

3 = 1, c1
4 =
√

2− 1
• OPT =

√
2

2 and the makespan is 1

It is also possible to generalize this example to arbitrary k using the same principle (the cost
on processors of type 2 must be

√
2

2 ).
Another similar example with m = 3:
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Example 3. Ratio 6
1+
√

13 ≈ 1.302:
• m = 3, k = 1
• six tasks with costs c1

1 = 5−
√

13
3 , c2

1 = c2
2 = c2

3 = c2
4 = ∞, c1

2 = c2
6 = 5−

√
13

6 , c1
3 =

√
13−2
3 ,

c1
4 = c2

5 = 1+
√

13
6 , c1

5 = 1 and c1
6 =

√
13−3
2

• OPT = 1+
√

13
6 and the maskepan is 1

C Related Algorithms
Table 1 summarizes the implemented approaches. The time cost of dynamic programming meth-
ods were considered to be prohibitive. The related code, data and analysis are available in [14].

Several algorithms from the literature have been implemented in StarPU [5] and XKaapi [21].
For StarPU3, a specific project is dedicated to the examples4. The code is available in the
directory cholesky-bounds/src/pmtool of the SVN repository5 (revision 197). For XKaapi6,
the code is available in the directory src/sched/ of the branch origin/bleuser/wip/dual43
(commit d53fb82) of the git repository7.

CLB2C (Algorithm 5), HeteroPrio (Algorithm 6) and BalancedEstimate (Algorithm 2)
all relies on a similar principle: tasks are balanced to each type of processors depending of their
acceleration factors and while minimizing the makespan. Their time complexities are similar.
HeteroPrio is specially adapted to an online execution where tasks may arrive on the fly. It
proceeds by transparently adding the new tasks in the ordered set of waiting tasks. CLB2C
and BalancedEstimate may also be used in such a context but it may cause the predicted
schedule to be partially reconsidered.

Algorithm 5: CLB2C [17]
Input : number m of processors of type 1, number k of processors of type 2,
Input : number n of tasks, task durations cli for 1 ≤ i ≤ n, 1 ≤ l ≤ 2
Output: a schedule σ

1 Sort tasks by non-decreasing c1
i /c

2
i

2 i1 ← 1
3 i2 ← n
4 while i1 ≤ i2 do
5 if min1≤j≤m Cj + c1

i1 ≤ minm+1≤j≤m+k Cj + c2
i2 then

6 σ[i1]← arg min1≤j≤m Cj
7 i1 ← i1 + 1
8 else
9 σ[i2]← arg minm+1≤j≤m+k Cj

10 i2 ← i2 − 1

11 return σ

DualHP (Algorithm 7 with the sub-procedure in Algorithm 8) and DADA (Algorithm 9 with
the sub-procedure in Algorithm 10) are dual approximations [24]. Contrary to their original de-
scriptions [8,10], DualHP and DADA sub-procedures do not fail if the minimum cost of any task

3http://starpu.gforge.inria.fr/
4https://gforge.inria.fr/projects/starpu-examples/
5svn://scm.gforge.inria.fr/svnroot/starpu-examples
6http://kaapi.gforge.inria.fr
7https://scm.gforge.inria.fr/anonscm/git/kaapi/kaapi.git
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Algorithm 6: HeteroPrio [8]
Input : number m of processors of type 1, number k of processors of type 2,
Input : number n of tasks, task durations cli for 1 ≤ i ≤ n, 1 ≤ l ≤ 2
Output: a schedule σ

1 Sort tasks by non-increasing c1
i /c

2
i

2 i1 ← 1
3 i2 ← n
4 last[j]← 0 for 1 ≤ j ≤ m+ k
5 for i = 1 . . . n do
6 j ← arg min1≤j≤m+k Cj
7 if j ≤ m then
8 σ[i1]← j
9 i1 ← i1 + 1

10 last[j]← i1

11 else
12 σ[i2]← j
13 i2 ← i2 − 1
14 last[j]← i2

15 do
16 spol← false
17 for each processor in non-decreasing Cj′ do
18 if processor j′ is a processor of type 1 then
19 j ← m+ 1
20 do
21 j ← j + 1
22 while j < m+ k and (last[j] = 0 or Cj′ + c1

last[j] ≥ Cj)
23 if last[j] 6= 0 and Cj′ + c1

last[j] < Cj then
24 σ[last[j]]← j′

25 last[j]← 0
26 last[j′]← 0
27 spol← true
28 else
29 j ← 1
30 do
31 j ← j + 1
32 while j < m and (last[j] = 0 or Cj′ + c2

last[j] ≥ Cj)
33 if last[j] 6= 0 and Cj′ + c2

last[j] < Cj then
34 σ[last[j]]← j′

35 last[j]← 0
36 last[j′]← 0
37 spol← true

38 if spol then
39 break

40 while spol
41 return σ
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is greater than λ because the initial lowest guess ensures this does not occur (max1≤i≤n c
π[i]
i ≤ λ).

To the best or our knowledge, we provide the first complete proofs of their approximation ratio
below.

Algorithm 7: DualHP [8] (with ε = 10−5)
Input : number m of processors of type 1, number k of processors of type 2,
Input : number n of tasks, task durations cli for 1 ≤ i ≤ n, 1 ≤ l ≤ 2
Output: a schedule σ

1 π1 ← call horizon subprocedure with λ1 = maxi min(c1
i , c

2
i )

2 π2 ← call horizon subprocedure with λ2 =
∑
i max(c1

i , c
2
i )

3 while λ2 − λ1 > ε do
4 π ← call horizon subprocedure with λ = λ1+λ2

2
5 if π is a successful allocation then
6 π2 ← π
7 λ2 ← λ

8 else
9 π1 ← π

10 λ1 ← λ

11 Schedule tasks allocated to processors of type 1 in π2 with LPT and EFT
12 Schedule tasks allocated to processors of type 2 in π2 with LPT and EFT
13 return σ

Theorem 4. DADA (Algorithm 9) is a 2-approximation.

Proof. The algorithm relies on a dual approximation mechanism. It considers a guess λ and
tries to deliver a schedule of makespan at most 2λ and fails it is not possible. The process is
repeated with a binary process to find the lowest guess λ that yields a schedule. To prove that
this is a 2-approximation, it remains to prove that the sub-procedure in Algorithm 10 produces
a schedule of makespan at most 2λ if there exists an optimal schedule with a makespan lower
than or equal to λ.

In the remaining of this proof, we assume that such a schedule exists. We need to prove that
the algorithm necessarily builds a schedule of makespan at most 2λ.

First, we need to prove that Cmax ≤ 2λ after the first loop. The tasks that have been
scheduled on their best processors are scheduled on the same processors in any optimal schedule
(otherwise, the optimal makespan is greater than or equal to λ, which is false by assumption).
Thus, for each type of processors, the average work in σ is lower than or equal to the average
work in an optimal schedule, which is lower than or equals to λ. We can use Lemma 7 to show
that Cmax ≤ 2λ after the first loop.

To conclude this proof, we need to prove that the makespan does not exceed 2λ after the
last two loops. It is straightforward when the condition on Line 9 is always true (all tasks are
scheduled on GPUs). We thus assume that it is false for some task and that the CPUs have
at least one task scheduled on them in the last loop. In this case, the average work on GPUs,
noted W 2, is larger than λ because it is larger than or equal to minm+1≤j≤m+k Cj and for some
task i the condition on Line 9 was false (we also know by assumption that any cost is lower
than or equal to λ). We will show that the average work on the CPU, noted W 1, is lower
than or equal to λ, which will concludes the proof by application of Lemma 7. The principle is
similar to the proof of Lemma 4: we consider an optimal schedule and the sets S1 and S2 of
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Algorithm 8: DualHP horizon subprocedure [8]
Input : number m of processors of type 1, number k of processors of type 2,
Input : number n of tasks, task durations cli for 1 ≤ i ≤ n, 1 ≤ l ≤ 2,
Input : a horizon λ
Output: an allocation π

1 Sort tasks by non-increasing c1
i /c

2
i

2 π[i]← 2 for i ∈ {i : c1
i > λ}

3 π[i]← 1 for i ∈ {i : c2
i > λ}

4 for i = 1 . . . n do

5 if π[i] is undefined and
∑

1≤j≤n,π[j]=2
c2
j

k < λ then
6 π[i]← 2

7 π[i]← 1 for i ∈ {i : π[i] 6= 2}

8 if
∑

1≤i≤n,π[i]=1
c1
i

m < λ then
9 return Failure

10 return π

Algorithm 9: DADA [10] (with ε = 10−5)
Input : number m of processors of type 1, number k of processors of type 2,
Input : number n of tasks, task durations cli for 1 ≤ i ≤ n, 1 ≤ l ≤ 2
Output: a schedule σ

1 σ1 ← call horizon subprocedure with λ1 = maxi min(c1
i , c

2
i )

2 σ2 ← call horizon subprocedure with λ2 =
∑
i max(c1

i , c
2
i )

3 while λ2 − λ1 > ε do
4 σ ← call horizon subprocedure with λ = λ1+λ2

2
5 if σ is a successful schedule then
6 σ2 ← σ
7 λ2 ← λ

8 else
9 σ1 ← σ

10 λ1 ← λ

11 return σ2
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Algorithm 10: DADA horizon subprocedure [10]
Input : number m of processors of type 1, number k of processors of type 2,
Input : number n of tasks, task durations cli for 1 ≤ i ≤ n, 1 ≤ l ≤ 2,
Input : a horizon λ
Output: a schedule σ

1 Sort tasks by non-increasing c1
i /c

2
i

2 for i = 1 . . . n do
3 if c1

i > λ then
4 σ[i]← arg minm+1≤j≤m+k Cj

5 if c2
i > λ then

6 σ[i]← arg min1≤j≤m Cj

7 for i = 1 . . . n do
8 if σ[i] is undefined then
9 if minm+1≤j≤m+k Cj + c2

i ≤ 2λ then
10 σ[i]← arg minm+1≤j≤m+k Cj
11 else
12 break

13 for i = 1 . . . n do
14 if σ[i] is undefined then
15 σ[i]← arg min1≤j≤m Cj

16 if Cmax > 2λ then
17 return Failure
18 return σ
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task indices that are on different types of processors in σ and this optimal schedule. Let W 1
OPT

(resp. W 2
OPT) be the average work on processors of type 1 (resp. 2) in this optimal schedule.

Then, W 2 = W 2
OPT +

∑
i∈S2 c

2
i−
∑

i∈S1 c
2
i

k . Thus,
∑
i∈S2 c2

i <
∑
i∈S1 c2

i because W 2 > λ and
W 2

OPT ≤ λ. Furthermore, mini∈S2
c2
i

c1
i

∑
i∈S2 c1

i < maxi∈S1
c2
i

c1
i

∑
i∈S1 c1

i and
∑
i∈S2 c1

i <
∑
i∈S1 c1

i

because max(S1) < min(S2) and tasks are ordered by non-increasing c1
i

c2
i
. Finally, we have

W 1 = W 1
OPT +

∑
i∈S1 c

1
i−
∑

i∈S2 c
1
i

k and thus W 1 ≤ λ because W 1
OPT ≤ λ, which concludes the

proof.

Theorem 5. DualHP (Algorithm 7) is a 2-approximation.

Proof. The proof is analogous to the proof of Theorem 4. We need to prove that if λ is greater
than or equal to the makespan of an optimal schedule OPT, then the subprocedure in Algorithm 8
returns an allocation from which it is possible to build a schedule with a makespan lower than
or equal to 2λ. We assume that λ ≤ OPT. Then, the minimum cost for each task is lower than
or equal to λ. Tasks that have one cost greater than λ are allocated to their best processors on
Lines 2 and 3. The costs of the remaining unallocated tasks are all lower than or equal to λ.
After the loop, either all the tasks are then allocated to processors of type 2 or the second part
of the condition on Line 5 is false for at least one unallocated task.
Case 1: In the former case, the average work of processors of type 2 is lower than (1+ 1

k )λ because
the condition ensures that the average work is lower than λ until the last allocated task,
which has a cost lower than or equal to λ. In this case, we can use Lemma 7 to show
that it is possible to build a schedule of makespan at most 2λ.

Case 2: In the latter case, the average work on processors of type 2 is greater than or equal to λ.
Using a similar technique as in the proof of Theorem 4, we can show this implies that
the average work on processors of type 1 is lower than or equal to λ. We use Lemma 7
to conclude the proof.
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