N
N

N

HAL

open science

Construction of Sequential Classifier Using Confusion
Matrix
Robert Burduk, Pawel Trajdos

» To cite this version:

Robert Burduk, Pawel Trajdos. Construction of Sequential Classifier Using Confusion Matrix. 12th
International Conference on Information Systems and Industrial Management (CISIM), Sep 2013,

Krakow, Poland. pp.401-407, 10.1007/978-3-642-40925-7 37 . hal-01496085

HAL Id: hal-01496085
https://inria.hal.science/hal-01496085
Submitted on 27 Mar 2017

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépot et a la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche francais ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution 4.0 International License


https://inria.hal.science/hal-01496085
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://hal.archives-ouvertes.fr

Construction of Sequential Classifier Using
Confusion Matrix

Robert Burduk, Pawel Trajdos

Department of Systems and Computer Networks, Wroclaw University of Technology,
Wybrzeze Wyspianskiego 27, 50-370 Wroclaw, Poland
robert.burduk@pwr.wroc.pl

Abstract. This paper presents the problem of building the decision
scheme in the multistage pattern recognition task. This task can be pre-
sented using a decision tree. This decision tree is built in the learning
phase of classification. This paper proposes a split criterion based on
the analysis of the confusion matrix. Specifically, we propose the divi-
sion associated with an incorrect classification. The obtained results were
verified on the data sets form UCI Machine Learning Repository and one
real-life data set of the computer-aided medical diagnosis.
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1 Introduction

The classification task may be divided according to its complexity. There are two
groups here: one-step and multistage approach. In the one-step approach there
is no division into smaller tasks classification. However, a multistage (sequential)
approach breaks up a complex decision into a collection of several simpler deci-
sions [1-4]. Many algorithm build a tree structure in the learning process [5, 6].
In other approaches the decision tree structure is fixed before the learning pro-
cess [7]. Generally, the synthesis of the multistage classifier is a complex problem.
It involves a specification of the following components [4, 8]:

— design of a decision tree structure [9],

— selection of features used at each non-terminal node of the decision tree [10-
13],

— the choice of decision rules for performing the classification [14].

In particular, this paper discuses a way to design a decision tree structure.
The split criterion is based on the confusion matrix. The potential division of the
node is associated with the analysis of misclassification in the learning process.
In the experiment decision rules are chosen arbitrarily in the entire tree.

The content of the work is as follows. Section 2 introduces the idea of the
hierarchical (sequential) classifier. In Section 3 we describe the proposed split
criterion. In the next section we present the results of the experiments verified on
data sets form UCI repository and one real-life data set of the computer-aided
medical diagnosis. The last section concludes the paper.
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2 Hierarchical classifier

The hierarchical classifier contains a sequence of actions [15,16]. These actions
are simple classification tasks executed in the individual nodes of the decision
tree. Some specific features are measured on every non-leaf node of the decision
tree. At the first nonleaf node features xzo are measured, at the second features
x1 are considered and so on. Every set of features comes from the whole vector of
features. In every node of the decision tree the classification is executed according
to the specific rule. The decisions g, i1, ...,in5 are the results of recognition in
the suitable node of the tree. The design of a decision tree structure is based on
split criterion.

In our task of classification the number of classes is equal to NC. The terminal
nodes are labeled with the number of the classes from M = 1,2, ..., NC, where
M is the set of labels classes. The non-terminal nodes are labeled by numbers
of 0, NC+1, NC+2 reserving 0 for the root-node. Let us introduce the notation
for the received model of the multistage recognition [8]:

— M — the set of internal (nonleaf) nodes,

— M, — the set of class labels attainable from the i-th node (i € M),
— M — the set of nodes of the immediate descendant node i (i € M),
— m; — the node of the direct predecessor of the i-th node (i # 0).

In each interior node the recognition algorithm is used. It maps observation
subspace to the set of the immediate descendant nodes of the i-th node [17, 18]:

!I/Z‘ZXZ‘—>Mi, ieM. (1)

This approach minimizes the misclassification rate for the particular nodes of a
tree. The decision rules at each node are mutually independent. In experiment
the decision rules are chosen arbitrarily in the entire tree. Each of the classifiers
used in the nodes of the tree takes a decision based on the full set of attributes
available in the training set.

In our method of induction, the classification tree is a regular binary tree.
This means that on each of the tree nodes there is a leaf or a node has two
children.

Induction of the decision tree is performed by the top-down method. This
means that it is initiated by the classifier located in the root of the tree. Using
the proposed criterion the decision is made whether to continue the division.
The process is repeated for the subsequent child nodes of the tree, until the
state wherein the nodes in the tree can no longer be divided.

3 Split criteria

The division of the internal node will be made on the basis of the multidimen-
sional confusion matrix. Specifically, we propose the division associated with an
incorrect classification. This division is binary, which means that the node that
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will meet the criterion of the split will have two child nodes. One of them repre-
sents a new internal decision tree node. The second one represents the label of a
class that met the appropriate condition. The internal node of the decision tree
is analysed in detail via the multidimensional confusion matrix. The columns
of the confusion matrix correspond to the predicted labels (decisions made by
the classifier in the internal node). The rows correspond to the true class labels.
In this matrix the diagonal elements represent the overall performance of each
label. The off-diagonal elements represent the errors related to each label.

Now we present the split criterion. For every class labels from internal node
we create the L x L dimensional confusion matrix. Now we calculate the set of
factors W (k;), where | = 1,2, ..., L is the number of class labels, according to the
formula:

W(ky) = Z Wi,m + Z Wi, 1- (2)

m=1,m%l m=1,m%#l

The example of the confusion matrix is presented in Tab. 1.

Table 1. The confusion matrix for the nonleaf node ¢

estimated
ki ke ... kL
kijlwign wi2 ... wi,L
true k,‘z w21 W2,2 ... W2 L
krplwpa wp2 ... WL, L

The division of the node occurs when

Wk;) — in Wi(k T 3
16312?).{.@ (ki) lel%{?.,;: (ku)| > T, (3)
where T' € [0,1] is a fixed threshold value. At the threshold one does not make
a division of node. If we set this value at the beginning of the experiment, it
indicates that the classification process is performed in the one-stage approach.

4 Experiments

In the experiential research 10 data sets were tested. Nine data sets come from
UCI Machine Learning Repository [19]. The tenth comes from the Surgical Clinic
Wroclaw Medical Academy and describes the acute abdominal pain diagnosis
problem. A set of all the available features was used for all data sets, however,
for the acute abdominal pain data set the selection of features has been made
in accordance with the suggestions from another work on the topic [20, 21]. The



4 R. Burduk and P. Trajdos

numbers of attributes, classes and available examples of the investigated data
sets are presented in Tab. 2.

Table 2. Description of data sets selected for the experiments

Data set example attribute class
Acute Abdominal Pain 476 31 8
Breast Tissue 106 10 6
Ecoli 336 7 8
Glass Identification 214 10 6
Irys 150 4 3
Lung Cancer 31 52 3
Seeds 210 7 3
Vertebral Column 310 6 3
Wine 178 13 3
Yeast 1484 8 10

Tab. 3 presents the mean error for 5 — NN (5-nearest neighbor) classifier
for the selected values of the parameter T. In Tab. 4 we presented the average
ranks for all experiments. The average ranks are calculated on the basis of the
Friedman test [22]. Each column in this table is attributed to one test. This
means that the one-step approach T' = 1 was compared in order to propose in
the work the sequential approach. In Tab. 4 the lowest average ranks in each
group are shown in bold.

Table 3. Avarage error for 5-NN classifier

Data set T=0,02 T=0,04 T=0,02 T=0,4 T=0,5 T=1
Acute 0,161 0,161 0,163 0,165 0,168 0,163
Breast 0,428 0,419 0,438 0,489 0,457 0,412
Ecoli 0,128 0,131 0,124 0,131 0,131 0,131
Glass 0,336 0,344 0,333 0,327 0,34 0,343
Irys 0,03 0,035 0,03 0,03 0,035 0,035
Lung 0,472 0,525 0,537 0,458 0,487 0,557
Seeds 0,112 0,112 0,112 0,112 0,112 0,112
Vert. 0,184 0,181 0,178 0,178 0,181 0,184
Wine 0,302 0,303 0,297 0,322 0,325 0,319
Yeast 0,431 0,437 0,44 0,457 0,444 0,443

All classifiers from the group NN (Nearest Neighbor), with properly chosen
values T, may improve the quality of classification. The value of this improve-
ment, however, is not significant from the statistical point of view. For the post-
hoc Bonferroni-Dunn [23] test the critical difference (CD) for the 27 values of
the parameter T and 10 data sets is equal CD = 11,7. This CD is calculated
at a = 0.05. Although the differences of the average rank do not exceed CD,
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Table 4. Average ranks from Friedman test

T 3-NN 5NN 7-NN 9-NN SVM

0 15,45 14,1 19 15,85 15,85
0.02 13.95 7.8 15.1 16.9 15.85
0.04 9.95 13.15 17 15.8 15.85
0.06 14.2 13.05 16.7 16.4 15.85
0.08 11.85 11.15 14 11.6 15.85

0.1 121 13.45 15.15 13.95 14.5
0.12 16.85 10.95 19.75 11.2 14.5
0.14 12.65 19.1 11.7 7.85 14.9
0.16 12.25 12 14.35 16.15 13.2
0.18 15.75 14.25 15.5 15.1 13.2
0.2 154 8.55 11.7 10.95 13.2
0.22 12.85 14.7 7.45 16.15 13.2
0.24 11.05 13.55 16.15 13.65 13.2
0.26 18.1 16.5 16.1 14.85 14.55

0.28 16 12.7 14.3 9.85 14.55
0.3 13.55 13.8 15.35 16.5 14.55
0.32 12 12.85 11.5 14.15 13.7
0.34 14 12.75 13.7 16.4 13.15

0.36 15.2 15.35 13.2 15.9 13.15
0.38 10.7 13.55 14.3 14.5 13.15
0.4 16.05 15.75 14.95 9.65 13.15
0.42 13.15 13.55 14.7 14.35 13.15
0.44 129 18 10.15 12.75 13.15
0.46 16.6 15.5 12.75 14.1 13.15
0.48 13.3 17.95 11.1 13.65 13.15
0.5 16.15 16.95 11.7 14.45 13.15
1 16 17 10.65 15.35 13.15
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the obtained results can be considered promising because they are close to this
value (in particular 5-NN).

5 Conclusions

In the paper we propose a split criterion based on analizing the confusion matrix.
Specifically, we propose the division associated with an incorrect classification.
This criterion is used in the design of a decision tree structure in the multistage
classifier. With a fulfilled criteria a binary split of the analyzed decision node
is carried out. If we set T' = 1, it indicates that the classification process is
performed in the one-stages approach. Which means that it does not creat a
decision tree.

Experiments done in the work show that we have obtain promising results.
The proposed approach improves the quality of classification for k— NN group of
classifiers. In some cases, the difference of mean ranks obtained by Friedman test
is close to the critical difference. In the future work we can use different division
criteria in order to design a sequential classifier. For example, the separable
linearization [24] or MacArthur’s [25] overlapping niches model can be used in
the split criterium.
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