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Vector Observations
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Rui Li, Member, IEEE, Yuhua Cheng, Senior Member, IEEE and Hassen Fourati

Abstract—As a key problem for multi-sensor attitude
determination, Wahba’s problem has been studied for almost
50 years. Different from existing methods, this paper presents
a novel linear approach to solving this problem. We name the
proposed method the Fast Linear Attitude Estimator (FLAE)
because it is faster than known representative algorithms. The
original Wahba’s problem is extracted to several 1-dimensional
equations based on quaternions. They are then investigated
with pseudo-inverse matrices establishing a linear solution to n-
dimensional equations, which are equivalent to the conventional
Wahba’s problem. To obtain the attitude quaternion in a robust
manner, an eigenvalue-based solution is proposed. Symbolic
solutions to the corresponding characteristic polynomial is
derived showing higher computation speed. Simulations are
designed and conducted using test cases evaluated by several
classical methods e.g. M. D. Shuster’s QUaternion ESTimator
(QUEST), F. L. Markley’s SVD method, D. Mortari’s Second
Estimator of the Optimal Quaternion (ESOQ2) and some recent
representative methods e.g. Y. Yang’s analytical method and
Riemannian manifold method. The results show that FLAE
generates attitude estimates as accurate as that of several
existing methods but consumes much less computation time
(about 50% of the known best algorithm). Also, to verify
the feasibility in embedded application, an experiment on
the accelerometer-magnetometer combination is carried out
where the algorithms are compared via C++ programming
language. An extreme case is finally studied, revealing a minor
improvement shows more effectiveness in this case inspired by
Y. Cheng et al.

Note to Practitioners—Attitude determination using vector
observations can be applied in many areas. The most frequently
involved are the accelerometer-magnetometer combination and
star tracker array. Based on the proposed efficient FLAE
algorithm, the time consumption of the sensor fusion can
be significantly reduced, saving the execution time for fault
detection, fail safe and etc.

Index Terms—Wahba’s Problem, Vector Observations, Atti-
tude Determination, Attitude Quaternion, Eigenvalue Problem,
Pseudo-inverse Matrix.
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I. INTRODUCTION

ATTITUDE determination is a vital part of navigation
technology [1], [2]. The Wahba’s problem was first

proposed by G. Wahba in 1965 with the aim to find the
optimal attitude matrix (also called the Direction Cosine
Matrix, DCM), from multi-sensor vector observations [3]. The
Wahba’s problem try to minimize the Wahba’s loss function
defined by

L(C) =
1

2

n∑
i=1

ai ‖bi −Cri‖2 (1)

where C denotes the optimal DCM, ‖·‖ stands for the Eu-
clidean norm. ai,bi, ri denote the i-th weight, normalized
observation vectors in body frame b and reference frame r
respectively. ai is the positive weight of i-th vector observation
pair satisfying

n∑
i=1

ai = 1 (2)

which accounts for the relative precision of various sensors
that usually based on the noise characters [4]. Note that com-
monly n ≥ 2 since when there is a single vector observation
pair, the attitude quaternion could be ambiguous [5]. There are
considerable methods for solving this problem:

1) Classical Methods: The Wahba’s loss function can be
transformed into:

L(C) = 1−
n∑
i=1

aib
T
i Cri = 1− tr(CBT ) (3)

where B is defined by

B =

n∑
i=1

aibir
T
i (4)

A polar-decomposition solution is given by J. L. Farrell et al.
in 1966 [6] which is not fast and robust [5] since it is actually
an explicit pseudo-inverse solution to Wahba’s problem. The
presented approach consumes plenty of time to compute the
generalized inverse and it requires orthogonality correction
of the attitude matrix that may induce lack of optimality.
Two years later, in 1968, P. B. Davenport [7] converted the
Wahba’s problem to an eigenvalue problem since the DCM is
a homogenous quadratic function of the unit quaternion qopt

with the vector-wise form of

qopt = (n sin
θ

2
, cos

θ

2
)T (5)

where n denotes the vector part (rotation vector) and θ denotes
the rotation angle around the rotation vector. By introducing
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Lagrange multiplier λ, the Wahba’s problem is transformed
into [8]

max
λ,q

qTKq− λqTq (6)

This can be achieved by finding the largest positive eigenvalue
and corresponding quaternion of K [9], [10] satisfying

Kqopt = λmaxqopt (7)

where
K =

[
S− I3×3tr(B) z

zT tr(B)

]
S = B + BT

z =
n∑
i=1

aibi × ri

(8)

M. D. Shuster and et al. proposed their QUEST algorithm
[11] in 1981. Firstly, Shuster gave a closed-form characteristic
polynomial of K via Cayley-Hamilton theorem, such that

λ4 − (a+ b)λ2 − cλ+ (ab+ cσ − d) = 0 (9)

where  σ = tr(B)
κ = tr(adj(S))

∆ = det(S)
,


a = σ2 − κ
b = σ2 + zT z
c = ∆ + zTSz
d = zTS2z

(10)

Secondly, it is found out that λmax is very close to 1. Hence,
starting from the initial value of λinit = 1, the maximum
eigenvalue can be calculated instantly using Newton algorithm
within several iterations. Through real-world on-satellite eval-
uations, the QUEST is proved to be fast, accurate and robust
[12], [13], [14]. In order to achieve the same goal of computing
the largest eigenvalue of K, F. L. Markley developed the Fast
Optimal Attitude Matrix (FOAM) method in 1993 [15] where
an equivalent characteristic polynomial of K is derived. In
the same way, Newton algorithm is employed to calculate the
maximum eigenvalue. This method is at least as fast as the
QUEST algorithm.

Actually, before the FOAM, a robust and accurate Singular
Value Decomposition (SVD) based method was also developed
by F. L. Markley in 1988 [16] where matrix B in (8) has been
discovered to have the following SVD:

B = MΣVT = Mdiag[Σ11,Σ22,Σ33]VT (11)

where M and V are proper orthogonal matrices with deter-
minants of +1. Consequently, the optimal attitude matrix can
be calculated by

Copt = Mdiag[1, 1, (detM)(detV)]VT (12)

This method does not rely on the Davenport’s q-method.
Since SVD has been widely recorgnized as a very robust
numerical matrix operation, Markley’s SVD method has the
merit of robustness. The only drawback of this method is that
SVD involves large time consumption. Besides, D. Mortari
developed his two methods ESOQ and ESOQ2 to calculate the
optimal quaternion both in 1997 [17], [18] . ESOQ includes
another closed-form characteristic polynomial of K such that

λ4 + aλ3 + bλ2 + cλ+ d = 0 (13)

where a = 0, b = −2{tr[B]}2 + tr[adj(B+BT )]− zT z, c =
−tr[adj(K)], d = det(K). ESOQ2, as a suboptimal estima-
tor, uses vector transformations to calculate the maximum
eigenvalue of K iteratively and it is faster than ESOQ. As
has been tested by F. L. Markley and D. Mortari, ESOQ2
is the fastest one among all the methods mentioned above
[5]. However, ESOQ2 may not be as robust as methods like
SVD, QUEST and FOAM because it employs some geometric
approximations which would not be always precise.

To make the estimated attitude more smooth in the time
domain, many Kalman Filter (KF) based methods are also
developed e.g Filter QUEST, REcursive QUEST (REQUEST)
and Q-method Extended Kalman Filter [19], [20], [21]. Yet the
generalized Wahba’s problem is considered to determine the
attitude and spinning rate jointly in least squares. [22], [23].

2) Recently Advances: Above are classical methods for
solving Wahba’s problem. Recently, Y. Yang proposed his
analytic approach to Wahba’s problem [8] where an universal
root-solving of quartic equation is utilized to give the max-
imum eigenvalue of K. The algorithm is fast but remains a
problem that it may have no real roots for the characteristic
polynomial which would then lead to the occurrence of
complex quaternions [10].

By using the Riemannian manifold, a more robust iterative
method is also developed by Y. Yang [24]. The solving process
is reduced to an iterative Newton-Riemann approach such that

(Pqk
KPqk

− qTkKqkI)yk = −Pqk
Kqk (14)

where Pqk
= (I−qkqTk ). The searching procedure is finished

by
qk+1 =

qk + yk
‖qk + yk‖

(15)

This method is verified to be at least as accurate as QUEST
algorithm [24] but it may consume too many floating-point
operations per second (FLOPS) in iterations.

Above are main classical and recently-developed methods
that proposed by former researchers. Most of these methods
are based on Davenport’s q-method which results in the
solution to the characteristic polynomial. In fact, some matrix
operations such as getting the determinant and the adjoint
matrix may be sophisticated for batch processing. We may
also observe that it is difficult to achieve a balance between
robustness and time consumption in terms of all existing
methods because a fast one may not always be robust, vice
versa.

Looking back to the Wahba’s loss function in (1), it is equal
to:

L(C) =
1

2

n∑
i=1

‖
√
ai(bi −Cri)‖2 (16)

Hence, minimizing (16) is equivalent to solving the following
system 

√
a1(b1 −Cr1) = e1√
a2(b2 −Cr2) = e2

...√
an(bn −Crn) = e3

(17)

where ei denotes the ith error item which ideally equals to 0.
In most cases, it is non-zero and is induced by sensor biases
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and stochastic noises [25]. Based on (17), it is able to find
one reasonable solution to the system. Identically, the solution
belongs to the optimal quaternion of the Wahba’s problem.
Following such motivation, this paper mainly contributes on
the issues below:

1) The linear approach to (17) is derived, where pseudo-
inverse matrices are adopted. An eigenvalue-based
method is then designed to give the robust solution.

2) A much simplified form of characteristic polynomial
is obtained. Then, two algorithms including Newton-
iterative one and a symbolic one are given.

3) Simulations and real experiments are conducted to ver-
ify the low time consumption of the proposed FLAE.
Comparisons with representative algorithms are detailed
as well.

Based on the above contributions, this paper is structured with
the following arrangement:

1) Section II: The 1-dimensional fusion equation analysis.
2) Section III: Using the similar methodology, n-

dimensional equations are formed. Its solution is given
and discussed. Error eigenvalue is introduced to en-
hance the robustness of the FLAE. We give a very
simple closed-form of the characteristic polynomial. The
symbolic solution to the characteristic polynomial is
obtained.

3) Section IV: Simulations and real experiments are con-
ducted to verify the performance of the FLAE.

4) Section VI: Concluding remarks of this paper.
5) Appendix A: Basic quaternion and rotation knowledge.
6) Appendix B: Derivation of P†D.

II. 1-DIMENSIONAL EQUATION

Assume that the sensor outputs can be rotated with DCM
using

Db = CDr (18)

where {
Db = (Db

x, D
b
y, D

b
z)
T

Dr = (Dr
x, D

r
y, D

r
z)
T (19)

are the observation vectors in body frame and reference frame
respectively. C denotes the DCM. Since DCM is the function
of quaternion, we define fD(q) as

fD(q)
∆
= CDr −Db (20)

where q = (q0, q1, q2, q3)T with the scalar part of

q0 = cos
θ

2
(21)

and vector part of

n sin
θ

2
= (q1, q2, q3)

T (22)

hereinafter. Our purpose is to minimize the selected loss
function, hence the final condition can be given by

fD(q) = 0 (23)

Now we can expand fD(q) by

fD(q) = CDr −Db

=

 −Db
x +Dr

xC11 +Dr
yC12 +Dr

zC13

−Db
y +Dr

xC21 +Dr
yC22 +Dr

zC23

−Db
z +Dr

xC31 +Dr
yC32 +Dr

zC33


= Dr

x

 C11

C21

C31

+Dr
y

 C12

C22

C32

+Dr
z

 C13

C23

C33

−Db

= Dr
xC1 +Dr

yC2 +Dr
zC3 −Db

(24)
C1,C2,C3 are columns of the DCM and can be further given
by

C1 =

 q2
0 + q2

1 − q2
2 − q3

3

2q1q2 − 2q0q3

2q0q2 + q1q3


=

 q0 q1 −q2 −q3

−q3 q2 q1 −q0

q2 q3 q0 q1




q0

q1

q2

q3

 = P1q

(25)

C2 =

 2q1q2 + q0q3

q2
0 − q2

1 + q2
2 − q2

3

−2q0q1 + 2q2q3


=

 q3 q2 q1 q0

q0 −q1 q2 −q3

−q1 −q0 q3 q2




q0

q1

q2

q3

 = P2q

(26)

C3 =

 −2q0q2 + 2q1q3

2q2q3 + 2q0q1

q2
0 − q2

1 − q2
2 + q2

3


=

 −q2 q3 −q0 q1

q1 q0 q3 q2

q0 −q1 −q2 q3




q0

q1

q2

q3

 = P3q

(27)

respectively. Letting

PD = Dr
xP1 +Dr

yP2 +Dr
zP3 (28)

, we obtain
fD(q) = PDq−Db (29)

When q is optimal, it satisfies

PDq = Db ⇒ q = P†DD
b (30)

where P†D is the pseudo-inverse of PD if and only if it
has full row rank. Commonly speaking, the analytic form
of the pseudo-inverse of a given matrix is very complicated.
However, according to our previous work [26], we have

P†D = PTD = Dr
xP

T
1 +Dr

yP
T
2 +Dr

zP
T
3 (31)

whose derivations are given in the Appendix B. Hence we
transform the original quadratic system into a linear matrix
equation. We can extract the q from the (30) by

P†DD
b − q = Gq (32)

Now we can solve the homogeneous matrix equation Gq = 0
if and only if det(G) = 0. The fundamental solution system of
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this equation can be given by elementary row transformations.
Via Schmidt orthogonalization, the orthonormal quaternions
can be computed.

III. n-DIMENSIONAL EQUATIONS

To be consistent with (17), assume that we have n obser-
vation equations, such that

√
a1D

b
1 =
√
a1CDr

1√
a2D

b
2 =
√
a2CDr

2
...√

anD
b
n =
√
anCDr

n

(33)

Its error residual vector can be given by augmenting fD(q)

f∑D(q)
∆
=


√
a1(PD1

q−Db
1)√

a2(PD2q−Db
2)

...√
an(PDn

q−Db
n)

 (34)

When f∑D(q) = 0, the equation satisfies
√
a1PD1√
a2PD2

...√
anPDn

q = P∑
Dq = Db

Σ =


√
a1D

b
1√

a2D
b
2

...√
anD

b
n

 (35)

Under this circumstance, the Moore-Penrose pseudo-inverse
of P∑

D is very difficult to compute. The reason is that the
projections of each block of the matrix are required, which
would significantly enlarge the space and time consumption
[27]. However, we can transform the equation by q and Db

Σ’s
pseudo-inverse matrices:

P∑
Dq = Db∑ ⇔ P∑

D = Db∑q† ⇔ (Db∑)†P∑
D = q†

(36)
where † represents the Moore-Penrose pseudo-inverse. We
use ’pseudo-inverse’ as the abbreviation of Moore-Penrose
pseudo-inverse hereinafter. (Db∑)† and q† can be easily given

by

(Db
Σ)† =

[ √
a1(Db

1)
T √

a2(Db
2)
T · · · √an(Db

n)
T
]

= (Db
Σ)T =

( √
a1D

b
x,1,
√
a1D

b
y,1,
√
a1D

b
z,1,

· · · ,√anDb
x,n,
√
anD

b
y,n,
√
anD

b
z,n

)
q† = qT = (q0, q1, q2, q3)

(37)
where the criteria of pseudo-inverse is involved, such that for
arbitrarily given real matrix p, its pseudo-inverse satisfies [28]

pp†p = p
p†pp† = p†

(pp†)
T

= pp†

(p†p)
T

= p†p

(38)

This leads to the fact that the pseudo-inverse of any normalized
vector is its transpose. P∑

D is derived by

P∑
D =


√
a1PD1√
a2PD2

...√
anPDn

 =


√
a1(D

r
x,1P1 +Dr

y,1J2 +Dr
z,1P3)√

a2(D
r
x,2P1 +Dr

y,2J2 +Dr
z,2P3)

...√
an(D

r
x,nP1 +Dr

y,nJ2 +Dr
z,nP3)



=


√
a1D

r
x,1I√

a2D
r
x,2I

...√
anD

r
x,nI

P1 +


√
a1D

r
y,1I√

a2D
r
y,2I

...√
anD

r
y,nI

P2 +


√
a1D

r
z,1I√

a2D
r
z,2I

...√
anD

r
z,nI

P3

= UDxP1 +UDyP2 +UDzP3

(39)
where UDx

,UDy
,UDz

are 3n× 3 matrices. Hence

(Db∑)†P∑
D = (Db∑)†UDxP1+(Db∑)†UDyP2+(Db∑)†UDzP3

(40)
Let

Hx = (Db∑)†UDx
= (Hx1, Hx2, Hx3)

Hy = (Db∑)†UDy
= (Hy1, Hy2, Hy3)

Hz = (Db∑)†UDz
= (Hz1, Hz2, Hz3)

(41)

It is noted that Hx,Hy,Hz are 1 × 3 matrices and can be
calculated by

Hx =

(
n∑
i=1

aiD
r
x,iD

b
x,i

n∑
i=1

aiD
r
x,iD

b
y,i

n∑
i=1

aiD
r
x,iD

b
z,i

)
Hy =

(
n∑
i=1

aiD
r
y,iD

b
x,i

n∑
i=1

aiD
r
y,iD

b
y,i

n∑
i=1

aiD
r
y,iD

b
z,i

)
Hz =

(
n∑
i=1

aiD
r
z,iD

b
x,i

n∑
i=1

aiD
r
z,iD

b
y,i

n∑
i=1

aiD
r
z,iD

b
z,i

)
(42)

The fusion equation finally arrives at

HxP1 + HyP2 + HzP3 − q† = 01×4 (43)

Expand the equation with transpose operation, we obtain

PT1 H
T
x + PT2 H

T
y + PT3 H

T
z − q = 0

⇔ (W − I)q = 0
(44)

where W’s elements are given by

W1,1 = Hx1 +Hy2 +Hz3

W1,2 = −Hy3 +Hz2

W1,3 = −Hz1 +Hx3

W1,4 = −Hx2 +Hy1

W2,1 = −Hy3 +Hz2

W2,2 = Hx1 −Hy2 −Hz3

W2,3 = Hx2 +Hy1

W2,4 = Hx3 +Hz1

W3,1 = −Hz1 +Hx3

W3,2 = Hx2 +Hy1

W3,3 = Hy2 −Hx1 −Hz3

W3,4 = Hy3 +Hz2

W4,1 = −Hx2 +Hy1

W4,2 = Hx3 +Hz1

W4,3 = Hy3 +Hz2

W4,4 = Hz3 −Hy2 −Hx1

(45)

However, what needs to be pointed out is that W − I may
suffer from rank-deficient problem in terms of the uncertainties
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inside the sensor outputs e.g. biases and stochastic noises.
Consequently, this problem should be solved in a more robust
way. Note that (44) can be transformed by adding a small
quaternion error εq:

Wq = (1 + ε)q (46)

where ε denotes the error factor. Apparently, 1 + ε is an
eigenvalue of W. Therefore the problem is shifted to finding
the eigenvalue that is closest to 1. (46) has very similar
form with QUEST but in his method the eigenvalue has no
obvious meaning yet the quaternion implemented here is in
the standard form which is quite different from that in [11].

To calculate the eigenvalue of the matrix W, the character-
istic polynomial of W is defined as

f(λ)
∆
= det(W − λI4×4) (47)

This polynomial can be then derived to

f(λ) = λ4 + τ1λ
2 + τ2λ+ τ3 (48)

where τ1, τ2, τ3 can be given by

τ1 =−2

(
H2
x1 +H2

x2 +H2
x3 +H2

y1

+H2
y2 +H2

y3 +H2
z1 +H2

z2 +H2
z3

)
τ2 =8(Hx3Hy2Hz1 −Hx2Hy3Hz1 −Hx3Hy1Hz2

+Hx1Hy3Hz2 +Hx2Hy1Hz3 −Hx1Hy2Hz3)
τ3 = det(W)

(49)
After τ1, τ2, τ3 is computed, the four-order characteristic poly-
nomial can be solved with Newton iterative method. The
derivative of f(λ) with respect to the eigenvalue λ can be
calculated by

f ′(λ) = 4λ3 + 2τ1λ+ τ2 (50)

Since λ is very close to 1, its initial value can be set to λinit =
1. Then the Newton iteration can be conducted using

λ(n+ 1) = λ(n)− f [λ(n)]

f ′[λ(n)]
(51)

Commonly, λ could be very accurate after several iterations.
When the eigenvalue is obtained, the eigenvector can be then
calculated using elementary row operations.

However, as the accuracy is not linear with iteration times,
fixed iteration times will not always achieve good results.
Hereby, a novel symbolic approach is investigated. The so-
lutions to (47) are given as follows:

λ1 = 1
2
√

6

(
T2 −

√
−T 2

2 − 12τ1 − 12
√

6τ2
T2

)
λ2 = 1

2
√

6

(
T2 +

√
−T 2

2 − 12τ1 − 12
√

6τ2
T2

)
λ3 = − 1

2
√

6

(
T2 +

√
−T 2

2 − 12τ1 + 12
√

6τ2
T2

)
λ4 = − 1

2
√

6

(
T2 −

√
−T 2

2 − 12τ1 + 12
√

6τ2
T2

)
(52)

with the parameters of

T0 = 2τ3
1 + 27τ2

2 − 72τ1τ3

T1 =

(
T0 +

√
−4(τ2

1 + 12τ3)
3

+ T 2
0

) 1
3

T2 =

√
−4τ1 +

2
4
3 (τ2

1 +12τ3)
T1

+ 2
2
3T1

(53)

The analytic computation and validation script can be acquired
from https://github.com/zarathustr/FLAE mathematica.

Then, λ is chosen by the value which is nearest to 1. In this
way, the solving process of λ is significantly shortened. Let
N be

N = W − λI4×4 (54)

Via elementary row operations, N can be transformed to

N→ N′ =


1 0 0 χ
0 1 0 ρ
0 0 1 υ
0 0 0 ζ

 (55)

where ζ is a very tiny number (usually at the level of 1×10−15)
for the rank of matrix W− λI4×4 is not full. To ensure such
equation

(W − λI4×4)q = 0 (56)

has non-zero and unique solution, ζ is chosen to be 0 because
it is too small to take any effect. Hence, N arrives at

N′ =


1 0 0 χ
0 1 0 ρ
0 0 1 υ
0 0 0 0

 (57)

Let q3 = −1, we obtain the following fundamental solution
system

q̃ =


q0

q1

q2

q3

 =


χ
ρ
υ
−1

 (58)

which can be normalized with the norm of

‖q̃‖ =
√
χ2 + ρ2 + υ2 + 1 (59)

The calculation step are listed by:

Algorithm 1 Calculation procedure of FLAE with symbolic
solutions to characteristic polynomial

1: Initialize the estimator with pre-determined weights.
2: Obtain sensor outputs and normalize them into vector

observations.
3: Calculate Hx,Hy,Hz with (42).
4: Calculate τ1, τ2, τ3 with (49).
5: Compute eigenvalue that is closest to 1 with (52).
6: Perform elementary row operations on N to the final form

as denoted in (55).
7: Calculate the optimal unit quaternion using (58) and (59).
8: If possible, calculate the Euler angles.

The overall flowchart of the FLAE is given in Figure 1.
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Fig. 1: Flowchart of the FLAE’s calculation procedure.

IV. SIMULATIONS AND EXPERIMENTS

A. Monte-Carlo Simulation Results

1) Studied Cases: F. L. Markley designed 12 test cases in
his famous publication [15], which have also been evaluated by
several other existing methods e.g. ESOQ, ESOQ2, Y. Yang’s
analytical method and Riemannian manifold method. Hence,
to create the simulational samples of the proposed method,
we also choose these cases. The 12 cases with their details
are listed in Table (III). Monte-Carlo simulation samples are
created using

bi = Ctrueri + ni (60)

where ni denotes the Gaussian measurement noise with the
standard deviation of σi. Ctrue represents the referenced DCM
and is defined by

Ctrue =

 0.352 0.864 0.360
−0.864 0.152 0.480
0.360 −0.480 0.800

 (61)

whose corresponding true Euler angle vector is calculated by
(−30.97◦,−21.10◦,−67.83◦)T ,in X-Y -Z rotation sequence.
The estimation error is defined by [15]

φerr = 2 arcsin
‖Copt −Ctrue‖√

8
(62)

For each case, a test set with 10000 samples is produced for
investigation. The MATLAB R2015b scientific computation
software is applied for carrying out all the simulations in this
section. The computer owns the configuration of a 4-core Intel
i7 2.2GHz CPU, 16G RAM and a 512G solid state disk. The
time consumption of different algorithms is collected using the
internal timer of the MATLAB software.

2) Comparison with Representative Methods: QUEST,
ESOQ2, F. L. Markley’s SVD method, Y. Yang’s analytical
method and Riemannian manifold method are compared with
the proposed method in this section. Related results of these
numerical simulations are given in Table (I) and (II).

Meanwhile, using Case 3, the simulated Euler angles, at-
titude errors, values of loss function are shown in Figure 2,
3, 4 respectively. In these figures, the blue, red and yellow
lines correspond to x, y, z components of the calculated Euler
angles respectively.

TABLE III: Studied Cases

Case Observation vectors in the reference frame

1 r1 = [1, 0, 0]T , r2 = [0, 1, 0]T , r3 = [0, 0, 1]T

2 r1 = [1, 0, 0]T , r2 = [0, 1, 0]T

3 r1 = [1, 0, 0]T , r2 = [0, 1, 0]T , r3 = [0, 0, 1]T

4 r1 = [1, 0, 0]T , r2 = [0, 1, 0]T

5 r1 = [0.6, 0.8, 0]T , r2 = [0.8,−0.6, 0]T

6 r1 = [1, 0, 0]T , r2 = [1, 0.01, 0]T , r3 = [1, 0, 0.01]T

7 r1 = [1, 0, 0]T , r2 = [1, 0.01, 0]T

8 r1 = [1, 0, 0]T , r2 = [1, 0.01, 0]T , r3 = [1, 0, 0.01]T

9 r1 = [1, 0, 0]T , r2 = [1, 0.01, 0]T

10 r1 = [1, 0, 0]T , r2 = [0.96, 0.28, 0]T , r3 = [0.96, 0, 0.28]T

11 r1 = [1, 0, 0]T , r2 = [0.96, 0.28, 0]T

12 r1 = [1, 0, 0]T , r2 = [0.96, 0.28, 0]T

Case Measurement standard deviations

1 σ1 = 10−6, σ2 = 10−6, σ3 = 10−6

2 σ1 = 10−6, σ2 = 10−6

3 σ1 = 0.01, σ2 = 0.01, σ3 = 0.01
4 σ1 = 0.01, σ2 = 0.01
5 σ1 = 10−6, σ2 = 0.01
6 σ1 = 10−6, σ2 = 10−6, σ3 = 10−6

7 σ1 = 10−6, σ2 = 10−6

8 σ1 = 0.01, σ2 = 0.01, σ3 = 0.01
9 σ1 = 0.01, σ2 = 0.01
10 σ1 = 10−6, σ2 = 0.01, σ3 = 0.01
11 σ1 = 10−6, σ2 = 0.01
12 σ1 = 0.01, σ2 = 10−6

TABLE IV: Time Consumption and Error Variance (Case 3)

Method Time Consumption Attitude Error Variance (deg2)

QUEST 4.562543× 10−5s 0.237242473
ESOQ2 4.475527× 10−5s 0.237709058

SVD 4.703876× 10−5s 0.237242473
Riemannian Manifold 1.590334× 10−4s 0.237242473

Analytical Method 9.569700× 10−5s 0.237242473
The Proposed FLAE 2.110286× 10−5s 0.237242473

Fig. 2: Euler angles calculated using Case 3.
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TABLE I: Estimation Error φerr

Case QUEST SVD ESOQ2 Analytical Method Riemannian Manifold Proposed FLAE

1 9.101× 10−7 9.101× 10−7 1.102 9.058× 10−7 9.101× 10−7 9.101× 10−7

2 1.083× 10−6 1.083× 10−6 1.102 1.083× 10−6 1.083× 10−6 1.083× 10−6

3 8.965× 10−3 8.965× 10−3 1.102 8.965× 10−3 8.965× 10−3 8.965× 10−3

4 1.067× 10−2 1.067× 10−2 1.102 1.067× 10−2 1.067× 10−2 1.067× 10−2

5 7.027× 10−3 7.027× 10−3 1.229 7.027× 10−3 7.027× 10−3 7.027× 10−3

6 5.603× 10−5 5.603× 10−5 1.509 5.603× 10−5 5.603× 10−5 5.603× 10−5

7 8.450× 10−5 8.450× 10−5 1.102 8.450× 10−5 8.450× 10−5 8.450× 10−5

8 0.5410 0.5410 1.322 0.5410 0.5410 0.5410
9 0.6757 0.6757 1.230 0.6757 0.6757 0.6757

10 1.789× 10−2 1.789× 10−2 1.105 1.789× 10−2 1.789× 10−2 1.789× 10−2

11 2.118× 10−2 2.118× 10−2 1.102 2.118× 10−2 2.118× 10−2 2.118× 10−2

12 2.086× 10−2 2.086× 10−2 1.102 2.086× 10−2 2.086× 10−2 2.086× 10−2

TABLE II: Loss Function

Case QUEST SVD ESOQ2 Analytical Method Riemannian Manifold Proposed FLAE

1 9.592× 10−13 9.592× 10−13 3.536× 10−9 9.592× 10−13 9.592× 10−13 9.592× 10−13

2 7.419× 10−13 7.419× 10−13 8.730× 10−9 7.419× 10−13 7.419× 10−13 7.419× 10−13

3 9.298× 10−5 9.298× 10−5 2.300× 10−4 9.298× 10−5 9.298× 10−5 9.298× 10−5

4 7.179× 10−5 7.179× 10−5 1.715× 10−4 7.179× 10−5 7.179× 10−5 7.179× 10−5

5 3.569× 10−5 3.569× 10−5 4.592× 10−5 3.569× 10−5 3.569× 10−5 3.569× 10−5

6 9.667× 10−13 9.667× 10−13 1.833× 10−5 9.667× 10−13 9.667× 10−13 9.667× 10−13

7 7.556× 10−13 7.556× 10−13 5.004× 10−5 7.556× 10−13 7.556× 10−13 7.5556× 10−13

8 9.228× 10−5 9.228× 10−5 8.075× 10−5 9.228× 10−5 9.228× 10−5 9.228× 10−5

9 7.338× 10−5 7.338× 10−5 1.469× 10−4 7.338× 10−5 7.338× 10−5 7.338× 10−5

10 6.069× 10−5 6.069× 10−5 5.571× 10−4 6.069× 10−5 6.069× 10−5 6.069× 10−5

11 3.607× 10−5 3.607× 10−5 1.019× 10−4 3.607× 10−5 3.607× 10−5 3.607× 10−5

12 3.484× 10−5 3.484× 10−5 7.213× 10−5 3.484× 10−5 3.484× 10−5 3.484× 10−5

Fig. 3: Attitude error of different algorithms using Case 3.

Fig. 4: Loss function in (1) using Case 3.

Fig. 5: The time consumption of various algorithms.

Fig. 6: Error factor ε values for Case 3.
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From Table (I) and (II), the following information can be
obtained:

1) The estimation errors and values of loss function of
QUEST, SVD, Analytical method and Riemannian man-
ifold method are basically the same with the proposed
FLAE.

2) D. Mortari’s ESOQ2 owns the worst estimation error and
values of loss function which coincide with the results
in [8].

This indicates that the proposed FLAE has the same estimation
performance with existing methods. In fact, these methods
have reached the extreme accuracy of the Wahba’s problem.
With different mathematical tools, although various algorithms
have various forms, the results are basically the same.

For Case 3, time consumption of different algorithms can be
sorted as: FLAE < ESOQ2 < QUEST < SVD < Analytical
Method < Riemannian manifold method. Besides, the average
time consumption of the proposed FLAE is almost 47% of
that of ESOQ2, an algorithm that is formerly recognized as
the fastest one. This proves the proposed FLAE has a big
advance. Moreover, the plot of error ε for Case 3 is given in
Figure 6. As is consistent with the assumption, they are very
small digits around 0.

All the performances tell us the proposed FLAE maintains
the same estimation abilities including estimation error and
value of Wahba’s loss function but it is significantly better
than other main existing methods on time consumption.

B. Discussion on FLAE’s Efficiency

Above materials show that the proposed FLAE is at least
as accurate as existing algorithms for Wahba’s solution. The
main advance is that it can compute the attitude from vec-
tor observations with even less time consumption. Now, the
calculation step is categorized into two groups:

1) The calculation of characteristic polynomial.
2) Eigenvalue computation from characteristic polynomial

and computation of eigenvector.
In this section, we mainly discuss on the comparisons

between QUEST and the proposed FLAE. First, let us see the
calculation process of characteristic polynomials from the two
algorithms. Using (9) and (48), the polynomials are obtained.
We can see that QUEST’s polynomial requires much more
matrix operations than that of FLAE. This is validated with
Monte-Carlo simulation. The results are given in Figure 7.

When the calculation of polynomial is finished, the eigen-
value can be obtained by two means: the Newton iteration
and symbolic computation. The proposed FLAE, as described
in Algorithm 1, uses the symbolic method to calculate the
eigenvalue. Needless to say, symbolic computation is faster
than most iterative methods. Monte-Carlo simulation is also
conducted containing a large simulation set with 100000
random vector observation pairs. The following figure shows
that when the iteration accuracy is set to 1 × 10−5, denoting
a loose accuracy indicator for single precision numbers, the
time consumption of FLAE (using symbolic computation) is
always less than that of QUEST.

Fig. 7: Time consumption for computing polynomial coeffi-
cients.

Fig. 8: Time consumption of QUEST and FLAE (using
symbolic computation).

Fig. 9: Iteration amounts of two algorithms when Newton
algorithm is applied.



9

Fig. 10: Time consumption of eigen-decomposition of K and
W.

However, if the users choose Newton iteration for FLAE’s
computation, there is no doubt that the iteration amount
would be similar with that of QUEST. The iteration amounts
of the two algorithms are given in Figure 9.

Besides, there are some properties inside the two
algorithms. The key to QUEST is the determination of
matrix K. For FLAE, W plays the same role. The target
task is to get the eigenvalues from the two matrices. The
following figure (Figure 10) shows the time consumption
when eigenvalue decomposition is applied to K and
W. According to MATLAB’s official document, it is
implemented using QR decomposition for most small-matrix
cases. We can see that W can be decomposed with less
time consumption i.e. W’s internal makes it more flexible
when numerical algorithm is applied on it. The audience
can download the source code files with comparisons from
https://github.com/zarathustr/FLAE for further information.

Fig. 11: Experiment platform configurations.

C. Experiment on eCompass

Fig. 12: The Euler angles from the proposed FLAE, FQA,
QUEST and golden reference are plotted.

The conventional Wahba’s problem is often adopted to get
the optimal attitude matrix using star tracker outputs [29], [30],
[31]. In the past decade, not only has the Wahba’s problem
been applied to the satellite attitude determination system, but
it has also been used by a variety of applications related to
multisensor-based attitude estimation [32]. For instance, the
accelerometer-magnetometer combination, also referred to as
the eCompass [33], has been widely used [34], [35], [36], [37],
[38]. Its basic fusion equations can be given by{

Ab = CAr

Mb = CMr (63)

where Ab,Mb denote the observation vectors of the ac-
celerometer and magnetometer in the body frame, such that{

Ab = (ax, ay, az)
T

Mb = (mx,my,mz)
T (64)

while the observation vectors in the reference frame (NED
frame) can be given by{

Ar = (0, 0, 1)
T

Mr = (mN , 0,mD)
T (65)

To verify the feasibility of the proposed FLAE, an
eCompass (actually the accelerometer-magnetometer
combination) ADIS16405 produced by Analog Devices
Inc. is adopted for real experiments. Our hardware is
shown in Figure 11. The experiment is conducted at Wuxi,
China with longitude of E-120.299◦ and latitude of N-
31.568◦ with the local magnetometer’s reference vector
of Mr = (0.60311, 0,−0.79766)

T . The weights of the
accelerometer and magnetometer are set as 0.5 and 0.5
respectively due to the noise scales of the sensors. A
golden reference Microstrain 3DM-GX3-25 Attitude and
Heading Reference System (AHRS) is firmly attached to the
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experiment platform to give the reference Euler angles.
Experiment results are given in Figure 12 where the

results from FQA, QUEST and golden reference are plotted
synchronously. From Figure 12, we can see that the proposed
FLAE can estimate the attitude angles at exactly the same
accuracy with representative algorithms. Yet the results reflect
the motion properly. In this experiment, the mean attitude
errors for roll, pitch and yaw are: −0.3530◦, −0.3218◦ and
−0.3218◦ respectively.

In engineering practice, the engineers are always tend to use
programming languages like C/C++ to implement algorithms.
Using the designed hardware, the QUEST and proposed FLAE
are executed batchedly. When utilized on STM32F407VET6
microcontroller, the proposed FLAE can run at the frequency
of 4000Hz while that of FQA, QUEST and ESOQ2 are
3083Hz, 2214Hz and 2752Hz. FQA is based on geometric
relationships and it requires singularity avoidance which is not
needed by FLAE. QUEST and ESOQ2 consume more matrix
operations than FLAE. These factors lead to the advantage of
the proposed FLAE which also prove its extreme low time
consumption. C++ codes of FLAE are able to be downloaded
on https://github.com/zarathustr/FLAE cpp.

D. Extreme Case

Markley and Mortari carried out a test with an extreme case
(scenario 2) in order to give the descriptions of the accuracy
and robustness of various attitude determination algorithms
[39]. This case is re-studied by Cheng in [4] where the sensor
configurations are detailedly given. Such sensor combination
makes the Newton iteration much harder to converge. In [4],
transforming the original characteristic polynomial generates a
more robust iteration approach showing that this improvement
to the QUEST can well solve the problem. In the end of
this paper, we are going to investigate the performance of the
proposed FLAE in the presence of this case as well.

The maximum iteration counter is set to 50 while the
accuracy indicator is defined as 1× 10−15. The conventional
QUEST algorithm is compared with FLAE and the results
are shown in Figure 13. It is apparent that the FLAE and
QUEST all can not withstand the extreme case, preserving its
drawback as there are too many maximum iterations. Then, the
improved QUEST is applied to the extreme case whose details
with FLAE are provided in Figure 14. We may see that the
improved QUEST shows much better performance than FLAE
in this case. The reason has been given in [4] describing that
it is the precision, or the word-length, of float-point numbers
that determines the final available accuracy of λ.

However, we may notice that the proposed FLAE’s char-
acteristic polynomial can also be transformed into the similar
equation with that in Cheng’s literature. Note that

f(λ) = λ4 + τ1λ
2 + τ2λ+ τ3

⇒ f(λ) =
(
λ2 + τ1

2

)2
+ τ2λ+ τ3 − τ2

1

4

(66)

whose derivative is

f ′(λ) = 4λ
(
λ2 +

τ1
2

)
+ τ2 (67)

In this way the tested results are shown in Figure 15.

Fig. 13: Iteration amounts of conventional QUEST and FLAE
when the extreme case is applied.

Fig. 14: Iteration amounts of improved QUEST and FLAE
when the extreme case is applied.

Fig. 15: Iteration amounts of improved QUEST and improved
FLAE when the extreme case is applied.
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The results show that the performance of FLAE under this
case is significantly improved, with basically the same iteration
amounts with that of the improved QUEST.

V. CONCLUSION

With pseudo-inverse matrices, we successfully establish the
linear theory for solving Wahba’s problem. Pseudo-inverse
matrices are used for derivations rather than being used in the
final FLAE algorithm. In order to enhance the robustness, the
solving process is shifted to solving the eigenvalue of W that
is very close to 1. A Newton iterative method and a symbolic
solution method are designed to calculate the eigenvalues. The
final FLAE algorithm uses the symbolic approach.

We may find out that the characteristic polynomial for the
proposed FLAE, QUEST and ESOQ are very similar. How-
ever, as has been given in (49), the characteristic polynomial
of the proposed FLAE owns the simplest form which does
not contain adjoint matrices. This leads to the simplicity
when calculating eigenvalues. Also, the proposed symbolic
solutions to the characteristic polynomial would make the
solving process even faster.

Numerical simulations are carried out. Comparisons with
several representative methods are given. The simulation re-
sults show that the proposed FLAE exhibits the same per-
formance for estimation errors and values of loss function
but much lower time consumption. Based on the results, we
systematically give the analysis of the advantage of FLAE
on time consumption. A real experiment on an eCompass
is also conducted which verifies the feasibility of the pro-
posed algorithm for real applications. Finally, the study of
the performance of FLAE in the presence of one extreme
case is conducted revealing that the conventional FLAE faces
dilemma in such occasion. An improved transformation is
applied to FLAE providing us with almost the same results
with improved QUEST which solves the problem properly.

We believe that the research findings will be of great benefit
to solving the conventional Wahba’s problem and it would
accomplish related attitude determination tasks with much
higher efficiency in future applications.

APPENDIX A
QUATERNION AND DCM

Spatial rotation can be described by direction cosine matrix
(DCM). Commonly, a DCM can be defined with three Euler
angles by [40]

C = cψcθ sψcθ −sθ
−sψcγ + cψsθsγ cψcγ + sψsθsγ cθsγ
sψsθ + cψcθcγ −cψsγ + sψsθcγ cθcγ

 (68)

where c and s are the abbreviations of cos and sin functions
respectively. θ, ψ, γ stand for the pitch, yaw and roll angles
respectively. DCM is a universal tool for representing rotations
but it has the disadvantages of singularities e.g the gimbal
lock phenomenon[40]. To avoid such problems, quaternions
can be introduced. A unit quaternion is defined over the

Hamilton space H, which can be written with three imaginary
components and one real component [40].

q = q0 + i · q1 + j · q2 + k · q3 (69)

which satisfies
q2
0 + q2

1 + q2
2 + q2

3 = 1 (70)

Conversion from a quaternion to a DCM can be given by [40]
C = 1 − 2q22 − 2q23

2(q1q2 + q0q3) 2(q1q3 − q0q2)

2(q1q2 − q0q3) 1 − 2q21 − 2q23
2(q2q3 + q0q1)

2(q1q3 + q0q2) 2(q2q3 − q0q1) 1 − 2q21 − 2q22


(71)

APPENDIX B
PROOFS OF P†D

We have proved the following equations in [26]:

PT1 = P†1,P
T
2 = P†2,P

T
3 = P†3 (72)

Let us simplify the multiplication below:

PDP
T
D = (Dr

xP1 +Dr
yP2 +Dr

zP3)(Dr
xP

T
1 +Dr

yP
T
2 +Dr

zP
T
3 )

= (Dr
x)2P1P

T
1 + (Dr

y)2P2P
T
2 + (Dr

z)
2P3P

T
3 +

Dr
xD

r
y(P1P

T
2 + P2P

T
1 ) +Dr

xD
r
z(P1P

T
3 + P3P

T
1 )

+Dr
yD

r
z(P2P

T
3 + P3P

T
2 )

(73)
where

P1P
T
1 = P2P

T
2 = P3P

T
3 = I3×3 (74)

The rest ones equal to zero since we have

P1P
T
2 +P2P

T
1 = P1P

T
3 +P3P

T
1 = P2P

T
3 +P3P

T
2 = 03×3

(75)
Hence we have

PDP
T
D = I3×3 (76)

which yields

P†D = PTD = Dr
xP

T
1 +Dr

yP
T
2 +Dr

zP
T
3 (77)
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