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Abstract—Objective To present the rst real-time a poste- error without evaluating both the discretization error and the
riori error-driven adaptive nite element approach for real- modeling error.

time simulation and to demonstrate the method on a needle  rne ot jngredient in any mechanical simulation is the
insertion problem. Methods We use corotational elasticity and a bility to simulate the def fi fth lid of int t Thi
frictional needle/tissue interaction model. The problem is solved ability to simu 6_‘ ethe ae qrma Ion o . € solid of interest. _'S
using nite elements within SOFAL. The re nement strategy deformable solid mechanics prOblem IS Usua"y solved by nite
relies upon a hexahedron-based nite element method, combined element method (FEM) [4] or meshless/meshfree methods
with a posteriori error estimation driven local h-re nement, for  [5] which are used to discretize the equilibrium equations.
simulating soft tissue deformation. Results We control the local ;g syally uneconomical or prohibitively expensive to use
and global error level in the mechanical elds (e.g. displacement d h f h simulati Indeed h
or stresses) during the simulation. We show the convergencea xe mes or suc S|rpua|on§. n ee_ , coarse rrles €s
of the algorithm on academic examples, and demonstrate its are suf cient to reproduce “smooth” behavior, whereas “non-
practical usability on a percutaneous procedure involving needle smooth” behavior such as discontinuities engendered by cuts
insertion in a liver. For the latter case, we compare the force or material interfaces, singularities, boundary layers or stress
displacement curves obtained from the proposed adaptive algo- -qncentrations require a ner mesh. Adequate approaches are
rithm with that obtained from a uniform re nement approach. h ded he di ization in th

Conclusions Error control guarantees that a tolerable error level thus nee. e. tore ne.t e discretization |.n t esg areff\s. )
is not exceeded during the simulations. Local mesh re nement  Yet, existing numerical methods used in surgical simulation
accelerates simulationsSigni cance: Our work provides a rst  use either a xed discretization ( nite element mesh, meshfree
step tt? diSCf!(ij]inate bgtween dis.cret.izati(;nd'error.an(.i modeling point cloud, reduced order method), or adapt the mesh using
error by providing a robust quanti cation of discretization error | \ristics [6], [7]. To our knowledge, no approach is currently

during simulations. . .
g able to adapt the nite element mesh based on rational a
Index Terms—Finite element method, real-time error estimate, posteriori error estimates [8].

adaptive re nement, constraint-based interaction. Our objective is thus to devise a robust and fast approach

to local remeshing for surgical simulations. To ensure that the

I. INTRODUCTION approach can be used in clinical practice, the method should

o be robust enough to deal, as realistically as possible, with the

A. Motivation interaction of surgical tools with the organ, and fast enough

eal-time simulations are becoming increasingly commdAr real-time simulations. The approach should also lead to

Rfor various applications, from geometric design [1], [2R" improved convergence so that an “economical” mesh is
to medical simulation [3]. Our focus is on real-time simulatiobtained at each time step. The nal goal is to achieve optimal
of the interaction of a surgeon or interventional radiologi§onvergence and the most economical mesh, which will be
with deformable organs. Such simulations are useful to bofffudied in our future work.
help surgeons train, rehearse complex operations or/and tdn this paper, we propose and benchmark a local mesh
guide them during the intervention. In time, reliable simu© hement and coarsening approach which is based on the
lations could also be central to robotic surgery. estimation of the discretization error incurred by FEM in the

A number of factors are concurrently involved in de ningsolution of a corotational model representing soft tissues. The
the “accuracy” of surgical simulators: mainly the mode”n@eneral ideas presented here can be used directly in geometric
error and the discretization error. Most work in the area h&8€sign based on deformable models. Our proposed approach
been looking at the above sources of error as a compound@®s similitudes with the octree approaches of [9].
lumped, overall error. Little or no work has been done to
discriminate between modeling error (e.g. needle-tissue 8- Error in numerical simulations
teraction, choice of constitutive models) and discretization . ]
error (use of approximation methods like FEM). However, It is u;eful _to rs; review the various sources. of error
it is impossible to validate the complete surgical simulatiolf "umerical simulations. The rst error source arises when

approach and, more importantly, to understand the sourceoffa@thematical model is formulated for a given physical
problem: this is known as the modeling error. The second

Lhttps:/www.sofa-framework.org/ error arises upon discretization of this mathematical model, for
c 2016 IEEE example using FEM or meshfree methods. Finally, numerical



error is incurred because of the nite precision of computers The main works on needle insertion (see the survey by
and round off errors. In this paper, we focus on the secofitb]) propose to model the interaction between the needle
source of error, namely discretization error. We therefoand soft tissues using FEM. In the various methods proposed
assume that the model we use is descriptive of reality, iia. the literature, three main research directions have been
we are solving the right problem, and we ask ourselves tfalowed: soft tissue model, exible needle model and needle-
guestion whether “we are solving the problem right”, in othdissue interactions. The needle model is usually not an issue,
words, correctly. both in terms of modeling choice and computational cost.
The main dif culty in answering this question comes fronfor instance, in [17], authors report computation times of a
the fact that an exact solution, to which the numerical solutidew milliseconds for a FEM needle model composed of 50
could be compared, is generally not available. Different agerially-linked Timoshenko beam elements. Soft tissue models
proaches exist to address this problem, which are reviewedaire usually based on FEM, and rely on linear or non-linear
the literature, see e.g., [4], [8], [10]. Simple methods availab®nstitutive laws [16].
in practice to indicate the error distribution can be categorizedA |arge body of work covers the modeling and simulation
into two classes: recovery-based and residual-based. of soft tissue deformation, even under real-time computation
The rst class of indicators assumes that the exact soluti@@nstraints. But overall, the interaction model between the
(of stresses) is smooth enough (at least locally). They rely gaedle and tissue remains a major challenge. It combines dif-
the construction of an “improved” numerical solution from theerent physical phenomena, such as puncturing, cutting, sliding
raw numerical solution, to which the raw numerical solutiogith friction and Poynting's effect. To capture the essential
can be compared. Where these two solutions are signi canaracteristics of these interactions, existing methods usually
different (above certain threshold), the error level is high andly on experimental force data and remeshing techniques
the mesh should be re ned, and where these two solutions &i€order to align nodes of the FEM mesh with the needle
close together, the mesh can be kept unchanged or coarsepgh. In [17], a constraint-based approach, avoiding remeshing,
This idea was proposed by Zienkiewicz and Zhu in [11], anflas used to simulate needle-tissue interactions. However, the
its asymptotic convergence to the exact error is studied in [12]mulations did not account for realistic anatomical details. In
[13]. addition, Misraet al. [18] showed that needle steering, which
The second class of indicators relies on the computation gfcurs when using asymmetric needle tips, can be modeled
the residual of the governing equations within each compysing microscopic observations of needle-tissue interactions.
tational cell, typi_cally each nite element. These “residual- Unfortunately, if no assumption can be made about the
based” error indicators lead to mesh re nement where thggion of the domain where the needle will be inserted,
solution leads to large residuals, and keep the mesh consighjyations involving very detailed meshes become very slow,
or coarsen it where the element residuals are relatively smalhich is a real issue in the context presented above. Error-
compared to a given tolerance. These estimates were [ntrolled real-time simulation of needle insertion is thus an

proposed by Babuska and Rheinboldt in [14]. unsolved problem whose solution requires tackling a number
Based on these local error estimators, mesh re nemegt yif culties:

methodologies can be devised to derive mesh adaptation, see ] ] ] ]
e.g. [10] for a recent comprehensive presentation. This requires developing needle-tissue models. A review of cutting
two key ingredientsa marking strategythat decides which simulation is provided in [19] _
elements should be re ned, aradre nement rulethat de nes using these models within discrete approaches like FEM,
how the elements are subdivided. For element marking, we Mesh-free methods, or others

use themaximum strategysee Section Ill for details. Other ~ accelerating the simulation (advanced hardware, model
strategies, such as bulk/equilibration strategy or percentage Order reduction)

strategy, see e.g. [10], can also be used. validating the needle-tissue interaction model combined
with discrete solution (are we solving the right problem?)
C. Simulation of percutaneous operations verifying the discrete solution, i.e. controlling the dis-

cretization error associated with the discrete model (are

Needle-based percutaneous procedures are an important part . .
P P P P we solving the problem right?)

of modern clinical interventions such as biopsy, brachyther-
apy, cryotherapy or regional anesthesia. The success of thesa this paper, we propose to focus on the last point above,
procedures depends on good training and careful plannwgh the aim to model needle-tissue interactions using an
to optimize the path to the target, while avoiding criticahdaptive meshing strategy driven by simple a posteriori error
structures [15]. In some instances the procedure can aéstimation techniques. Similarly to [17], we do not require

be assisted by robotic devices. Unfortunately, natural tisstiee mesh to conform to the needle path. Mesh subdivision
motion (due to breathing, for instance), and deformation (dig only introduced as a means to improve the accuracy of
to needle insertion) generally lead to incorrect or inef cienthe needle-tissue interactions. Our mesh re nement method
planning [15]. To address these issues, one must rely oniarguided by the stress/energy error estimate resulting from
accurate simulation of needle insertion. For most problenthe needle-tissue interaction and imposed boundary conditions:
computational speed is also very important, since the simuklements of the mesh are subdivided when a numerical error
tion is at the core of an optimization algorithm (for the needlareshold is reached. The subdivision process is completely
path) or a robotic control loop. reversible, i.e. re ned elements are set back to their initial



topology when re nement is no longer needed. Our re nemeit(see Fig. 1), the needle tip can cut and go through the tissue
approach does not rely on a usual octree structure (see asmot
[20]), thus allowing a variety of subdivision schemes that are
well suited for needle insertions, as detailed in Section IIl. "
Using this approach, interactive computation times can beFinally, needle shaft constraints are de ned along the needle
achieved while detailed tissue motion near the needle shslfiaft so that the needle shaft is enforced to follow the insertion
or tip can be computed. This opens new possibilities for fatsgjectory created by the advancing needle tip. Again, the
simulations of exible needle insertion in soft tissues. W&oulomb's friction law is applied to these constraints to
illustrate the convergence study of the adaptive re nemergpresent the stick and sliding contact between the tissue and
scheme and some of the possible scenarios in Section V. the needle shaft

n < t(stick), n =t (sliding). (5)

t+ no (stick); n t+ no (cut and slip). (4)

Il. MODEL AND DISCRETIZATION

In this section, we describe the model and the discretizatign Strong form
approach, which are used for needle and soft tissue interactior\.Ne model both, the tissue and the needle, as dynamic
deformable objects. Thus, they can be regarded as dynamic

A. Problem statement elastic solids, and the governing equations of the model are
During the needle insertion, three types of constraints d@mulated as
de ned, see Fig. 1. Coulomb's friction law is used to describe dv +b+ = wu in (6a)
= % gradu + (grad u)" (6b)
=f(;) (6¢)
n=ton y; (6d)
u=u on y; (6e)

where is the Cauchy stress tensds, is the body force
vector, is the mass density, is the strain tensor, =

Fig. 1: Three types of constraints between the needle aﬁwd; 2"','| derivati th . p h
soft tissue: surface puncture (in red), needle tip constral pa;tla ) erlvatlvle with respect dto dt'm‘ﬂ er;]otes the
(in green) and needle shaft constraints (in blue). A |0C$ptwar unit normal vector on;, an i enotes t e contact )
coordinate system-t is de ned at each constraint point. orce between the needle and the tissue. The object domain

and boundary conditions are shown in Fig. 2a.

frictional contacts within these three types of constraints. First,

a puncture constraint is de ned between the needle tip and r
the tissue surface. This constraint satis es the Kuhn-Tucker

condition in the directiom (normal to the tissue surface)

n 0 n 0 n n=0; 1)

t

t

where ,, denotes the distance between the needle tip and ther
tissue surface in the directiom, and , denotes the contact
force in that direction. Let o represent the puncture strength u=ii
of the tissue. The Kuhn-Tucker condition expresses that the
contact force only exists when the needle tip is in contact (@) (b)

with the tissue surface. When the contact force is higher than . . .
a threshold (puncture strength of the tissue) ﬁ|g. 2: A body subjected to a tractioh on its boundary

part :, a body forceb, and an imposed displacement
n > no; (2) on boundary part , (a); Simplied illustration of FEM

. . .__discretization (b).
the needle can penetrate into the tissue. In the tangent direction ®)

t, Coulomb's friction law is considered in order to take into
account the stick/slip between the needle tip and tissue Surf"{‘ﬁeSpatial and temporal discretization

u

t < (stick); t= n (slip) (©) 1) Space discretizationThe basic idea of FEM is to dis-
where denotes the friction parameter cretize the domain into nite elements ¢,e=1;2;:::;Ne,
P ) bey N, nodes, as depicted in Figure 2b. Based on the dis-

Second, a needle .“p constraint 'S de ned .at the tip of th retization concept, see e.g., [21], [22], we obtain the discrete
needle as soon as it penetrates into the tissue. Dependin
blem of the elemerg

on the relationship between the contact forces in the nornta
directionn (along the needle shaft) and in the tangent direction Meblg + Coue + fo( )= &, @)



where M ¢ is the element mass matriX ¢ is the element wheredv = v+ Vi.

stiffness matrixCe is the damping matrix is the external  After solving (12) for dv, the position and velocity are
force applied to the elememt while the internal forcd.( ) updated for needle and tissue as

reads 7 7

fe( )= Bg d= BIEB cuUed @

= Ke Ue= Ke (Xe Xope) D. Constraint enforcement for needle-tissue interaction

Vie = dv+ Ve Xee = Xe+ Vi o (13)

whereB. is the strain-displacement matrik, is the fourth- To take into account the needle-tissue interaction when they
order stiffness tensox, andxo denote the current and initial are in contact, a constrained dynamic system is solved for the
position of the elemerg, respectively. However, using Eq. (8)needle and the tissue. Eg. (12) then becomes

results in inaccuracy for large rotations problems, which is ob-

served by arti cially in ated deformation of the elements. To Adv=Db+J ; (14)

overcome this, Felippat al.[23] decomposed the deformatlonWhere denotes Lagrange multipliers representing the in-

gradient of the eIement_ into the rigid and deformation partfc'éraction forces between the needle and the tissue, Jand
and the element nodal internal force becomes . S : .
provides the direction of the constraints. Different types of
fo= ReKe(Rlxe X0e); (9) constraints between needle and tissue are used, and solving
IIﬁleir interaction is detailed in Section IV.
Remark Combining more advanced and clinically relevant
edle-tissue interaction is straightforward in our approach.

whereR stands for the element rotation matrix of the eleme
local frame with respect to its initial orientation, being updated
at each time step. Using this corotational formulation resulté
in no visual artifacts.

The global mass, stiffness and damping matrices of the |ll. ERROR ESTIMATE AND ADAPTIVE REFINEMENT
system can then be assembled from the element ones, a

Eq. (7) can be rewritten to a global system equation as n?o achieve faster and more accurate FEM simulations, dif-

ferent adaptive techniques have been proposed in the literature.
Ma = f(x;v); (10) Octree-based approaches [26] are the most common, but the
Je nement procedure is limited to cubic elements which are
recursively subdivided into eight ner elements. To overcome
is limitation, more generic remeshing techniques [27]-[29]
ave been proposed. However, they are complex to implement,

In our simulations, a diagonally lumped mass matrix @”d may lead to ill-shaped elements. Our template-based

employed, and the stiffness matxis computed based on thel® Nement algorithm is designed to be independent of the
co-rotational FE formulation described above, which allowiyP€ Of element (tetrahedra, hexahedra, others), and produces

large rotations for both, needle as well as tissue. For hig rhigh quality mesh (thanks to the well-shaped elements of

accuracy of the computed strain eld, the soft tissue domain §4€ prede ned template).

discretized using hexahedral elements. To avoid the complex>ta"ting with an initial, relatively coarse mesh (as required

issue of generating an exact hexahedral mesh of the domaghachieve real-time simulation), a criterion based on a poste-

we use a mesh that does not conform to the boundary of {Ii]%l’i error estimate is evaluated to drive the local re nement.

domain, as in Immersed Boundary Method [24]. The neediEh€ élements where the stress increasesdi.edt > 0, are

on the other hand, is modeled using serially-linked beaﬁqnsidered for re nement, and the elements where the stress
elements, as in [17]. In this case, each node of the needle A§S€@ses, i.ed =dt < 0, are taken to a lower re nement
6 degrees of freedom3(translations and rotations), while (€0arsening) level. We de ne the approximate error of an

the tissue model only uséstranslational degrees of freedomElement ¢ as

wherea = ®, X, v = U are the acceleration, position an
velocity vectors, respectively, affdx;v) = ' Ku Cv
represents the net force (the difference of the external
internal forces) applied to the object.

per node. Sz
Since the FEM formulation is based on the discretization of e = (o sTC s)d (15)
the physical domain, it naturally introduces the discretization ¢

error in the result. To control this error source, in Section I||hich is the energy norm of the distance between the FEM
we present an adaptive re nement scheme. solution (denoted by) and an improved solution (denoted by
2_) T|r_n¢ discretizationFor temporal d|scret|_zat|_0n, WE US€q) obtained by the Zienkiewicz-Zhu smoothing procedure [11].
an implicit backward Euler scheme [25], which is describe mong the elements with increasing stress, only those el-
as follows ements, where the error exceeds the prede ned threshold,
Uy = Up+ My Us = Ug+ Uy | (11) are subdivided (re ned). Similarly, among the elements with
creasing stress, only those elements, where the error is
aller than the above threshold, are coarsened. Note that we
are not limited by the regularity of the mesh and can start
FM i: ZK? dv = f(xt;vte + 2Kv! (12) from any (reasonable) heterogeneous mesh as a starting point
| z } prior to re nement.

: . . e
where denotes the time step. Inserting Eq. (11) into Eq. (1
gives the nal discrete system

A b



A. Zienkiewicz-Zhu error estimate Other marking strategies, such as bulk/equilibration strategy,

Using the superconvergent patch recovery (SPR) prc,(gg_percentage.strategy, see e.g. [1.0], can also. be used. How-
dure [11], the smoothed stress elds is recovered from €Ver the maximum strategy described above is the cheapest
the stresses computed at the element center. The idea of #°Ng all, and hence, it is preferred for our use. In the
technique is based on the fact that the stress and strain atfimum strategy, a large value ofleads to small number
superconvergent points (at element center in the case of lin@heléments marked for re nement, and small value déads
hexahedral elements) are accurate with higher order thant®d¢@rge number of elements marked for re nement. In our
the element nodes, and these values are employed to rec&Veflies presented in Section V, we set 0:3.
the nodal stress and strain within the least squares sense.

A 2D representation of a patch of 8 hexahedral elements@s Template-based adaptive h-re nement
shown in Fig. 3. For each componerjt of the FEM solution  once the re nement criterion is satis ed within an element,
h, the nodal recovered stresses are computed by de ningh element is replaced by several elements according to a

polynomial interpolation within the element patch as prede ned template. The template is simply a set of nodes
and an associated topology, de ned using an isoparametric
~ = Paj =[1xyzxyyzzxxyz]la a;asauas as a7 ag] . (16) formulation. The template nodes are added by using their
. natural coordinates. The positio, in Cartesian coordinates,
Let Pk P(Xk;Yk;z). To determine the unknowns we of the new nod¢ is de ned asx; = x; !, where the Einstein
minimize, for 8 sampling pointk of an element patch, summation convention is applied on the node$the removed
element { = 1;2;:::8 for hexahedral elements). The shape
function ! is computed from the barycentric coordinates of

- Niy oy - .
= f (X Ykizk) - Pidyy (A7) template hodé with respect to the node The procedure is
k=1 summarized below:
This minimization results in ndingg; by 1) Remove the element to be refined
2) Add template nodes and then template
a = A o) (18) elements using the element shape functions
3) Update the topology of the global mesh
where 4) Compute stiffness matrix of new elements
5) If needed, update the mass and damping
X T X T h matrices
A= Pc.Pxandb = Py j(xk;yk;zk) (19) . o .
k=1 k=1 It is worth mentioning that if, after re nement, a new

: : lement ful lls the re nement criterion, it can be re n in
Once a; is available, the nodal recovered stress values grement ful lls the re nement criterion, it ca be re ned again,

obtained by simply employing Eq. (16) with evaluated at using the same prede ned template. This results in a multi-
the corresponding nod@ ' resolution mesh (see Fig. 4). Conversely, if the coarsening

criterion is satis ed in already re ned elements, the coarsen-
o o ing procedure is applied by simply removing respective ne

elements, and updating the associated matrices.
Ihe w
e
1)
w w
(1,0.5,0.67)

Y¥  Superconvergent sampling point

© Patch assembly point

@ Nodal value determined from the patch

Fig. 3: Smoothed gradient obtained from an element patch. Natural coordinates Physical coordinates

Fig. 4. Adaptive subdivision process: each element to be
subdivided is topologically transformed in its reference shape,
using a template expressed in natural coordinates. Cartesian

coordinates in the mesh are computed using the element shape

After obtaining error distribution across all the eleme”t?unctions. The process can be applied recursively, and is
we employ the maximum strategy to select those eleme@%pletely reversible. ’

which must be re ned for the next level mesh. In this strategy,
only those elements, where error (see Eq. (15)) is higher than
certain threshold, are re ned. Lefy = maxe e, wWhere ¢ is
de ned in Eq. (15). We mark an element for re nement if D- T-junction handling
Since elements are re ned by using templates, regardless
of their neighboring elements, some T-junctions (incompatible
2Similar to the displacements, the recovered stressgscan also be nodes or hanging nodes) are generated. To avoid disconti-
obtained using element shape functions= N~ S, nuities at the T-junctions during the simulation, these nodes

B. Element marking strategy

e m withO0< < 1: (20)



need to be handled in a special way, in which T-junction S 4 5 4

nodes are considered as slave of other independent (master)

degrees of freedom (DOFs). One of the possible options is ) 7 | 7

to use Lagrange multipliers, but this approach increases the 2 N 2
total number of DOFs (as to solve the unknown Lagrange

multipliers in addition), and usually leads to ill-conditioned | 6 1

systems. In our approach, we follow the method proposed
by [30], which considers only the reduced system (without T- (a) Full system (b) Reduced system
junctions) when solving for the new positions. LEBtdenote Fig. 5: lllustration of T-junction handling method on a
the transformation matrix from the reduced system to the fiifhematic example.

one (with T-junctions). The matriX contains the barycentric

coordinates of the T-junctions (slaves) with respect to their o

reduced system matrid, is then computed from the full dimensions of the linear system to be solved (although the
system matrixA; as reduced matrix is denser than the initial one). Our experience

has shown that if we consider that abdid% of the mesh
A =TTAT: (21) elements are subdivided, approximat&% of the nodes in
he resulting mesh are T-junctions. Obviously, the number of
-‘functions depends strongly on the template mesh used by
the re nement, and also on the fact that the elements are
tsubdivided locally within one or several regions.

The nodal forces in the reduced space is computed from
full space ad, = TTf;. The reduced systemr,dv, = f, is
solved to nddv,, the difference of velocity between curren
and previous time step. Ondeg, is available, the difference of
velocity in the full space are easily deduceddas = Tdv,.
The latter is employed to update the new position and velocity V. NEEDLE-TISSUE INTERACTION ALGORITHM

of the object as in Eq. (13). To model the interaction of needle and tissue, we con-

A heuristic example is shown in Fig. 5 to explicitly illustratesider two different constraints: penetration (puncture) and
the method for T-junction handling, especially how the fuliliding [17]. To avoid remeshing when modeling needle-tissue
and reduced systems are de ned, resulting in the computatigiteraction, we use the same constraints based approached
of the transformation matrix between them. After subdivisioms described in [17]. However, unlike [17], we solve the
node7 is a T-junction in the full system (see Fig. 5a). Withirconstrained system differently. Before entering the tissue, the
this heuristic illustration, considering that each node has omgedle-tissue constraint is only created when the needle tip is
one DOF and the static condition is applied, the displacemeftcontact with the tissue surface. This penetration constraint
of the node7 is expressed from those of no@eand 3 as is represented mathematically B$x,;x;) 0, wherexp,

AL [ and x; stand for the position of the needle, and tissue,
Uz = 0:5u; +0:5us: (22) respectively. Immediately after entering the tissue, sliding

Fig. 5b shows the reduced system where the T-junction nognstraint between the needle and tissue is created along
7 is not considered. The displacement elds between thelite needle trajectory aS§(xn;x:) = 0. When friction is
full and reduced systems are expressed (by taking into &@nsidered, bottP and S are nonlinear. The constraint®

count Eq. (22)) through the transformation matffixas and S between the tissue (denoted by subsctjpand needle
0 0 (} (denoted by subscrip?) are expressed through the global

0 0 coordinate system using Lagrange multiplieras follows

1 9
A; 0 J] >dvi= >3bp>

8
Uo

Eul @0 Az JIK_dv, = _b,_, (24)
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and needle, respectively; andJ, account for contraint di-
a5 05 rections between the needle and tissue. In the local coordinate
| {z system attached to the needle, constraints between needle and
T tissue are only expressed in two directions orthogonal to the
The transformation matriX for the general 3D case whereneedle shaft, resulting in a needle-tissue sliding constraint.
each node has three DOFs is built straightforwardly from thighe expressions of these constraints in the global coordinate
example. systemJ; and J, are then built by transforming the local
Assuming we are using a non-linear constitutive law (e.gonstraint expressions from the local coordinate system to
hyperelastic) or a co-rotational FE formulation, the systethe global one. However, formulating the problem as (24)
matrix needs to be updated at each time step. Consequently,|#aels to a non positive de nite global matrix, which makes
local updating of the topology has a very limited impact on thihe system challenging to solve. An alternative approach, as
computation. The main overhead comes from the T-junctigmoposed in [15], [17], is to solve the interaction problem

O 0O OO0 oo r o
©S oor oo o
©O or o oo

o

0
Us’ whereA; andA, are the system matrices for the soft tissue
| —{z—}
Ur
0
}




in three steps: predictive motion (no interaction constraintsg nements are performed. The rst one, called uniform re ne-
constraint solving, and corrective motion. However, this altement, consists of subsequently subdividing every hexahedral
native requires the computation of matrix inver,ésq1 and element in to8 smaller elements. In the second approach,
A, 1. This approach is time consuming, especially for largealled adaptive re nement, only those elements which satisfy
systems. Unlike this method, we solve the constrained probléeng marking condition (20) are re ned (subdivided in &
iteratively by using the augmented Lagrangian method [31]smaller elements).

(A+J3TWJ)dvk*t =p JT kK (25a) L2 L2

K=k wddvrt (25b) B
where W is the penalty weight matrix with nite values. -7 s
The advantage of this method is that the exact solution of :
the needle-tissue interaction can be obtained, as compared to - —
the penalty method (see e.g. [32]), and no additional DOFs <~ Lo
are needed, as compared to the classical Lagrange multiplier -
method [33]. A critical feature of this approach is that the q -

system matrix in (25a) is positive de nite, therefore iterative Fig. 6: Boundary conditions of the L-shaped domain test.
solvers, such as the conjugate gradient, can be used ef ciently.

It is worth stressing that using the augmented LagrangianWe de ne the relative error as

method for solving needle-tissue interaction, combined with 9 R
. . . . . . . e ( h s)T( h s)d
the T-junction handling in the tissue, is straightforward. In- _ e=l e
. iy . : = fp—= (26)
deed, as mentioned above, it is suf cient to solve (25a) in the Fne © (h)T hg
reduced space, anty¥*! is easily computed from the reduced L e
solution. In Fig. 7, we show the plots of the relative error versus the
number of DOFs for uniform and adaptive re nement. We see
V. RESULTS AND DISCUSSIONS that for the uniform re nement, the relative errorconverges

ith a slope 010:21, which corresponds to the theoretical slope

To demonstrate the ef ciency of our method, we preser‘% =9 for sinaul bl i1 3D. B . ith th
several numerical studies. We rst present the convergence 0fS™ or singufar problems in L. By comparison wit .t €
HIfOI’m re nement, the adaptive re nement converges with a

the stress error on a typical L-shaped domain. The motivati ) :
yP P her slope @:31). Clearly, to achieve certain expected error

for this test is because of its localized nature, i.e. stress he simulati he adaoti ds f DOE
concentrated at the corner of the domain, which mimics t the S|mu.at|on, the adaptive re nement needs fewer S
n the uniform re nement.

localized scenario of needle insertion. To demonstrate t
computational advantage of adaptive re nement over uniform

re nement, we also present the computational time for this —=— Uniform
problem. Then, to point out the benets of a local mesh —e— Adaptive
re nement in needle insertion simulation, we study a needle
insertion scenario with friction to show the impact of local
re nement on the displacement eld around the needle shaft 0.1p 1
and also on the needle-tissue interaction force pro le. Finally, 02

a more complicated scenario is simulated i.e. insertion of a *¥5 '

needle into a liver which is undergoing breathing motion.
In our simulations, the needle and soft tissue follow a lin- 0.01 . .
ear elastic constitutive law, associated to a co-rotational FE 1000 10000 100000 1x 108
formulation. DOFs

Fig. 7: Convergence of the relative error, comparison between
uniform and adaptive re nements.
To show the advantage of error-controlled adaptive re ne-
ment scheme, as compared to the uniform mesh re nement, o demonstrate the performance of adaptive (local) re-
convergence study is performed on a 3D L-shaped domain. Agment in terms of computational time, as compared to
shown in Fig. 6, the L-shaped domain is clamped at the righhiform (full) re nement of the mesh, with the same expected
boundary, and simply supported in the vertical direction at thelative error = 8%, we again studied the L-shaped domain
top boundary. The dimension is setlto= 4 and the thickness problem. The result is reported in Table I. The local re nement
of the domain isL=2 = 2. Young's modulus, and Poisson'sdecreases the number of DOFs by a facsd® (7473 vs.
ratio of the tested material ade 10, and0:3, respectively. 44064) associated with a computational speed-upl®f
The domain is subjected to a uniformly distributed tractio(v36.41 ms vs. 12140.8 ms).
force on the left surface boundary. In view of above observations, it is a strong argument to
Starting with the mesh havirng) 8 4 hexahedral elementssupport the employment of adaptive re nement scheme while
(excluding the4 4 4 corner elements), two types oflimiting the discretization error in real-time simulations.

A. Convergence study



DOFs |11 ol re nement is again piloted by the error estimate described

Fulrenement | 44064 | X 12140.8 | 12140.8 in Section Il1.
Local re nement | 7473 | 319.24 | 417.17 | 73641 To investigate the sensitivity of the needle-tissue interaction
TABLE I: Computational time (in10 3s). TC: Topological Parameters (frictional cqef cient and puncture strength) on the
Changes, MS: System Matrix Solve. resulting mesh adaptation, and thus on computational output,

two scenarios are studied. The rst concerns varying the
puncture strength,o parameter@N, 10 N, and20 N), while
B. Impact of local mesh re nement on displacement eld keeping the same frictional coef cient = 0:5 between the

We now present the results of a simulation of needr sue and the needle shaft. The second is dedicated to study
insertion into a homogeneous 3D tissue model. For this stu<§e n ueljnce of.the fr|ct-|onal coef cient by setting it t0:1,

we consider the Young's modulus af® for the needle, and 3 and 0:5, while kegplng the puncture s.trength unphgnged
10° for the tissue, whereas the Poisson's ratio is takef:4s (\no = 10 N). Within these two scenarios, the frictional

for both. The friction coef cient between the needle and th(éoe.f cient on the tissue surface |s'set®c8. . .
tissue is set td:9. The displacement eld due to frictional Fig. 10 shows the plots of the integrated interaction force

interactions with the needle, viewed from tke plane of the ?Ior;g ﬂ:ﬁ nee?le Shaft_ Ver_?ﬁs the d|sdplacemept c.)f tge r_1etegle
tissue, is shown in Fig. 8. ip for the rst scenario. The second scenario is depicte

It is shown (by the nonlinear variation of the displacemelj\'i] Ilt:Ig.hll. that when th tact f bet th dl
eld in the vicinity of the needle) that when the mesh is, shows that when the contact force between the needie

adaptively re ned near the needle shaft, the needle-tissﬂ@ and the tissue surface is higher than the tissue puncture

interaction is captured as good as in the case of full re neme?ﬁrength' the needle penetrates into the tissue. Right after this

(see Fig. 8d). Indeed, closer the position is to the needle Shgﬁnetratlon event, a relaxation phase can be observed that

higher the obtained displacement eld. Conversely, when !Qduces a decreasing force at the needle bases. Thereafter, it

coarse element is used, and is not re ned during the simuE-ObseNed that as the needle moves forward, the interaction
tion, the above behavior1 is not reproduced within the elemeqrce increases due to the increasing frictional force along the

(Fig. 8a). It is important to point out that the re nement usin _eedle shatft (which is directly proportional to the inserFiO'?
anisotropic template, as in Fig. 8b, is very relevant sin stance). Only when the contact force at the needle tip is

it generates fewer DOFs than using the isotropic templa%eater th.an the cutting §trength .Of the soft tissue, Fhe needle
(Fig. 8c), while still catching the nonlinear displacement eId.Cu.tS thg t|ssu¢ and contlnue§ going ah'ead. Immediately aftgr
is cutting action, the relaxation phase is observed anew. This

Note that the re nement is not restricted to one element, b havior i iodically ob d during th dle i "
only one level of re nement is used. It also happens that t avior Is periodically observed auring the needie Inserton.
ese observations are clearly shown in Fig. 12a, which is

criterion used in this simulation leads to re ning only one - : . ) . . .
element g y obtained by zooming in Fig. 10b. A typical behavior with

distinguished phases is presented in Fig. 12b.
) ) It is observed that under mesh re nement the resulting

C. Impact of local mesh re nement on needle-tissue interagiopal behavior of needle-tissue system is less stiff. This is
tion explained by the fact that beneath mesh re nement, a greater

In order to gain insight into the nonlinear behavior oflisplacement eld is obtained, which results from the needle-
the needle-tissue interaction around the needle shaft, andissue interaction (as also observed in Section V-B). It is
exhibit the effect of the adaptive re nement on a trade-offlso shown that using the adaptive re nement scheme, the
between computational time and precision, a needle insertioteraction needle-tissue behavior is close to those when using
simulation into a phantom tissue test is carried out, see Fig.20.ne mesh (see Fig. 10). As can be seen in Fig. 13, an
For this study, we consider the Young's modulu$6iMPa for interesting observation is that the number of DOFs in the
the needle, and0 MPa for the tissue, whereas the Poissonadaptive re nement simulation is signi cantly fewer than that
ratio is taken a€:4 for the tissue, and:3 for the needle, of using the ne mesh. This obviously results in an important
respectively. Note that, in a separate study for the tissue (atin in terms of computational time. Indeed, the simulation
reported here for brevity reasons), we also run the simulatiasing the adaptive re nement mesh runs at neaty/FPS
for Young's modulus2 MPa and Poisson’s rati®:49, and compared to4 FPS of that using the uniform ne mesh.
the results are qualitatively same as those reported in thdt is seen from Fig. 11 that the smaller the frictional
above-mentioned case. Again, a linear elastic model basedooef cient is, the more the behavior of the adaptive re nement
corotational formulation is employed for the needle as wedkcheme differs from that of the simulation using the ne mesh.
as the tissue. The dimension of the tissuelis 2 2 cm. It aligns nicely with the fact that smaller friction force does
The needle length and radius are &2 cm and0:1 cm, not lead to mesh re nement around the needle shaft. Indeed,
respectively. as seen in Fig. 14, the re nement in the case of frictional

Three meshing schemes are employed: a coarse mesh widbfcient = 0:1 is mostly due to the penetration force
resolutionl0 5 5 nodes, a ne mesh with resolutic2D at the tissue surface. Note that, for a fair comparison, the
10 10nodes and an adaptive mesh (starting with the coarseef cient in Eq. (20) was chosen as= 0:3 for all friction
meshl0 5 5 nodes and adaptively re ning the mesh duringoef cients. However, it is also possible to use lower values of
the simulation). Within the adaptive meshing scheme, the mesfkor lower values of the friction coef cient (such as=0:1),



0 O.bl 0.62 0.03
(a) (b) () (d) (e)
Fig. 8: Variation of tissue displacement resulting from friction during needle insertion, measured along a vertical line located at
the needle tip. (&) The un-re ned mesh; (b) adaptive re nement using an anisotropic te@pl8te 3; (c) adaptive re nement
using an isotropic templat¢ 3 3; and (d) full re nement. The graph (e) shows the bene ts of the anisotropic re nement.

stage is 1509. By applying this adaptive re nement/coarsening

procedure, it is not only guaranteed that the discretization

error is fully controlled, but the computational cost is also

kept as small as possible. Indeed, without adaptive remeshing

procedure applied on the initial mesh, the simulation runs at
Fig. 9: Schematic representation of needle insertion simulatiSE FPS while the discretization error 12% whereas when
r19. 9. - 1ep . . e adaptive re nement is performed, it runs at 22 FPS while
into a phantom tissue. The phantom tissue is clamped at the : . o
. decreasing the discretization errora®. Note that these frame
right surface. ; :

rates result not only from computational resolutions of needle,

tissue and their interactions but also from their visualization

which leads to a higher degree of local re nement. We alsgst _ _ _
remark that when uniformly very ne meshe8Qq 15 15 In order to investigate the bene ts of the adaptive re nement

and40 20 20nodes) are used (not shown here for brevit§Cheme when the needle is inserted and retracted into the liver
reasons), the force-displacement responses converge. Howet/@Ntom, tests with uniform and adaptive re nement schemes
simulations on such ne meshes are computationally veff€ carried out. Within the uniform re nement case, a coarse
expensive, and because of the required constraint of real-tifi§Sh With723 DOFs and a ne mesh witl3894 DOFs are
simulation, such meshes can not be employed. The propoé’é&d for the liver discretization. Whereas upon the adaptive

adaptive re nement allows us to perform real-time simulatiod§€ Nement scenario, the simulations start with the coarse mesh
while keeping the error in control. 723 DOFs and is adaptively re ned by two schemata: each

marked element is rened into (i 2 2 elements, and
(i) into 3 3 3 elements. The integrated needle-tissue

D. Application to liver interaction force along the needle shaft is plotted versus the

The method proposed in this paper is now applied to a liveeedle tip displacement when the needle is inserted and pulled
model undergoing breathing motion, to mimic a typical cadgack, see Fig. 16.
of radio-frequency ablation of a tumor. The same Young's It is observed that when the needle is outside the tissue,
modulus and Poisson's ratio for the needle and the tissuethsre is no interaction force between them. This is also de-
in Section V-C are employed. The frictional coef cient is setected when the needle is completely retracted from the tissue.
to 0:5 when the needle is inserted andd when it is pulled It is clearly shown that the needle-tissue interaction depends
back (the performance of the adaptive re nement scheme datgongly on the mesh used (especially if the mesh is coarse).
not depend on the ratio between the frictional coef cients duhe mesh in uence reveals a stronger effect on the insertion
ing insertion and retraction). The puncture force at the tissatage than the pullback one. This is fully understood by the
surface is set td0 N. Induced by error estimate (Eq. (20))fact that the frictional coef cient between the needle shaft and
the needle insertion and constraints applied to the liver lettte tissue is more important during the insertion steps than that
to re nements in different regions. The initial mesh has 1178uring the pullback one( versus0:1, respectively). Using
DOFs. When the needle advances into the liver, combinitige coarse mesh, the puncture force at the tissue surface is
with the motion of the liver due to breathing effect, the meshot well captured compared to the case where the ne mesh
is progressively re ned to accurately take in to account ther adaptive re ned mesh is employed, see Fig. 16. Under
interaction of needle and liver. The maximum number of DORaesh re nement around the needle shaft guided by error
when the needle is completely inserted into the liver is 296éstimate, the needle-tissue interaction converges to the solution
And, when the needle is steadily pulled back, the mesh d§ the ne mesh. However, the maximum number of DOFs
then progressively coarsened until the needle is completeipen using the adaptive re nement schenies 2 2 and
outside of the liver. Thereafter, the re nement process is no®v 3 3is 1071and2193respectively. Therefore, as observed
only due to the movement of the liver by breathing effect arid Section V-C, using the adaptive re nement scheme results
imposed boundary conditions. The number of DOFs at this signi cantly fewer DOFs compared to the employment
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Fig. 10: Comparison of needle-tissue interaction forces along the needle shaft within two cases: without re nement (with
different mesh resolutions) and with adaptive re nement. The penetration strength is varied while keeping the same frictional
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Fig. 11: Comparison of needle-tissue interaction forces along the needle shaft within two cases: without re nement (with

different mesh resolutions) and with adaptive re nement. The frictional coef cient between the needle shaft is varied while
keeping the same penetration strength (10 N) at the tissue surface.
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Fig. 12: (a) Puncture, cutting and relaxation behaviors are shown by a zoom-in plot from Fig. 10b. (b) The typical behavior is
shown in phases. Phase (1): The needle is puncturing the tissue surface. Phase (2): Just after the penetration event, the relaxatic
occurs. Phase (3): The interaction force increases due to the fact that frictional force increases with insertion distance. When
the needle tip has cut the tissue to advance forward, the relaxation occurs again.

of uniform ne mesh. All of these lead to the conclusiorbe simulated more precisely compared to the coarse mesh, and
that even starting with the coarse mesh but employing tkéth signi cantly lower computational cost compared to the
adaptive re nement scheme, the needle-tissue interaction eariform ne mesh.
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Fig. 13: Number of DOFs during the needle insertion of the

simulation in Fig. 10b. "

VI. CONCLUSION AND PERSPECTIVES

(2]
This paper contributes a structured approach to answeriﬁg
the important but rarely tackled question of accuracy i
surgical simulation.

The novelty of our paper is to drive local adaptive mesH4l
re nement during needle insertion by a robust a posteriorf5]
estimate of the discretization error.

This can be seen as a rst step to control the error associated
with acceleration methods in needle surgical simulations, al
to separate the modeling (are we solving the right problem?)
and discretization error (are we solving the problem right?).[7]

Veri cation of the discrete scheme is guaranteed in our
approach because the a posteriori estimate asymptoticafby
converges to the exact error. As we use an implicit approach
we also control the error on the equilibrium equations. Aég]
such, assuming a proper material model and kinematics for
the problem, we can guarantee the accuracy of the soluti6)]
This is not the case in explicit time stepping approaches.

Validation of the approach is not considered. We focysi]
here only on one source of error (discretization). Whilst this
is a limitation, we do believe that quantifying discretizatior[llz]
errors separately to modeling errors is necessary to devise
accurate and clinically-usable surgical simulators and to better
understand the resulting simulation results. 13]

A natural direction for research, building on recent wor[<
on data-driven simulations is to devise error-controlled ap-
proaches able to learn from data as it is acquired during t &
simulation [34]-[36]. In such a paradigm, the model would
adapt to the real situation, as opposed to being driven byilal
continuous indirect comparison, as is the case in this work,
with an unknown exact solution. In turn, such a data-driveie]
approach would facilitate patient-speci ¢ simulations, which
were not considered here. We are currently investigating s
directions through Bayesian inference for parameter identi -
cation and model selection [37] and uncertainty quanti catiof8l
approaches [38].
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