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Abstract. This paper describes the design and implementaticn modular

hybrid intelligent model and system, for monitoriagd forecasting of air
pollution in major urban centers. It is based onltigent technologies,
Artificial Neural Networks (ANN), Fuzzy Rule Basedbssystems and it uses
a Reinforcement learning approach. A multi levelhiéecture with a high

number of agent types was employed. Multiagent’st8y modular and
distributed nature, allows it's interconnection twiéxisting systems and it
reduces its functional cost, allowing its extensknincorporating decision
functions and real time imposing actions capabsiti

1. Introduction

The problem of air quality especially in urban siie a major and composite task.
Nearly all of the air pollutants have been blamegdsbveral epidemic and clinical
studies for their direct or indirect involvementthre cause of several serious diseases
(Brunekreef and Holgate, 2002) (Nafstad P. et241Q3)(Lisabeth LD et al., 2008)
after a long term exposure. The risk limits andrigat of the citizens to have access
in vital information related to air quality and pollutants’ concentration levels, have
led to the establishment (by the European Commiysid specific safety limits,
whereas public awareness services were also créatedpean Commission, 1990)
(European Commission, 1992) (European Commissio®96)l (European
Commission, 2000). Even platforms like app storappty the public with
applications that provide real time air qualityalat mobile phones in various parts of
major cities (diMobile, 2011) (Aratos, 2012). Duethe importance of the problem,
various Soft Computing applications have been dapeal recently for air quality
modeling or monitoring, whereas some of them alswide real time proposals when
the pollutants’ concentration is too high (Triafdtaf A.G et. all, 2011), (lliadis and
Papaleonidas, 2009), (Wahab and Alawi, 2002), (Rasou et al., 2007), (lliadis et
al., 2007). These efforts use mainly ANN or Multjent Systems (MAS). However
they only try to face the problem under a monddithoint of view of forecasting or
monitoring.

The MAS described in this paper not only recordg dmd presents the actual real
time situation (in terms of air pollution) but itsa tries to estimate the evolution of



the problem in a short term scale, by employing/lrid approach that satisfies the
needs of a modular wide architecture perceptivegdggstrin et al., 2002).

A main advantage of the proposed system is thdbés not work as a stand alone
application in a specific place. It rather usearge number of independent agents of
various types that are distributed around severatp of an urban center. Each agent
is assigned a distinct task depending on the poitatthat characterize the specific
area. The agents interact and exchange messageteinto accomplish the task of air
quality monitoring. The whole process is supporgdthe computational power of
ANN that have the ability to estimate missing valaad the decisions are taken by a
fuzzy rule based model. The Reinforcement learhizg been applied to enhance the
learning ability of the system. It is an integratedistic approach.

2. General System’s Architecture

The system is based on the Jade multiagent platfBettifemine F. et al., 2007). Its
main advantage is that it can operate under any@maent and operation system
regardless the processors and the network typs.i§liue to the fact that it uses Java
for the construction of the agents and MySQL in dégabase mechanism which are
both open source environments (under GPL license) #hey both allow
programming of modular and distributed credible lmations of low cost. The
system has been divided in five sub-systems witth ldohesion level which are
assigned distinct functions and as it is shown Ha figurel. This architecture
enhances the independence and the personal pérspedhe comprising agents.

Air Monitoring Data Base
Subsystem Subsystem

Area Overview
Subsystem

nowledge Base
Subsystem

Fig.1. Overall system’s architecture

2.1 General description of the subsystems

The Air Monitoring Subsystem (AMS) aims in captuyithe instant perception of the
environment and in transferring it to the systentge. It comprises of a set of typical
air pollution sensors which record the actual messents and they transfer them to
the Sensor Intelligent Agents (SIA) that store thHarthe Data Base (DB) subsystem
acting in a proxy mode. SIA are also responsibtdte correct function of the typical
sensors, the removabf the improper values, the arrangement of the new
measurements’ time interval and the update of tthemimistrator for a potential
malfunction. The structure of the AMS is seen gufe 2.
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Fig.2. Air Monitoring Subsystem architecture

Other Air Monitoring
Systemns

The next level comprises of the Interconnection mtg€lA) which allow the import
of data from other information systems activatedh@ area under study. Given the
high cost of buying and supporting several air yg@h sensors, a mechanism was
applied that allows the performance with non ddeditasensors. This is done by
connecting the system with sensors of other sys@@mmg in data transfer. Also the
IA allow the interconnection between systems lotatedifferent areas.

The Data Base Subsystem performs the managemersigstand retrieval of data. Its
structure can be seen in the following figure 3.
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Fig.3. Data Base Subsystem architecture

The SQL Populate Agents (SQLPA) are the simplessoiftheir basic function is to
receive the measurements from the SIA and the tibAcheck their validity and to
store them after considering the Data Base sch€h®&aSQL System Agent (SQLSA)
connects the Data Base Subsystem with the resedeying requests from the agents
that require data. It decides to forward the rejteethe retrieval agents based on the
number of queries and the load of the databaseothir agent can access the actual
data if the SQLSA do not approve. For the sameoreathe logic of data base
clustering with multiple data bases communicatinth\a series of SQL Read agents
(SQLRA) was selected. In this way the performanfche system was enhanced. The
necessity for this approach will be understoodterrin the next chapter.

3. The role ofReinforcementANN

ANN employing the Reinforcement approach were dgsedl and incorporated into
the multi agent system in order to offer reliabd@iration of values when the sensors



were malfunctioning and the obtained data were cayatable. Before referring to the
ANN the whole process of data retrieval and storagst be clarified.

3.1. Data manipulation

The SQLRA undertake the task of retrieving datanfrthe data base in order to
answer in the request that was diverted by the S@3tem agent. Technically, every
SQLRA is a compiler which converts the requestsftbe descriptive language that
was developed for the system to SQL query statesnémtorder to produce the
desired data set. The requests are implementeddaegdo the FIPA (Foundation for
Intelligent Physical Agents) protocol (FIPA, 200&)d the answers are sent with a
message of Inform type (Bellifemine F. et al., 200he text in the request message,
informs the agent on the data that have to besketd and it comprises of a string that
describes the data in the following form:

1001d*dd*01;01h* Kor_S0O2*01;
24h* mar_pm10* 04;01f*pen_tair*03;11p*oin_03*02;
Commandl.Sample of a retrieval command sent to an SQL RephiA

The above sample command creates a text file, weaeh line contains 14 elements
and corresponds to a record of the data base. méans that if the DB had only
correct hourly measurements for the whole 2005n e output file would have

365*24=8760 lines with totally 8760*14=122640 vaiue

3.2. Agents handling ANN storage
The Knowledge Base subsystem manages the develbpfittie ANN which will be

potentially used by the system, in order to foretas evolution of a phenomenon.
The structure of the KBS is shown in the followiigure 4.
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Fig.4. Knowledge Base Subsystem architecture

The Knowledge Base Agent stores all ANN used bysystem, together with their
characteristics and thaverall score of each and decides which one of them will be
used every time that a forecast is requested.chlxacteristics are obtained by rules
determining in which cases each network can be (sed other ANN is reliable for



the winter period, other for the summer). The cbadf the proper ANN is done by
the application of filters on the data. These fdteonsider the criteria like: a) The
number of cases in which the network had the b&tshation b) The average error of
each c¢) The overall score of each one which ismegtid during the network
validation process by the Evaluation Agent (EVAheTnetwork choice mechanism
checks based on the characteristics of the availahINs, which ones can be used in
each specific case and from the emerging candidatesninates the ANN with the
highest score. The validation and assessment afigéheal networks is done with the
cooperation of the ANN Simulation Agent (ANNSA) attet EVA.

The score for every network is obtained based dRemforcement approach in
combination with fuzzy logic. According to the Rircement technique every ANN
receives merit or it is punished by raising or @dg its score, every time that the
ANNSA is executed. The amount of penalty or ben&itdetermined by the
employment of a fuzzy algebra model.

It is really important that based on the systentidgsophy the ANN which are
available in the knowledge base are not executgdvamen there is a request for data
but they are re-adjusted every time that the agteateption of the environment is
refreshed. The ANNSA runs all available networkteraeach new measurement
obtained, regardless if this was done after a retqurenot.

In this point the Knowledge Base is informed on athinetwork had the best
performance per estimated value, so that the taiethe characteristics is updated
after the EVA estimates the new scores.

4. Fuzzymodeling

For each parameter under study four boundary valyes, C, D were stored in the
database. These values were used by two semi tidpézZfuzzy membership
functions (lliadis, 2007) to define the linguistiffszzy setshigh error, small error,
between the estimated by the ANN and the actualegabf each feature (lliadis et al.,
2008). The numbers A and B correspond to erroeqtldse to zero, whereas C and D
are related to higher errors and their range dependhe range of the values of the
actual feature under study. Even if someone pidkehigher numbers for A,B,C,D
the slight change in the fuzzy sets does have @myfisant effect in the membership
values. The design of the fuzzy sets has been idam&vay that the system is flexible
and adaptable. These membership functions candpeirs¢he following figure 5.
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The degree of membership (DOM) of each ANN to ewargr fuzzy set is the score
based on which it will be rewarded or punished. @M to the small error
linguistic is added to the overall score of eachNANvhereas its DOM to thkigh
error fuzzy set is subtracted. By using this flexiblgagach we avoid to change the
overall score of an ANN in a rare case of an exélgnbad or extremely good
performance and thus the final score reflects thelevperformance of the network.

5. Agents for thedevelopmentand assessment of the ANN

The ANN Creator Agents (ANNCA) offer the capabildf an automatic creation and
initial assessment of aANN. The system accepts as input by the user, the ever
recorded width of the values of each consideredrmater and potential restrictions
which are also incorporated in the data base, timber of hidden neurons and the
number of hidden sub layers, potential transferctions and the minimum score
under which the networks are not considered credibl

The ANNCA follow a trial and error approach by affeg a range of values to the
above parameters. In this way they automaticallystroct multiple ANN which
cover the set of all potential combinations. Téiproach leads to the creation of a
vast number of ANN in a combinatorial explosion moand thus computational
power is required. As it will be clarified in thesults section where the system was
executed for a specific case, a huge number of 2@@@orks were automatically
created. A threshold value of Rias used as the minimum criterion of acceptance fo
a network to be recorded in the knowledge base iamdll not be subjected to
continuous assessment as it was mentioned befbee Air Overview sub system is
responsible for the visualization of the data ahthe forecasts and it comprises of
two agent types, namely the Area Monitor Agents #mel Prediction Agents Its
structure is shown in the following figure 6.

Area Overview Subsystem h
Area Monitor
Agents

Prediction Agent

Environment Current
Status Agent
Knowledge
Database Agent SQL System Agent

Fig.6. Structure of the Air Overview subsystem

The Area Monitor Agents (AMA) constitute an awarenarea of the system. By the
term area the system understands any group ofatiatdorecasts that it can manage
and it can be an air pollution measurement statidmspital service that monitors the
evolution of an air pollutant concentration or ader area represented by dozens
measurements stations, or a simple user that neadsnitor specific data in certain

locations. It other words it can combine any numifefleatures to construct a logical

area of study. The visualization of the situatioraispecific area can be done by using



fuzzy sets (Linguistics) of the typ&dw”, “High” “ Critical”. This is shown in figure
7.

Fig.7. Fuzzy determination of the situation in a spedifiea

The Prediction Agent (PREA) is responsible to pdeviorecasting when an area asks
for one. When it receives a request for a foredastommunicates with the
Knowledge Database Agent (KDA) and asks the norathaANN to perform
estimation for a specific parameter. Then, the PRISRs the SQL System Agent to
provide the data required by the network in ordepérform forecast. In the rare case
of an ANN that cannot function due to the fact ttied SQL system Agent did not
find the necessary data, the Prediction agentaaititact the KDA again and it will
require the next available network. This procegeats in an iterative manner until a
proper solution to be found.

6. System CoréAgents

The last subsystem is the System Core (SYSCO).S¥®CO handles the general
attendance of the system. It provides access righadl agents that try to connect to
the platform and it offers an overall image for #iiation of the system and for the
area under study. It also informs the administrdtor potential malfunctions and

connection failures of an agent.
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\

ANN Evaluator Agent]
|

Environment Current
Status Agent

!
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Fig.8. System Core architecture

The System status Agent monitors if the systenopers functional tests and informs
the administrator accordingly. It communicates wath of the system’s agents to



check their functional status. It also keeps thewiith the minimum available agents
required for the proper operation of each subsystem

The Environment Current Status Agent is respongdidii¢he temporary storage of the
current status of all factors monitored by the exystlts usefulness is in the fact that it
can update all agents on the current status ofethéronment without using the
database.

Finally the Authentication/Privilege Agent defin® level of information for which
each agent will have access. It does not allowatteess in the database of Sensor
agents which are not declared in the system atitkinlatabase schema and it defines
the credentials of the Area Agents when they atgublic.

7. Results andDiscussion

In order to check the proper function and the pemfce of the system, a
preliminary testing was performed by using actuatdnic data. The target was the
short term forecast and also the current, plus3ladd 6 hours ahead estimation of
Ozone (Q) in the measurements statioAttiinas’ located in the center of Athens.
Actual hourly data records were used coming fronsdrtounding stations (9 of them
measuring air pollutants and 2 meteorological ditedted in the center of Athens.
The data were measured on a 24 hours basis fowhide annual period and only
when the measuring stations functioned properlyekiva station was malfunctioning
the obtained value was defined to be as high a83-99 and it was never considered
in any analysis. The data come from the websith®fGreek ministry of environment
and Climate change (Minenv, 2012) and they areoticstl data from the
establishment of each station until year 2010. 3tations used and the date of their
first operation plus the parameters employed caselea in the following table 1.

Table 1 Description of measurement stations

Name CODE Type Established Data
Ag Paraskevis AGP Air Pollution 2000 380, NO,
Amarousion MAR Air Pollution 1987 £NO,NO,, CO
Peristeriou PER Air Pollution 1990 ,®O,NO,, CO, SQ
Athinas ATH Air Pollution 1984 G@NO,NO,, CO, SQ
Pathsion PAT Air Pollution 1990 {NO,NO,, CO, SQ
Aristotelous ARI Air Pollution 1994 NO, NO,
Geoponikis GEO Air Pollution 1984 ANO,NO,, CO, SQ
Peiraias PIR Air Pollution 1984 ANO,NO,, CO, SQ
N Smyrnis SMY Air Pollution 1984 ¢NO,NO,, CO, SQ
Temp, Wspeed,
Pendelis PEN Meteorological 1999 | SunTime, Wdirection,
Radiation, RH
Temp, Wspeed,
Thiseiou THI Meteorological 1985 SunTime, Wdirection,
lllumin, RH




The Ozone for theAthinas’ station was used as output whereas the dataeofetbt

10 stations except of their Ozone values were aseidiput. The assessment process
of the system included the following steps:

A) Creation of the Database schema according tod#ta management system’s

needs. The following table 2 presents the struabfithe database and the number of
records.

Table 2 Description of the Database

Table Records | Type | Size
arrayOlh 236,754 InnoDB 82.6 MB
day names 7 InnoDB 16.0 KB
factorsOlh 51 InnoDH 32.0 KB

measurementsO01lh 237,168 InnoDB| 15.0 MB
values01lh 12,196,69DPInnoDB | 1.2 GB

InnoDB engine was selected not only because ihésdefault storage engine for
MySQL, as of MySQL 5.5, providing a transactionesahvironment with rollback
and crash-recovery capabilities in order to protata but as at the same time
provides high speed data access (MySQL, 2012).

B) Creation of an Interconnection Agent which ainmedeading the text files in order
to send the data in the proper form to the Popualgant that would store them in the
database.

C) Creation of an ANN Creator Agent which autormaticimplemented the required
networks. It was asked from the ANNCA to constradt potential networks’
combinations, using data at least from one metegichl station and two air
pollution ones, until all combinations between thations described in table 1 were
done. The above combinations produced 741 ANN tif@best control of the system
it was asked by each network to train and tesif itsgng a variable number of hidden
neurons, providing the system with three value$,(0.75, 1) which would be
multiplied with the number of the proposed hiddemnons in order to produce their
actual number. The ANN Creator Agent produced aatarally the data files used
for training and testing. These files containedueal related to each factor from the
first year of the station’s establishment until 90&ach of the 741 ANN asked the
SQL System Agent the creation of a measuremer&s’uiing the right format. To
show the computational complexity we must add thatally there were
10,132,450,485 SQL queries performed and the wpaleess used a cluster with 8
dataset servers (based on average pc configuraonkll of the process it took less
than 7 days. This was actually the reason for dngabe solution of clustering in the
data base. After the implementation of the ANN titaéning and their registration in
the Knowledge Database Agent followed.

D) The last step in the system’s testing was the afsthe 2010 data for the total
simulation of its function based on the knowledgsécreated in the previous step.
A Simulation Agent was created which ran the systeith hourly values from the
01/01/2010 until 31st of December 2010. Also theN'S¥\ and the ANN Evaluation



Agent were used. Totally the system was executéd®08times (365*24) and
managed to obtain results for the 8,738 of them.th® 22 cases there was a lack of
data due to simultaneous interrupt of function athbmeteorological stations. In 167
cases it was not possible to use the ANN Evaluatigant due to the fact that for
these hours the “Athinas” station was not functignand thus we could not estimate
the ANN error. As it was mentioned before in thisapter the ANN had 5 output
values whereas the error during simulation andntgstf the system was estimated
only for the current value. When the system willfolly executed the error will be
estimated separately for each output.

The following table 3 presents the results fordimeulation of the year 2010.

Table 3. Results for the simulation of the year 2010

2 Mean Square Error (MSE)
Output R R (Root MSE)
Current 0,9146 | 0,8365 139,712 (11.820)
estimation

1 hour forecast 0,9057 0,8208 154,735 (12.439)
2 hours forecast 0,8909 0,793/ 173,413 (13.169)
3 hours forecast 0,8754 0,76683 193,302 (13.903)
6 hours forecast 0,8441 0,7125 230,007 (15,166)

The system in this phase covers a wide range afir@gents and potentials, whereas
in its direct extensions it will have Agents thatllwnaterialize mechanisms of

retraining the ANN when they appear to have a reduperformance and a

continuous reduction in their overall score. Irsthviay the ANN will be automatically

adjustable without the interference of the usersystemic changes (e.g. close a
specific area to automobiles) which change the tedd the used parameters in an
ANN. Additionally a complementary decision supposubsystem could be

implemented that will use rules and it will procase available data to impose
actions that will improve the situation in the enaviment. This of course (in an

iterative manner) will readjust the system underribw improved environment.
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