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Structural operational semantics
for continuous state probabilistic processes?

Giorgio Bacci Marino Miculan

Dept. of Mathematics and Computer Science, University of Udine, Italy.
giorgio.bacci@uniud.it, marino.miculan@uniud.it

Abstract. We consider the problem of modeling syntax and semantics
of probabilistic processes with continuous states (e.g. with continuous
data). Syntax and semantics of these systems can be defined as alge-
bras and coalgebras of suitable endofunctors over Meas, the category of
measurable spaces. In order to give a more concrete representation for
these coalgebras, we present an SOS-like rule format which induces an
abstract GSOS over Meas; this format is proved to yield a fully abstract
universal semantics, for which behavioural equivalence is a congruence.
To this end, we solve several problems. In particular, the format has
to specify how to compose the semantics of processes (which basically
are continuous state Markov processes). This is achieved by defining
a language of measure terms, i.e., expressions specifically designed for
describing probabilistic measures. Thus, the transition relation associates
processes with measure terms.
As an example application, we model a CCS-like calculus of processes
placed in an Euclidean space. The approach we follow in this case can
be readily adapted to other quantitative aspects, e.g. Quality of Service,
physical and chemical parameters in biological systems, etc.

1 Introduction

Process algebras are widely used for compositional modeling of nondetermin-
istic, communicating, mobile systems. Categorically, the syntax of processes is
represented as the initial algebra of a signature functor, and their semantics
as coalgebras of a suitable “behavioral” functor. According to the Structural
Operational Semantics (SOS) paradigm [25], these coalgebras are described by
means of labelled transition systems (LTSs), defined by induction on the syn-
tactic structure of processes. In order to guarantee important properties about
the resulting semantics, several formats of these SOS specifications have been
studied. A well-known format is the so-called GSOS [8], which guarantees the
bisimilarity to be a congruence (in most situations). Such a framework makes
languages easier to understand, compare, and extend. In particular, a process
algebra can be easily extended with new operators, without the need of time-
consuming and error-prone proofs of congruence results.

? Work supported by MIUR PRIN project 20088HXMYN, “SisteR”.
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In recent years, this approach has been applied also to stochastic and proba-
bilistic systems, due to their important applications to performance evaluation,
systems biology, etc [19,9,18,15]. Bartels [6] and Klin and Sassone [20] have
investigated rule formats (called Probabilistic GSOS and Stochastic GSOS, re-
spectively) which guarantee bisimilarity to be a congruence.

However, these formats still do not cover the case of continuous-state (prob-
abilistic) systems, like calculi with spatial/geometric features introduced in last
years [10,4]. In these models, the behaviour of the system may be influenced
by continuous data, which therefore is part of the state of the system. Typical
examples are spatial informations, such as the position of processes and where
transitions take place; e.g., in wireless networks distance may affect data access,
or in biological models diffusion alters the signaling pathways, etc.

As a running example, in this paper we introduce a simple yet paradigmatic
calculus of agents living in the Euclidean plane R2, which we call FlatCCS 1.
The idea we aim to model is that the probability of communications between
two agents depends on their distance (like, e.g., in wireless networks). To this end,
FlatCCS extends CCS (without restriction) with a syntactic “frame” operator
representing a process’ displacement:

p, q ::= nil | α.p | p+ q | p ‖ q | [ p ]z α ::= a | a | τ

where a ranges over actions, and z over the plane R2. Intuitively, if p is in position
z′ ∈ R2, the process [ p ]z is in z′ + z. If no frame operator occurs, processes are
assumed to be in the origin (0, 0). Thus, in [ p ‖ [ q ](0,1) ](1,0), p is (externally)
seen to be in (1, 0) and q in (1, 1).

As for the semantics for this calculus, here we assume that the communi-
cation probability decreases exponentially with the distance. Thus, we expect
the process a.nil ‖ [a.nil](r,0) (with r ∈ R) to perform a τ (that is, an internal

communication) evolving into nil ‖ [nil](r,0) with probability e−|r|. The problem
is how to specify this semantics.

In [6], labelled probabilistic transition systems are shown to be coalgebras
g : X → (Dω(X) + 1)L, where L is the set of labels, and Dω is the probability
distribution functor over Set (which gives the set of discrete finite supported
probability distributions over a given set). This behaviour functor leads to tran-

sitions of the form p
α[r]−−→ q. However, we cannot use this approach for calculi

like FlatCCS, because processes form a continuous space. This means that the
probability of reaching any state q from p may be zero, yet the probability of
reaching a subset of states may be nonzero.

The notion of interest is no longer a (discrete) probability distribution, but a
(continuous) probability measure. Categorically, this corresponds to move to the
category Meas of measurable spaces and measurable functions, and to model
the a system behaviour by a coalgebra g : X → ∆(X)L, where ∆ is the Giry
functor associating to X the set of probability measures over X, as advocated
in [14,16,24]. This leads to transitions of the form p

α−→ µ, where µ is a measure
of the probabilistic distribution of the possible outcomes of p.

1 Of course other variants can be considered, e.g. LineCCS, SpaceCCS, etc. [1].
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Semantics with a similar transition format have been considered already
in [11,3] for dealing with specific equational stochastic systems; these papers
consider also suitable behavioural equivalences which are proved to be congru-
ences. However, differently from the case of discrete (probabilistic) processes,
SOS specifications and results in [11,3] are rather ad hoc, not based on any
general framework for operational descriptions.

In this paper we aim to cover this gap, introducing a new GSOS rule for-
mat for probabilistic systems over measurable spaces. We will prove that this
format guarantees that the resulting probabilistic behavioural equivalence is a
congruence. As an example application, we will provide the semantics of FlatCCS
according to this format.

To this end, we plan to apply the bialgebraic framework introduced by Turi
and Plotkin [29]. However, in order to port this approach to our setting we have
to solve several technical issues, due to the fact that we are working in Meas
and using the Giry functor ∆. First, ∆ does not preserve weak pullbacks [23,30],
hence we cannot prove that bisimilarity is transitive and that it coincides with
behavioural equivalence. As a consequence, we focus on behavioural equivalence
instead of bisimilarity.

Secondly, Meas is not known to be Cartesian closed; hence, most of the
constructions which can be carried out on Set and other toposes cannot be
ported easily to Meas. In particular, we cannot follow Bartels’s approach for
deriving a rule format from a distributive law [6].

Moreover, a “good” SOS rule format must be compositional, i.e., it has to
define a system’s behaviour in terms of those of its subsystems. In traditional
GSOS format, this is reflected by the fact that the target of a transition is a
process built from the components of the source process, and their corresponding
semantics. In our settings, the target of a transition is not a process term, but
a measure over a generic measurable space, which do not have any syntactic
structure to play with. In order to circumvent this problem, we propose to use
transitions of the form p

α−→ µ where µ is a measure term, that is, a syntactic
expression intended to denote a measure. The syntax of these measure terms,
and their interpretation as measures, is part of the operational specification: a
specification is given by a set of rules together with a description of how measures
must be combined. We will show that this specification format, which we call
Measure GSOS specification format, is general enough to cover the motivating
example (and others [11,3]). In particular, we show that any LTS specification in
this format leads to a distributive law of type S(Id×∆L)⇒ (∆TS)L, where S is
the syntactic functor and TS the corresponding free monad. As a consequence,
the induced behavioural equivalence is always a congruence.

Synopsis. In Section 2, we recall the coalgebraic presentation of continuous prob-
abilistic systems in the category Meas using the Giry functor.

In Section 3 we describe how to define syntactic monads over Meas. A tech-
nical issue here is that polynomial functors (as those arising from syntactic
signatures) are not known to preserve ω-colimits in Meas. To circumvent this
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problem, we use a more general initial algebra construction, which requires mild
conditions about the base category.

Then, in Section 4 we introduce the MGSOS specification format. Using
the previous results, we show that an MGSOS specification corresponds to a
distributive law of type S(Id × ∆L) ⇒ (∆TS)L, and the induced behavioural
equivalence is always a congruence. As an exemplification, all results of this
section are applied to FlatCCS.

As mentioned above, a key feature of this format is the fact that target
measures are described by means of a specific term language, which have to be
interpreted as measures. In Section 5 we show how to construct these interpre-
tation functions using a generalized induction proof principle.

Final remarks and conclusions are in Section 6.

Measure theoretic preliminaries. A σ-algebra over a set X is a non-empty
family ΣX of subsets of X closed under complements and countable unions.
The pair (X,ΣX) is called measurable space and the members of ΣX are its
measurable sets. A family of generators F for ΣX is a family of subsets of X
such that the smallest σ-algebra containing F is ΣX , denoted by σ(F) = ΣX .

Let (X,ΣX), (Y,ΣY ) be measurable spaces, a function f : X → Y is called
measurable if f−1(E) = {x | f(x) ∈ E} ∈ ΣX , for all E ∈ ΣY (notably, if ΣY is
generated by F , it suffices to show that f−1(F ) ∈ ΣX , for all F ∈ F only).

A (sub-)probability measure on (X,ΣX) is a function µ : ΣX → [0, 1] such
that µ(X) = 1 (resp. ≤ 1), and it is σ-additive, i.e. µ(

⋃
i∈I Ei) =

∑
i∈I µ(Ei) for

all countable collections {Ei}i∈I of pairwise disjoint measurable sets in ΣX .
The set of sub-probability measures over (X,ΣX) forms a measurable space,

denoted by ∆X, with σ-algebra generated by {Bp(E) | p ∈ [0, 1], E ∈ ΣX},
where Bp(E) = {µ | µ(E) ≥ p}.

2 Continuous probabilistic systems as coalgebras

The coalgebraic treatment of continuous probabilistic systems originates in the
work of de Vink and Rutten [13]. Probabilistic bisimulation of Larsen and
Skou [22] for discrete systems have been compared to the coalgebraic notion
of bisimuation and ported without too much efforts to the continuous setting.
Then, continuous probabilistic systems have been investigated from a coalgebraic
point of view by Desharnais, Panagaden, Danos et al. [14,24,12], which provided
the most of the work available on (labelled) Markov processes, together with
Doberkat [16] on stochastic relations.

In this section we briefly recall labelled continuous probabilistic systems, i.e.
generalized labelled Markov processes over measurable spaces of states, and some
peculiarities about the category Meas (details can be found in [27]).

Definition 1. For a set L of action labels, a L-labelled Markov process on a
measurable space (X,ΣX) is a structure (X, {τα : X ×ΣX → [0, 1]}α∈L), where
X is the set of states and, for each α ∈ L, τα is a transition sub-probability
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function, that is, a function such that, for all x ∈ X, τα(x, ·) is a sub-probability
measure, and, for each fixed E ∈ ΣX , τα(·, E) is a measurable function.

Intuitively, τα(x,E) is interpreted as the probability of the system starting in
state x making a α-transition into one of the states in E. The transition prob-
ability is a conditional probability: it gives the probability of the system being
in one of the states of the set E after the transition, provided that it was in the
state x before the transition.

In order to model Markov processes as coalgebras one needs a suitable cat-
egory and a suitable behaviour functor. The most natural choice for a category
is Meas, the category of measurable spaces and measurable functions, and as
for the behaviour functor, the Giry functor ∆ : Meas → Meas, acting on ob-
jects as X 7→ ∆X and on morphisms f : X → Y by (∆f)(µ) = µ ◦ f−1. This
functor, first introduced by Lawvere, takes part in a monad triple commonly
known as the Giry monad [17], with unit given by the Dirac measure δX , given
by δX(x)(E) = 1 if x ∈ E, δX(x)(E) = 0 otherwise2.

Proposition 2. L-labelled Markov processes are exactly the ∆L-coalgebras.

For different reasons in most of the works on Markov processes different
categories were considered. In [13], de Vink and Rutten used ultrametric spaces
arguing that the main reason for doing so was reusing a theorem that guarantees
existence of a final coalgebra for locally contractive functors. Another reason for
avoiding Meas is that the Giry functor does not preserve weak-pullbacks [30],
which would be desirable for bisimilarity to be well-behaved. For instance, De-
sharnais, Edelat et al. [14] moved to the categories of analytic spaces in order to
construct semi-pullback, providing a way to show that bisimilarity is transitive.

In this work we remain in Meas and argue that for the coalgebraic treat-
ment of Markov processes it suffices to work with general measurable spaces
unless one prefers bisimilarity to behavioral equivalence (i.e., the relation given
by pullbacks on final coalgebra homomorphims). It is worthwhile to recall that in
general, behavioural equivalence does not coincide with bisimilarity unless the
behavior functor preserves weak pullbacks. This choice was already discussed
by several authors, who have observed that in the generalized probabilistic set-
ting, behavioral equivalence is more sensible than bisimilarity [12,7] and have
suggested the use of co-congruence (also called event bisimulation) instead of
the standard bisimulation. Similar arguments have been already discussed with
more generality by Kurz in his doctoral thesis [21], and by Staton [28] where
four different notions of bisimulation were investigated.

We conclude recalling some results that will be used later in the paper.
The category Meas is complete and cocomplete: limits and colimits are

obtained as in Set and endowed, respectively, with initial and final σ-algebra
w.r.t. their cone and cocone maps (indeed, the forgetful functor U : Meas→ Set
preserves both limits and colimits).

2 In [17], Giry considers actual probability measures, but it will be convenient to work
with sub-probabilities instead. All the results go through also in this extended case.
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Completeness and cocompleteness of Meas allows us to consider the class of
polynomial endofunctors, that is, the smallest class of endofunctors containing
the identity Id, the constant functor M for all measurable spaces M , and closed
under binary product and coproduct.

Moss and Viglizzo [23,30] showed that polynomial functors extended with the
Giry functor have a final coalgebra. Therefore, for L a finite set of action labels,
we are allowed to safely adopt behavioural equivalence over ∆L-coalgebras, since
∆L ∼=

∏
α∈L∆ is a finite product, hence admits a final coalgebra.

3 Syntactic monads over measurable spaces

A crucial component of the bialgebraic approach is the syntactical monad as-
sociated with the endofunctor induced by the term syntax. Given a functor
F : C → C, the free monad associated to F is defined on an object X by means
of the initial algebra of the functor Y 7→ X + FY . However, the usual construc-
tion of initial algebras as colimits of (initial) ω-sequences, due to Smyth and
Plotkin [26], cannot be applied to polynomial endofunctors in Meas, because
they are not known to preserve colimits of ω-sequences. However, we can adopt a
generalization of [26] due to Adámek et al. [2] (see also Barr [5]), which extends
to arbitrary ordinals the definition of initial sequence of F , where C is assumed
to have an initial object 0 and colimits along ordinal indexed diagrams.

The construction is well known but we recall it for sake of clarity. The initial
sequence of F is an ordinal-indexed sequence of objects (Aβ)β∈Ord with arrows
(fγβ : Aγ → Aβ)γ≤β , uniquely defined by the following conditions, for δ ≤ γ ≤ β:

IS-1. Aβ+1 = FAβ ;

IS-2. fγ+1
β+1 = Ffγβ ;

IS-3. fββ = idAβ :

IS-4. fγβ ◦ fδγ = fδβ ;

IS-5. if β is a limit ordinal, the cocone (fγβ : Aγ → Aβ)γ<β is a colimit.

The sequence is given by transfinite induction on α ∈ Ord, defining Aα and
fβα : Aβ → Aα, for all β ≤ α, and checking at each stage that conditions (IS-1)
to (IS-5) hold for the portion of sequence already defined.

First step: Let α = 0. The sequence begins with A0 = 0 and f0
0 = idA0 .

Isolated step: Let α = α′ + 1 and assume by inductive hypothesis that Aα′

and the arrows fγα′ have been given and satisfy (IS-1)–(IS-5), for all γ < α′. We
define Aα = FAα′ , and the arrows fβα are defined by induction on β ≤ α. We
distinguish three cases. If β = α, then we define fβα = idAα . If β is a successor

ordinal, say β = β′ + 1, then we define fβα = Ffβ
′

α′ . If β is a limit ordinal,
(fγβ : Aγ → Aβ)γ<β is a colimit, by (IS-5). By inductive hypothesis on β, we
can consider (fγα : Aγ → Aα)γ<β , which turns out to be a compatible cocone by
(IS-2) and (IS-4). Now, we define fβα as the unique map factorizing the cocone.

Limit step: Let α be a limit ordinal. By inductive hypothesis we are given
all arrows fγβ , for γ ≤ β < α, which, indeed, form a chain. We define Aα to be

the colimit of this chain and (fβα : Aβ → Aα)β<α are its injections.
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Although not explicitly shown, in each step of the above construction condi-
tions (IS-1)–(IS-5) hold (see [5] for a detailed proof).

This sequence is defined through all ordinals, thus its construction does not
terminate. If it should ever happen that fαα+1 is an isomorphism, it is clear that
fαβ is an isomorphism, for all β > α. In this case we say that the sequence
stabilizes (or terminates) at α. Note that, since fαα+1 is an isomorphism it has
inverse (fαα+1)−1 : FAα → Aα, which defines the structure map of an F -algebra
with carrier Aα. For this particular algebra we have the following result.

Theorem 3 ([5]). Let C be a category with initial object and colimits along
ordinal-indexed diagrams, and F : C → C be a functor. Suppose the initial se-
quence of F stabilizes at α, then (Aα, (f

α
α+1)−1) is an initial F -algebra.

In many situations it is difficult to determine the ordinal α at which the initial
sequence stabilizes. However, if the category C admits a factorization system, say
(E ,M), and it is E-cowell-powered, the following result can be used instead.

Theorem 4. Let (E ,M) be a factorization system for a E-cowell-powered cat-
egory C, and F : C → C be a functor that preserves E-morphisms. Suppose the
initial sequence of F has arrow fαα+1 : Aα → Aα+1 in E, for some ordinal α,
then an initial F -algebra exists.

Proof. An easy transfinite induction argument shows that fβδ : Aβ → Aδ are in
E , for all α ≤ β ≤ δ. The base case is clear. The successor step holds since
F preserves E-morphisms, and for the limit step, one uses that E is closed by
transfinite compositions. Hence we have that fαβ are all E quotients of Aα, for all
β ≥ α. The result follows by the fact that C is E-cowell-powered, so the initial
sequence of F stabilizes for some α′ ≤ α. ut
Remark 5. On Meas, there are many factorization systems that “lift” the factor-
ization system on Set, e.g., quotients and injections form a factorization system,
and so do surjections and subspace embeddings. In order to apply Theorem 4,
however, we cannot choose the former factorization system. Indeed, polynomial
functors in Meas do not preserve quotients (it is well known that binary prod-
ucts fail to do so), but they do preserve surjections.

Recall that polynomial functors in Set preserves colimits of ω-sequences,
hence the initial sequence of these functors stabilizes at ω. Now, since the for-
getful functor U : Meas→ Set “maps” polynomial functors P in Meas to poly-
nomial functors in Set, and reflects surjections, the arrow fωω+1 : Aω → Aω+1 in
the initial sequence of P is surjective. Therefore, by Theorem 4, there exists an
initial P -coalgebra.

Notably, the existence of initial P -algebras ensures that the forgetful functor
UP : P -Alg→Meas has left adjoint FP a UP . Therefore, one can construct the
freely generated monad associated with P , denoted by (TP , η

p, µp). In the case P
corresponds to a syntactic signature, this monad formally defines the measurable
spaces of terms built over P , with unit ηp : Id ⇒ TP defined as the insertion-
of-variables function, and multiplication µp : T 2

P ⇒ TP as the application-into-
contexts function. Measurable sets for this space are induced by the cocone
injections to the colimit (formally, to its sub-object) of the P -initial sequence.
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4 Measure GSOS specification format

In this section we present a (very general) technique for constructing GSOS
distributive laws of type S(Id × ∆L) ⇒ (∆TS)L via sets of inference rules for
a fixed syntactic format. This gives rise to a universal semantics (both initial
and final) which is fully abstract w.r.t. ∆L-behavioural equivalence [29]. More-
over, the proposed method solves the problem of defining probability measures
over continuous state spaces syntactically. This is done by using as targets of
the transition relation, terms built over a new syntax, specifically designed for
describing sub-probability measures.

Let S and M be two signatures, respectively called the process and the
measure terms signatures. Let S,M : Meas → Meas be the two polynomial
functors associated with those signatures, formally given by3

S =
∐
f∈S Id

ar(f) M =
∐
f∈M Id ar(f) .

By Remark 5, both S and M have their associated freely generated monads,
namely, (TS , η

s, µs) and (TM , η
m, µm). These monads define the measurable

spaces of terms built over the signatures S and M , respectively.

Definition 6. A MGSOS rule over the signatures S (for processes) and M (for
measure terms), for a finite set L of labels, is an expression of the form{

xi
aij−−−→ µij

}1≤j≤mi
1≤i≤n, aij∈Ai

{
xi 6

b−→
}b∈Bi

1≤i≤n

f(x1, . . . , xn)
c−→ µ

where
– f ∈ S with ar(f) = n;

– {x1, . . . , xn} and {µij | 1≤ i≤n, 1≤ j≤mi} are pairwise distinct variables;

– Ai ∩Bi = ∅ are disjoint subsets of labels in L, for all 1 ≤ i ≤ n, and c ∈ L;

– µ is a measure term with variables in {x1, . . . , xn} and {µij | 1 ≤ i ≤ n, 1 ≤
j ≤ mi}.

Note that, differently from the standard GSOS rule format of [8], in the premises
one is not allowed to use the same label twice for the same variable xi; moreover,
the source and target occurring in the conclusion have different signatures.

Together with each set of MGSOS rules we assume a natural transformation
of type TM∆⇒ ∆TS , which interprets measure terms occurring in the target of
the transitions as actual measures over the space of processes. This allows for a
richer expressivity in the definition of a structural operational semantics.

Definition 7. A MGSOS specification system is a pair (R, 〈| · |〉), such that R
is a set of image finite MGSOS rules, and 〈| · |〉 : TM∆ ⇒ ∆TS is a natural
transformation, called measure terms evaluation.

3 By an abuse of notation, in the rest of the paper we will often use the associated
functor in place of its signature.
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Example 8. Let define the probabilistic semantics for FlatCCS by means of an
MGSOS specification system (Rfl, 〈| · |〉fl). The syntactic functors for FlatCCS
processes and measure terms are given as follows, for a finite set A of labels:

SX =

nil︷︸︸︷
1 +

a.x︷ ︸︸ ︷
A×X +

a.x︷ ︸︸ ︷
A×X +

τ.x︷︸︸︷
X +

x+x︷ ︸︸ ︷
X ×X +

x‖x︷ ︸︸ ︷
X ×X +

[ x ]z︷ ︸︸ ︷
R2 ×X ,

MX =

xJx︷ ︸︸ ︷
X ×X +

xIx︷ ︸︸ ︷
X ×X +

xHx︷ ︸︸ ︷
X ×X +

〈 x 〉z︷ ︸︸ ︷
R2 ×X .

The set Rfl of MGSOS rules gives the specification for a collective operational
semantics in the form of a labelled transition system. A transition p

α−−→ µ has
a process p as source and a measure term µ as target, for α ∈ A ∪A ∪ {τ}.

α.x
α−−→ x

x
α−−→ µ

x+ x′
α−−→ µ

x′
α−−→ µ

x+ x′
α−−→ µ

x
α−−→ µ

[x ]z
α−−→ 〈µ 〉z

x
α−−→ µ

x ‖ x′ α−−→ µ J x′
x′

α−−→ µ

x ‖ x′ α−−→ x I µ

x
a−→ µ x′

a−→ µ′

x ‖ x′ τ−→ µ H µ′
x

a−→ µ x′
a−→ µ′

x ‖ x′ τ−→ µ H µ′

According to the rules above, µ J µ′ indicates that an action has been performed
on the left hand side (dually in µ I µ′), µ H µ′ denotes that the process succeeded
in a synchronization, and 〈µ 〉z encodes the absolute position.

The semantics intuitively given in Section 1 is formalized by means of the
measure term evaluation 〈| · |〉fl : TM∆ ⇒ ∆TS , defined, for µ, µ′ ∈ TM∆X and
β ∈ ∆X, as follows:4

〈|β|〉flX = β

〈|µ J µ′|〉flX = (〈|µ|〉flX × 〈|µ′|〉flX) ◦ (λ(x, x′). x ‖ x′)−1

〈|µ I µ′|〉flX = (〈|µ|〉flX × 〈|µ′|〉flX) ◦ (λ(x, x′). x ‖ x′)−1

〈|µ H µ′|〉flX =
(
e−‖pos(µ)−pos(µ′)‖ · (〈|µ|〉flX × 〈|µ′|〉flX)

)
◦ (λ(x, x′). x ‖ x′)−1

〈|〈µ 〉z|〉flX = 〈|µ|〉flX ◦ (λx. [x ]z)
−1 ,

where pos : TM∆X → R2 determines the position of an action by inspecting the
syntactic structure of µ, inductively defined by

pos(β) = (0, 0) pos(µ J µ′) = pos(µ) pos(µ I µ′) = pos(µ′)

pos(µ H µ′) = 1
2 (pos(µ) + pos(µ′)) pos(〈µ 〉z) = z + pos(µ) .

Note that the use of a new syntax in the target of a transition is essential in
order to recover the absolute position of the action that has been performed. �

4 Here, β × β′ denotes the measure product, and (r · β)(E) := rβ(E), for 0 ≤ r ≤ 1.
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Similarly to GSOS transition systems specifications, also MGSOS specifica-
tion systems define a structural operational semantics, but in this particular case
in the form of a labelled Markov process over the measurable space of process
terms. Its definition can be summarized in two stages. First, an image finite la-
belled transition system (TS0, { α−−→ ⊆ TS0× TM (TS0)}α∈L) is defined using the
set of MGSOS derivation rules, then the associated Markov process is obtained
evaluating measure terms to sub-probability measures. Formally, the associated
∆L-coalgebra γ over TS0 is defined, for α ∈ L and p ∈ TS0, by

γ(p)(α) = ⊕TS0

(
{〈|µ|〉TS0 | p

α−→ µ}
)
.

where, for a finite set of U sub-probability measures over X, the we define
⊕X(U) : ΣX → [0, 1] by ⊕X(U)(E) =

∑
µ∈U µ(E)/

∑
µ∈U µ(X), which is easily

seen to be a (sub-)probability measure over X, and will be called (weighted) sum
of sub-probability measures in U .

The main advantage in using this two staged definition is that Markov pro-
cesses are defined syntactically by structural induction on process terms.

Example 9 (Trilateration). Let us see how the specification system for FlatCCS
given in Example 8 may be used to model the node positioning problem using
a trilateration strategy (as in GPS, robot position detection, etc). In order to
determine its position, an agent calculates the distances of three (or more) beacon
reference stations (anchors), whose positions are known. These distances can be
derived from the communication probability between the agents and the anchors.
A simple FlatCCS system implementing this scenario is the following:

Sys = (Agent ‖ Anchs)
Agent = [ (a1 ‖ a2) ‖ a3 ](x,y) ,

Anchs = ([ a1 ](x1,y1) ‖ [ a2 ](x2,y2)) ‖ [ a3 ](x3,y3) .

There are only three possible transitions of the form Sys
τ−→ µi, namely:

µ1 = 〈 (nil J a2) J a3 〉(x,y) H
(
(〈 nil 〉(x1,y1) J 〈 a2 〉(x2,y2)) J 〈 a3 〉(x3,y3)

)
,

µ2 = 〈 (a1 I nil) J a3 〉(x,y) H
(
(〈 a1 〉(x1,y1) I 〈 nil 〉(x2,y2)) J 〈 a3 〉(x3,y3)

)
,

µ3 = 〈 (a1 ‖ a2) I nil 〉(x,y) H
(
([ a1 ](x1,y1) ‖ [ a2 ](x2,y2)) I 〈 nil 〉(x3,y3)

)
,

from which we can get the distances ∆i from each anchor node [ ai ](xi,yi). In

order to do so, for ~E = (E,E1, E2, E3) a quadruple of measurable sets in R2,
define the following measurable sets in TS0,

Γ1( ~E) =
{

[ (nil ‖ a2) ‖ a3 ]e ‖ (([ nil ]e1 ‖ [ a2 ]e2) ‖ [ a3 ]e3) | e ∈ E, ei ∈ Ei
}
,

Γ2( ~E) =
{

[ (a1 ‖ nil) ‖ a3 ]e ‖ (([ a1 ]e1 ‖ [ nil ]e2) ‖ [ a3 ]e3) | e ∈ E, ei ∈ Ei
}
,

Γ3( ~E) =
{

[ (a1 ‖ a2) ‖ nil ]e ‖ (([ a1 ]e1 ‖ [ a2 ]e2) ‖ [ nil ]e3) | e ∈ E, ei ∈ Ei
}
.

Exploiting the definition of 〈| · |〉flTS0 in Example 8 we have 〈|µi|〉flTS0(Γi( ~E)) = e−∆i

whenever (x, y) ∈ E and (xj , yj) ∈ Ej , for 1 ≤ j ≤ 3 (otherwise is 0). Now, the
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coordinates x and y of the agent can be determined as the intersection of three
circles with center in (xi, yi) and radius ∆i, whose solution is given by5

y =
2(V1,2(x2 − x3)− V3,2(x2 − x1))

(y1 − y2)(x2 − x3)− (y3 − y2)(x2 − x3)

x =
y(y1 − y2)− 2V1,2

x2 − x3

where Vi,j = (x2
j − x2

i ) + (y2
j − y2

i ) + (∆2
i −∆2

j ), for 1 ≤ i, j ≤ 3. Note that, in a
more general situation, the position (x, y) can only be stochastically determined
with precision depending on the chosen measurable sets to be tested. �

The next theorem shows how MGSOS specification systems induce natural
transformation of type S(Id×∆L)⇒ (∆TS)L, i.e., abstract GSOS laws of [29].

Theorem 10. An MGSOS specification system (R, 〈| · |〉) over S and M , and set
of labels L, determines a natural transformation of type S(Id×∆L)⇒ (∆TS)L.

Proof. For any space X, we define JRKX : S(X × (∆X)L) → (∆TSX)L in two
steps as the composite of two (set) functions:

S(X × (∆X)L) (PfinTM∆X)L (∆TSX)L ,
νX (⊕TS ◦ Pfin〈| · |〉)LX

where, for every space X, νX is defined as follows: for all t ∈ TM∆X, f ∈ S,
c ∈ L, xi ∈ X, and βi ∈ (∆X)L, put

t ∈ νX(f((x1, β1), . . . , (xn, βn)))(c)

if and only if there exists a (possible renamed) rule in R with conclusion of the

form f(x1, . . . , xn)
c−→ µ, such that βi(b) = ω, for b ∈ Bi, and t = (TMσ)(µ) for

a substitution map σ such that σ(xi) = δxi and σ(µij) = βi(aij) (the indices i, j
follows the conventions of Definition 6).

Naturality of JRK is proved separately for the two components. Since 〈| · |〉
and ⊕ are natural, the second component is easily seen to be natural as well;
whereas for naturality of ν one proceeds as in [29, Th. 1.1].

As for measurability of JRKX , it suffices to check that JRK−1
X (Uα[E]) is mea-

surable in S(X × (∆X)L), for Uα[E] = {β′ ∈ (∆TSX)L | β′(α) ∈ E}, with
α ∈ L, and E ∈ Σ∆TSX .

5 In general, this is a systems of three independent non-linear equations, hence it may
have multiple or no real solutions. Here, each radius is determined by measuring the
distance from the intersecting point, therefore it has always a unique solution.
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Let f(x, β) be an abbreviation for f((x1, β1), . . . , (xn, βn)) ∈ S(X× (∆X)L),
then we have

JRK−1
X (Uα[E]) =

{
f(x, β) | JRKX(f(x, β)) ∈ Uα[E]

}
=
{
f(x, β) | ((⊕TS ◦ Pfin〈| · |〉)L ◦ ν)X(f(x, β)) ∈ Uα[E]

}
=
{
f(x, β) | ((⊕TS ◦ Pfin〈| · |〉)L ◦ ν)X(f(x, β))(α) ∈ E

}
=
{
f(x, β) | (⊕TS ◦ Pfin〈| · |〉 ◦ να)X(f(x, β)) ∈ E

}
where ναX , νX(·)(α) is the specialization of νX on a fixed α ∈ L,

= (⊕TS ◦ Pfin〈| · |〉 ◦ να)−1
X (E)

= (ναX)−1 ◦ (⊕TS ◦ Pfin〈| · |〉)−1
X (E)

Now is easy to prove measurability. Since 〈| · |〉 is measurable and sums and prod-
ucts of measurable functions is measurable, (⊕TS ◦Pfin〈| · |〉)−1

X (E) ∈ ΣPfinTM∆X .

To prove measurability of ναX we need only to check that (ναX)−1(
⋃k
j=0{Ej})

is a measurable set in S(X × (∆X)L), for Ej ∈ ΣTM∆X , 0 ≤ j ≤ k.

(ναX)−1(
⋃k
j=0{Ej}) =

{
f(x, β) | ναX(f(x, β)) ∈

⋃k
j=0{Ej}

}
=
⋃k
j=0

{
f(x, β) | ναX(f(x, β)) = Ej

}
But ναX(f(x, β)) = Ej iff there exists some rule in R with conclusion of the form

f(x1, . . . , xn)
α−→ µ and (TMσ)(µ) ∈ Ej (obviously, all the other conditions given

above have to be satisfied too). By construction, σ is defined by sums of Dirac
measures δX and evaij , which are measurable. Therefore, TMσ is measurable,
and as a consequence also ναX is measurable. ut
In the above proof, measure terms variables are interpreted as Dirac measures
via the natural transformation δ : Id ⇒ ∆ (hence, measurable in each compo-
nent). This together with the assumption that 〈| · |〉 : TM∆ ⇒ ∆TS is a natural
transformation are crucial to prove measurability of JRK.

Example 11. For the MGSOS specification system given in Example 8 the con-
struction in Theorem 10, for x, x′ ∈ X and β, β′ ∈ (∆X)L, gives

JnilKX = λα. ω

Jα. KX(x, β) = λα′.

{
〈|δx|〉flX if α′ = α

ω otherwise

(x, β)J + KX(x′, β′) = λα. 〈|β(α)|〉flX ⊕ 〈|β′(α)|〉flX

(x, β)J ‖ KX(x′, β′) = λα.


〈|β(α) J δx′ |〉flX ⊕ 〈|δx I β′(α)|〉flX if α 6= τ⊕
a∈A

{
〈|β(α) J δx′ |〉flX , 〈|δx I β′(α)|〉flX ,
〈|β(a) H β′(a)|〉flX , 〈|β(a) H β′(a)|〉flX

}
if α= τ

J[ ]zKX(x, β) = λα′.〈|β(α)|〉flX
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where ω is the null sub-probability measure assigning to each measurable set
probability zero. Note that, since A is finite, the last summand is well defined.

When the measurable space of variables X is taken to be the space TS0
of ground measurable terms, the above definition gives the “canonical” initial
denotational semantics for FlatCCS. �

In [29], it is shown that distributive laws ρ : Σ(Id × B) ⇒ BTΣ , where TΣ
is the free monad over Σ, for endofunctors Σ and B admitting initial Σ-algebra
(TΣ0, α) and final B-coalgebra (F, ω), give rise to a unique B-coalgebra structure
βρ : TΣ0 → BTΣ0 such that (TΣ0, α, βρ) is the initial ρ-model (i.e., the initial
ρ-bialgebra). Dually, there is a unique Σ-algebra structure αρ : ΣF → F such
that (F, αρ, β) is the final ρ-model. Thus, the following holds:

Theorem 12 (Adequacy [29]). Let ρ be an abstract distributive GSOS law.
The unique (both by initiality and finality) homomorphism from the initial to the
final ρ-model is both the initial and final semantics for ρ. ut

Due to this result, the above is called universal semantics for ρ. Note, that two B-
coalgebras have the same universal semantics if and only if they are behavioural
equivalent, therefore B-behavioural equivalence is a Σ-congruence.

As for abstract GSOS laws of type S(Id × ∆L) ⇒ (∆TS)L we have the
following result for behavioural equivalence on probabilistic processes on Meas.

Corollary 13. Behavioural equivalence on the ∆L-coalgebras over TS0 induc-
tively induced by MGSOS specification systems over S and L, is a S-congruence.

Proof. By Theorem 4 and Remark 5, every syntactic functor S : Meas→Meas
have initial algebra. As for the endofunctor ∆L : Meas→Meas, a proof of the
existence of the final coalgebra is given in [30]. The thesis follows combining
Theorems 10 and 12. ut

5 Measure terms evaluations

MGSOS specifications require the evaluations 〈| · |〉X : TM∆X → ∆TSX to be
both natural and measurable. This time consuming check is overcome in this
section, where we provide a rather easy (and general) technique for defining
natural measure terms evaluation functions.

This technique in based on a generalized induction proof principle, dual to
the “coiterative proof principle” described in [6]. This method is then shown to
work for the definition of measure terms evaluation for FlatCCS of Example 8.

We start giving a recursion lemma dual to [6], which generalizes the standard
induction proof principle by means of a simple distributive law λ.

Lemma 14. Let S,B : C → C be functors on a category with countable products,
(A,α) be the initial S-algebra, and λ : SB ⇒ BS be a (simple) distributive law.
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For any SB-algebra (X,ϕ) there exists a unique λ-iterative arrow f : A → X
induced by ϕ, such that the following diagrams commute

SBX SBA SA

X A

SBf Sβλ

ϕ α

f

SA A BA

SBA BSA

α βλ

Sβλ Bα

λA

Proof. Dualize [6, Theorem 4.2.2].

We denote this induction proof principle by λ-iteration proof principle, and we
call f : A→ X as the λ-iterative arrow induced by ϕ. Note that, the diagram on
the right is the initial λ-model, and in particular βλ is uniquely determined by
(standard) induction on the S-algebra (BA,Bα ◦ λA).

The λ-iteration proof principle of Lemma 14 can be extended as a proof
principle on the monad TS freely generated by S as follows:

Proposition 15 (Structural λ-iteration). Let S,B : C → C be functors on a
category with binary coproducts and countable products, (TS , η

s, µs) be the free
monad over S, λ : SB ⇒ BS be a distributive law, and ψX : STSX → TSX
be the free S-algebra structure over X. For any SB-algebra (Y, ϕ), B-coalgebra
(X, k), and arrow φ : X → Y , there exists a unique arrow f : TSX → Y such
that the following diagrams commute

SBY SBTSX STSX

Y TSX

X

SBf Sβλ

ϕ ψX

f

ηsX

φ

X TSX STSX

BX BTSX SBTSX

k

BηsX

ηsX ψX

Sβλ

BψX ◦ λTSX

βλ

Proof. First, notice that βλ is the inductive extension of the (X + S)-algebra
structure on BTSX given by the copair [BηsX ◦ k,BψX ◦λTSX ], along the initial
(X + S)-algebra structure [ηsX , ψX ] on TSX. Now, define the distributive law
λ′ : (X + S)B ⇒ B(X + S) as λ′Y = [Binl, Binr] ◦ (k + λY ) (the proof of
naturality is straightforward). By definition of λ′ we have

[BηsX ◦ k,BψX ◦ λTSX ] = B[ηsX , ψX ] ◦ λ′TSX .

Therefore, by unicity of the inductive extension, (TSX,ψX , βλ) turns out to be
a λ′-model on TSX. This allows to apply Lemma 14 on the (X + S)B-algebra
structure (Y, [φ, ϕ]) obtaining a unique λ′-iterative arrow f : TSX → Y making
the required diagrams above commute. ut
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We denote this proof principle by structural λ-induction proof principle, and
we say that f is the λ-iterative extension of ϕ along the (pair of) valuation
functions φ and k. Note that, the diagram on the right define βλ as the structural
inductive extension of BψX ◦ λTSX along the valuation function BηsX ◦ k.

Proposition 15 can be turned into an induction proof principle on natural
transformations in the following way:

Corollary 16. Let S,B, F : C → C be functors on a category with binary coprod-
ucts and countable products, (TS , η

s, µs) be the free monad over S, λ : SB ⇒ BS
be a distributive law, and ψ : STS ⇒ TS be the natural transformation de-
fined on any component X as the free S-algebra structures over X. For any
ϕ : SBF ⇒ F , k : Id⇒ B, and φ : Id⇒ F , there exists a unique natural trans-
formation f : TS ⇒ F such that the following (natural) diagrams commute

SBF SBTS STS

F TS

Id

SBf Sβλ

ϕ ψ

f

ηs

φ

Id TS STS

B BTS SBTS

k

Bηs

ηs ψ

Sβλ

Bψ ◦ λTS

βλ

where βλ : TS ⇒ BTS is defined on any component X as the unique inductive
extension of BψX ◦ λTSX along the valuation function BηsX ◦ kX .

Proof. We first prove naturality of βλ, i.e., that for any morphism g : X → Y ,
(βλ)Y ◦ TSg = BTSg ◦ (βλ)X . The commuting diagrams

X TSX STSX

BX BTSX SBTSX

BY BTSY SBTSY

kX

BηsX

ηsX ψX

S(βλ)X

BψX ◦ λTSX

(βλ)X

Bg BTSg SBTSg

BψY ◦ λTSYBηsY

(by def.) (by def.)

(nat. ηs) (nat. ψ and λ)

and

X TSX STSX

BX Y TSY STSY

BY BTSY SBTSY

kX

Bg

g

kY

ηsX ψX

ηsY ψY

TSg STSg

BηsY BψY ◦ λTSY

(βλ)Y S(βλ)Y

(nat. k)

(nat. ηs) (nat. ψ)

(by def.) (by def.)
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assert that (βλ)Y ◦ TSg and BTSg ◦ (βλ)X are both inductive extensions of
BψY ◦ λTSY along BηsX ◦Bg ◦ kX , hence they necessarily coincide.

Naturality of f follows similarly by unicity of the λ-iterative extension. In-
deed, both fY ◦ Tg and Fg ◦ fX are λ-iterative extensions of ϕY along the pair
of valuations Fg ◦ φX and kX , as proved by the commutative diagrams

SBTSX

SBFY SBTSY STSY STSX

FY TSY TSX

Y

FX X

SBTSg

S(βλ)X

STSg

ψX

S(βλ)Y

ψY

SBfY

ϕY

fY TSg

ηsY

φY ηsX

g

φX

Fg

(nat. βλ)

(by def.)

(by def.)

(nat. ψ)

(nat. ηs)

(nat. φ)

and

SBFY SBFX SBTSX STSX

FY FX TSX

X

SBFg

ϕY

Fg

SBfX S(βλ)X

ϕX ψX

fX

ηsX

φX

(nat. ϕ) (by def.)

(by def.)

ut

The above result turns out to be a useful tool to easily obtain measure eval-
uation functions satisfying the naturality and measurability requirements.

Example 17. Consider the measure terms evaluation function for FlatCCS given
in Example 8. Here we show how it arises as an instance of structural λ-iteration,
for a suitable distributive law of type λ : M(R2 × Id)⇒ (R2 × Id)M .

Let λ : M(R2 × Id)⇒ (R2 × Id)M be, for x, x′ ∈ X and z, z′ ∈ R2,

λX((z, x) J (z′, x′)) = (z, x J x′)

λX((z, x) I (z′, x′)) = (z′, x I x′)

λX((z, x) H (z′, x′)) = ( 1
2 (z + z′), x H x′)

λX(〈 (z, x) 〉z′) = (z + z′, 〈x 〉z′) .
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Then, define k : Id⇒ (R2 × Id), and a ϕ : M(R2 ×∆TS)⇒ ∆TS as follows, for
x ∈ X, z, z′ ∈ R2, and β, β′ ∈ ∆TSX,

kX(x) = ((0, 0), x) ,

ϕX((z, β) J (z′, β′)) = (β × β′) ◦ (λ(x, x′). x ‖ x′)−1

ϕX((z, β) I (z′, β′)) = (β × β′) ◦ (λ(x, x′). x ‖ x′)−1

ϕX((z, β) H (z′, β′)) =
(
e−‖z−z

′‖ · (β × β′)
)
◦ (λ(x, x′). x ‖ x′)−1

ϕX(〈 (z, β) 〉z′) = β ◦ (λx. [x ]z′)
−1 .

These are easily seen to be natural and measurable. Now, applying the structural
λ-iteration proof principle of Proposition 15 we obtain

M(R2 ×∆TSX) M(R2 × TM∆X) MTM∆X

∆TSX TM∆X

∆X

M(R2 × 〈| · |〉X) M〈pos, id〉∆X

ϕX ψX

〈| · |〉X

ηmX

∆ηsX

X TMX MTMX

R2 ×X R2 × TMX M(R2 × TMX)

kX

(R2 × ηmX )

ηmX ψX

M〈pos, id〉X

(R2 × ψX) ◦ λ(TMX)

〈pos, id〉X

It is easy to check that the diagrams above commute also when 〈| · |〉flX is used in
place of 〈| · |〉X , hence 〈| · |〉flX = 〈| · |〉X . Naturality follows by Corollary 16. �

Although we have seen that the proposed λ-iteration proof principle is ex-
pressive enough for implementing a “metric” semantics for the FlatCCS (but is
not limited to this) we must recall that in [6] there are other and more expressive
λ-coiterative proof principles, depending on the type of the distributive law λ at
hand. Therefore, this method can be further extended by dualizing [6] in all its
variants of coinductive proof principles.

6 Conclusions

In this paper, we have introduced Measure GSOS, an SOS specification for-
mat for continuous state probabilistic calculi, such that the induced behavioural
equivalence is a congruence. As an example, we have introduced FlatCCS, a
CCS-like probabilistic calculus of processes living on the Euclidean plane.
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In this format, transitions have the form p
α−→ µ, where µ is a “measure

term”, i.e., an expression denoting a probability measure over sets of processes.
An MGSOS specification (R, 〈| · |〉) is composed by a set R of GSOS-like rules,
and a measure terms evaluation function 〈| · |〉 : TM∆⇒ ∆TS . The rule set yields
a LTS corresponding to the collective semantics of all the R-derivable measure
terms for a given process. Then, each measure term is given an “interpretation”
via 〈| · |〉, and the overall probabilistic semantics is given by summing up the set
of partial behaviours. MGSOS specification systems are then proved to yield an
abstract GSOS distributive law of type S(Id×∆L)⇒ (∆TS)L.

It is interesting to compare this format with the usual GSOS. In particular,
in a transition p

α−→ µ, the source term p and the target term µ are from different
languages, defined by two different syntactic monads (TS and TM respectively).
The connection between these two languages is provided by 〈| · |〉, which is a kind
of “distributive law” across two languages. Notably, the usual GSOS format
can be seen as a special case, when TS = TM and ∆ is not present; in this case,
〈|·|〉 = Id. Thus, a possible future work is to investigate a more general GSOS-like
format, encompassing both MGSOS and GSOS specifications.

Another interesting future work is to extend this development to the case
of continuous stochastic systems. Basically, we have to replace the probabilistic
monad ∆ with the stochastic monad G. We need to prove that this monad admits
a final coalgebra, but this can be shown by adapting the proof given in [30].

Acknowledgements The authors wish to thank the anonymous referees for the
useful comments on the preliminary version of this paper, in particular for sug-
gesting a simpler construction of the initial algebra in the proof of Theorem 4.
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