N

HAL

open science

OWL-Based Node Capability Parameter Configuration
Patcharee Thongtra, Finn Arve Aagesen, Kornschnok Dittawit

» To cite this version:

Patcharee Thongtra, Finn Arve Aagesen, Kornschnok Dittawit. OWL-Based Node Capability Parame-
ter Configuration. 18th European Conference on Information and Communications Technologies (EU-
NICE), Aug 2012, Budapest, Hungary. pp.124-135, 10.1007/978-3-642-32808-4_12 . hal-01543152

HAL Id: hal-01543152
https://inria.hal.science/hal-01543152
Submitted on 20 Jun 2017

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépot et a la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche francais ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution 4.0 International License


https://inria.hal.science/hal-01543152
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://hal.archives-ouvertes.fr

OWL -based Node Capability Parameter Configuration

Patcharee Thongtra, Finn Arve Aagesen, Kornschritiviat

Department of Telematics
Norwegian University of Science and Technology (NJ)N
N7491 Trondheim, Norway
{patt, finnarve, kornschd}@item.ntnu.no

Abstract. Node capability parameter configuration is thedatlon and settings
of node capability parameter values according tdenoapability parameter
configuration specification (CapSpc). A node caliighis a property of a node
required as basis for service implementation. Tpaper presents a Node
Capability Parameter Configuration System (CapCoNpde Capability
Ontology (CapOnt) is the basis for CapCon. Thisgpdgas focus on CapCon in
network management. CapSpc specifies required typesameters, and
parameter values for the node capabilities. OWL @vdL/XDD are used to
represent the ontology concepts. The NETCONF fraonkevs applied for the
network management functionality. A prototype inmmpémntation and a case
study including experimental results are presented.
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1 Introduction

Network management has been a topic of study foresdecades. Some important
network management frameworks are SNMP (Simple bhidtwManagement
Protocol) [1], WBEM (Web-Based Enterprise Managethg®], WS-Management
(Web Services Management) [3] and NETCONF (Netw@dnfiguration Protocol)
[4]. In this paper, we apply the SNMP concept MIB @ generic concept for the
system of managed objects.

A node capability is generally defined as a property ofi@e applied as basis for
service implementationNode capability parameter configuration is the validation
and settings of node capability parameter valuerding to anode capability
parameter configuration specification (CapSpc). CapSpc specifies required types,
parameters, and parameter values for the node itiipatof all nodes in a domain.
Existing network management frameworks as mentioabdve do not provide
functionality for automatic node capability paraaretonfiguration.

This paper presentsNode Capability Parameter Configuration System (CapCon).
CapCon identifies which nodes are capable/incaptableeet, or have already met,
the requirements of CapSpc. CapCon can set the caqubility parameter values on
the nodes that can meet the requirements, whilergéng a report containing node



capability types installation instruction for thedes incapable of satisfying the
requirements.

Ontology is a formal and explicit specification siiared concepts [5-6]. Node
Capability Ontology (CapOnt) enables the definisioof non-rule-based and rule-
based concepts. CapOnt is the basis for the definif CapSpc. Some MIB concepts
will be a subset of CapOnt, but represented diffiédye There is accordingly a need to
transform between CapOnt and MIB. CapCon can tegjiated with various network
management frameworks. In this paper NETCONF podtedith NETCONF agents
are applied. NETCONF was designed for managingigortion data. NETCONF,
however, does not provide functionality to effidigrmanage configuration data for a
set of nodes.

The rest of the paper is organized as follows. i&e@ presents an overview of
NETCONF. Functionalities and system architectureGafpCon are described in
Section 3. Section 4 presents CapOnt, comprisiagtimcepts, the representation and
storage of the ontology concepts, as well as tesformation between the CapOnt
concepts and YANG-based concepts. Section 5 pieseptototype implementation
of CapCon. The CapOnt node capabilities and the G&NIF MIB considered are
based on the SNMP IF-MIB [7]. NETCONF agent is lobse the YUMA toolkit [8].
The functionality of YUMA agent was extended to sag IF-MIB YANG module
[9] and also to enable registration and de-redistmaof nodes. Section 6 presents
related work and Section 7 gives summary and ceians.

2 NETCONF Management Framework

NETCONF management framework follows the managenfagnodel. Managed
objects, however, are divided into configurationtadand state dataConfiguration
data is writable and is required for transforming a idevfrom its initial default state
into the desired stat&ate data is read-only status information and statisticstha
following short descriptions of NETCONF capabilityETCONF configuration
datastore, NETCONF protocol, and YANG are given.

NETCONF capability is a set of functionalities that are implemented Hbmth
manager and agent. The NETCONF capabilities aréagegtL in <hello> messages
sent by each peer during the session initializafidre base NETCONF capability is
the minimum set of functionalities each peer mogtlement. In addition to the base
NETCONF capability, there is a set of standardii&I CONF capabilities which the
NETCONF agent may support, e.g., :candidate andificadion. The :candidate
NETCONF capability indicates that the agent supptine candidate configuration
datastore (see below). The :notification NETCONPatality indicates that the agent
supports the basic naotification delivery mechanisms

NETCONF configuration datastore is a complete set of configuration data.
NETCONF hasrunning, startup, and candidate configuration datastoreRunning
configuration datastore represents the currenttiveaonfiguration, whilestartup
configuration datastore is the configuration thdt e used during the next startup.



Candidate configuration datastore represents a configuratimt may be prepared
and later committed to become the new running gométion datastore. Only the
running configuration datastore is present in btlase NETCONF capability. The
other configuration datastores can be defined lojtiadal NETCONF capabilities.

NETCONF protocol provides a simple RPC mechanism to install, mdatpuand
delete configuration data. It has four layesantent, operation, RPC, andtransport.
Content layer represents the managed obje@peration layer defines operations that
can be invoked as RPC methods sucheh®peration to retrieve the managed object
instances anadit-config operation to modify a configuration datastoRPC layer
provides a transport-independent framing mechanBaweral transport protocols can
be used, e.g. SOAP, SSL, and BEEP.

NETCONF MIB concepts are represented by YANG [10], but are still patifsed
on SNMP MIB. YANG-based MIB is structured into mdelt Objects in each
module are modeled as YANG nodes in a hierarchieal YANG nodes are of four
types:container, list, leaf andleaf-list. A container node as well as kst node is an
internal YANG node that has no value apart fronetao$ child nodes. Aeaf node as
well as aleaf-list node has a value but no child nodes. A contaiogerand a leaf
node have at most one instance. A list node arehfalist node may have multiple
instances. YANG modules supported by a NETCONF tagea indicated via the
<hello> messages. An MIB compiler called libsmi J[1las been implemented to
translate SMIv2 MIB modules to YANG modules. Asemmple of a SNMP-based
NETCONF MIB, a part oflF-MIB YANG module (NETCONF IF-MIB) translated
from SNMP IF-MIB [7] is presented in Fig. 1.

module IF-MIB {namespace "urn:ietf:params:xml:nsigasmiv2:IF-MIB"; prefix "if-mib";
container interfaces {

leaf ifNumber {type int32; config false; .. }

list ifEntry {key "ifindex"; leaf ifindex {type if-mb:Interfacelndex; .. }

leaf ifType {type ianaiftype-mib:IANAifType; confidalse; .. }

leaf ifSpeed {type yang:gauge32; config false; .. }

leaf ifAdminStatus { type enumeration {enum up {vallig enum down {value 2;} enum
testing {value 3;}} config true; ..} .. }}} .. }

Fig. 1. A part of IF-MIB YANG module.

3 Functionalities and System Ar chitecture

CapCon architecture as illustrated in Fig. 2 hasetHunctionality components, two
repositories and NETCONF agents. The functionaltymponents are Node
Capability Administrator (NCA), Node Capability Monitor (NCM) and Node
Capability Parameter ModifigNCD). NCA is concerned with the registration and de-
registration of nodes and their node capabilitS€M monitors node liveness and
node capability- types, parameters, and paramelees.NCD is responsible for the



validation and settings of node capability paramesdues according to CapSpc. The
repositories areNode Capability Type Repository (NCRep) andinherent Node
Capability Repository (INRep). NCRep stores the ontology concepts. INREpes
the existence and liveness of nodes as well aganheéode capabilitiednherent
node capabilities are observed node capabilitpstances. The NETCONF agent
registers and de-registers with NCA using <registand <deregister> messages.
Both messages contain the node IP address.
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Fig. 2. CapCon Architecture.
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NCA creates INRep. First, NCA creates tables for stprihe inherent node
capabilities and a table for storing node existead liveness in INRep. Then, if
NCA gets a <register> message from a NETCONF agdentl record the node’s
existence. If NCA gets a <hello> message from a GBNF agent, it will parse the
message and identify which YANG modules are suggorNCA will load these
YANG modules into its memory and create a mappitey fbr the transformation
between CapOnt and MIB. This mapping file will lEnsto NCM and NCD. Also,
NCA will send a monitoring request to NCM. If NCAetg a <deregister> message
from a NETCONF agent, it will remove the node exigte record and send a request
to NCM to stop monitoring the node liveness andittierent node capabilities. In
addition, NCA provides the current view of inherente capabilities in INRep to the
other functionality components.

NCM gets monitoring requests from NCA and regularigdsean <rpc> message
containing the NETCONF get operation to the ag&hen, if NCM gets an <rpc-
reply> message with YANG node instances, it wiftbim NCA that the node is alive.
Also, NCM will use the mapping file to transformetty ANG node instances to the
inherent node capabilities, and update NCA of simtterent node capabilities. If
NCM does not get a <rpc-reply> message for a ecegairiod, it will inform NCA that
the node is dead.

NCD regularly identifies which registered nodes angatée/incapable of meeting,
or have already met, the requirements of node dityatypes, parameters and



parameter values. A node having the required typ@smeters and parameter values
have already met the requirements; a node havilg the required types and
parameters are capable of meeting the requirem@mtshe other hand, a node that
lacks the required types and parameters are int@apdlmeeting the requirements.
NCD sets the node capability parameter values Hosé nodes that can meet the
requirements, while generating a report for furtimstallation of the required node
capability types for those previously incapablesafisfying the requirements. NCD
operations are based on Equivalent Transformakadn [12]. CapSpc, CapOnt and the
inherent node capabilities are inputs. Outputaeeor more of nodes’ IP address and
the NETCONF edit-config operations with node caligbparameter instances and
required values. NCD will use the mapping file tansform the node capability
parameter instances to YANG node instances, and #@n<rpc> messages to the
corresponding agents. Each of these messages rcortkes NETCONF edit-config
operation with the YANG node instance.

4 Node Capability Ontology

This section defines CapOnt concept structure dsaseghe language representation
and storage of these concepts. The projection & dbincepts into CapOnt as well as
the transformation between CapOnt and MIB concispsso considered.

4.1 Upper Node Capability Ontology

The generic structure of CapOnt is illustrated ign B. This generic concept structure
is denoted asJpper Node Capability Ontology. Inference parameters define logical
relations to other node capability types. Pararsetan be defined byules. The
relations between the node, node capability typesreode capability parameters are
referred to as:ownership relation between the node and node capability type,
congtitution relation between two node capability types; adescription relation
between the node capability- type and parameteserfice management function is

an action with constraints and is defined by a.rter a specific system, specific
CapOnt concepts are defined.

o hasAction -
ServiceManagement Action
~|subClassof Function withConstraint -
o mefegedsy X ranogesey
ili describedBy
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ode Node : v
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ype Parameter

Performance
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Tine JTime
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Fig. 3. Upper Node Capability Ontology.



4.2 MIB Conceptsin CapOnt

NETCONF MIB concepts are represented by YANG, betartly based on SNMP
MIB. SNMP MIB objects will in CapOnt be represent&s node capability types and
non-rule-based parameters. SNMP MIBs are structiwadogical tree. SNMP tables
are defined by managed objects on 3 MIB node levidie top level node is here
denoted as &able root node, the second level node agable access node, and the
lowest level nodes a®lumnar |eaf nodes.

To create CapOnt from a SNMP MIB group, we consttieze cases: 1) The inner
node X is neither a table root node nor a tablessaode, 2) The leaf node Y is not a
columnar leaf node, and 3) The inner node Z isbéeteoot node with a table access
node A and columnar leaf nodes {Ci}. For Case &)phir of connecting inner nodes
Xi and Xj is projected to two node capability type§ and Xj) with a constitution
relation from Xi to Xj. In Case 1) the pair of irmaode X and leaf node Y is
projected to a node capability type X, a non-rudsdil parameter Y, and a description
relation from X to Y. In Case 3) the pair of inmerde X and table root node Z with a
table access node A and columnar leaf nodes {Qirdgected to two node capability
types (X and A), non-rule-based parameters {Ci}d éimere is a constitution relation
from X to A, and description relations from A tocbeCi.

4.3 Representation and Storage of CapOnt

Non-rule-based concepts are expressed by OWL [13]. OWL is a standard Web
ontology language, which provides a rich set ofstarctors to define concepts.
However, OWL is limited when it comes to descrilbdefbased concepts. Sajle-
based concepts are expressed by OWL/XDD [14]. OWL/XDD extends ioedy
XML-based elements by incorporation of variabled ame-based concepts. A rule-
based concept in CapOnt is expressed by an OWL/XDBI clause of the form:

H — B,..,Bn{C,.., C} (1)

wherem, n> 0, H andB; are XML expressions, and each@fis a pre-defined XML
condition on the clausél is called thenead of the clause while the set Bf andC; is
the body of the clause. An XML expression is an XML-baséeheent or document
embedding zero or more variables. The upper omologncepts as well as the
CapOnt concepts for the prototype framework desdrilin Sec.5 are given at
http://tapas.item.ntnu.no/wiki/index.php/CapOnt

CapSpc is based on CapOnt concepts. CapSpc isssgpreoy one or more
OWL/XDD XML clauses, where XML expressions of thedauses are instances of
the CapOnt concepts with variables.

The ontology concepts are stored in NCRep. Therémtenode capabilities are
instances of the CapOnt non-rule-based concepts. They are stored in a relational
database, and are inputs for dynamically settingalbbes in the CapOnt rule-based
concepts with suitable values. NCA is responsibtecfeating tables in the database.
These tables denoted asherent node capabilities tables are generated from the
representation of the CapOnt non-rule-based concepts, using therulesi)-iv) below.




i). An OWL Classclass x will be mapped to dableclass x, if it has either one of the
properties: hasNodeCapability, constitutedBy, oscdibedBy. The Table class x is
assigned an auto-numbered Primary key named IDaAdMESTAMP Column
namedMonitoredAt for recording the row-creation/update time. Thél&&Node” is
also assigned a Column IPAddress.

ii). For Classflass x .* restrictionproperty i  allValuesFrom(unionOf(
set_of classes))) .*); class y eset of classesForeign key class x ID will be
generated ifable class y referring to the Primary key ifable class x, if property i
= hasNodeCapability || constitutedBy.

iii). For Classflass x .* restrictionproperty i  allValuesFrom(unionOf(
set_of classes))) .*); class y €set _of classes;olumn class y will be generated in
Table class X, if property_i= describedBy.

iv). For Clasgflass y .* restrictionproperty i allValuesFromgrimitive_datatype))
.¥), primitive_datatype will be converted to an SQL primitive datatype detome
the Column class_y datatype, if property = hasValue.

The expression (2), used in the rule ii) — iv), regses a restriction of an OWL
Class class x on property i, in which the property's range is restricted to
property_range j.

Class€lass x .* restrictionproperty i allValuesFromgroperty range j)) .*); 2
property_range_F unionOf(set_of classes) ||primitive_datatype

The nodenstances and the node capability typestances are stored in th&ables
generated from the rule i). The non-rule-based rpaterinstances are stored in the
Columns generated from the rule iii).

4.4 Transformation between CapOnt and NETCONF M 1B

NCA is responsible for creating raapping file to be used for the transformation
between CapOnt and the corresponding YANG nodes in NETCONF MIB. A
capability type, which is constituted by at leasibther node capability type, is
mapped to a YANGontainer node. A capability type, which is not constituteygl
others, is mapped to a YANGnNtainer node or a YANQist node. A non-rule-based
parameter is mapped to a YAN&f node.

A YANG module defines a tree of YANG nodespéth defines the YANG node's
position relative to the root. NCA assigns a pattali YANG nodes, defined as a
sequence of YANG nodes' types and names, sepdgtsthshes, starting from the
root to the YANG node assigned the path. NCA fitidscorresponding YANG node
for each of the node capability types and non-halsed parameters by matching the
ontology concept's name and the YANG node's nanteedAGNMP MIB managed
objects are the basis of CapOnt concepts, ther®ie-to-one mapping between these
concepts and the YANG nodes. Otherwise, other $offic matching are required. A
set of pairs of an OWL Class, expressing a nodalufy type or a non-rule-based
parameter, and a YANG node's path is then geneeatédtored in the mapping file.
With respect to the IF-MIB YANG module example iilgFL, an example pair for the
parameterifAdminSatus and the corresponding leaf nod&dminSatus, locating



under the list nodeifEntry and the container nodenterfaces is {<Class
rdf:ID="ifAdminStatus">, container interfaces/li$Entry/leaf ifAdminStatus}.

5 A Prototype Node Capability Parameter Configuration System

5.1 Genera

The system consists of a load balancer and a claobteeb servers as illustrated in
Fig. 4. The load balancer captures the HTTP-based requests and forwards them
to connected web servers on a round robin basis. Atmber of connected web
servers during an interval is dynamic and dependsthe total number of user
requests during the previous interval. CapCon cotsnand disconnects web servers
to/from the load balancer. Web servers will go irhernation for energy
conservation in case of an inactive time period,, ino incoming user requests
forwarded from the load balancer or user requessis lalready been responded.

A prototype is implemented using JAVA programmiagduage. NCA, NCM, and
NCD are implemented based on TAPAS platform [13jjclv enables NCA, NCM,
and NCD to be instantiated and executed in differ@mdes. NCRep is a physical
directory, while INRep is realized by a PostgreS@itabase. The NETCONF MIB
considered is NETCONF IF-MIB [9]. NETCONF agenthased on YUMA toolkit
[8]. YUMA agent functionalities have been extendedsupport NETCONF IF-MIB
and also to provide registration and de-registratibnodes as explained in Section 3.

INREp
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ep I [ h : entity in CapCon !
[ |nevie | T | |
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Fig. 4. A web-based application example.
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5.2 Node Capability Ontology Concepts

The node capability types and non-rule-based pasmeén CapOnt are projected
from theinterfaces MIB group in SNMP IF-MIB [7]. In this MIB group, there is a
managed objectfNumber and a tableifTable. ifNumber specifies the number of
network interfaces. FafTable, ifEntry is the conceptual row representing a particular
network interface. There are 22 columnar objecta/lith 18 have Status = current.
As examplesfindex has values unique for each network interfaiéaQctets gives the
total number of octets received on the networkrfate, andifSpeed defines the



maximum bandwidth of the interface in bit/secontle ©bjectifAdminSatus defines
the state of the interface which can either beldip(down(2)’, or ‘testing(3)’.

From the interfaces MIB group, CapOnt has two nodpability types and 19
non-rule-based parameters. The node capabilitystgpeinterfaces andifEntry. The
non-rule-based parameters afdumber and all of those 18 mentioned columnar
managed objects. These concepts’ instances aredstior the inherent node
capabilities tables generated by using the ruléeiction 4.3. CapOnt has also a rule-
based parametéfi nUtilization and two service management functiafisUtilization
is the inbound bandwidth utilization of a netwonkerface in percentage. The service
management functions’ actions are setting a netwutdeface’s state. In this paper,
the actions are specialized as the NETCONF edifigoaperation to set the
parameterfAdminSatus value.

The CapOnt non-rule-based concepts in an OWL flevall as the rule-based
ifinUtilization parameter and service managememnicfions in OWL/XDD XML
clauses are presentechétp://tapas.item.ntnu.no/wiki/index.php/CapOnt

5.3 Node Capability Configuration Specification Concepts

CapSpc for the CapCon prototype is expressed gn3rilt is expresses that “A node

with a 100Mbps network interface acting as the Ibathncer is required. Four nodes
with two network interfaces acting as the web serese required. The first network

interface of the web server thitndex = 1 is required for the connection with

CapCon. This network interface's state is always. The second network interface

of the web server thaflndex = 2 is required for the connection with the load
balancer, and its state will be changed dynamically

HiVaid] ] —
]

Bii| Node rdl.iD="$:webserver 1" | : B[ Node rdiiD="§webserver 2"| :Bs Node rdfiD="$:webserver 3" |

q IPAddress :: $3S:ip_1 | [ IPAddress :: $S:ip_2Z | & TPAddress :: $S:ip_3 |
nlerfaces L
[[ifEntry] iz ifEntry i T :
ifindex :: 1 ] ifindex :: 1 J: ifindex :: 1 |
ifAdminStatus :: “up” |2 ifAdminStatus :: "up” ! ifAdminStatus :: “up” |
ifEnti i
ifindex :: 2
ifAdminStatus :: §
i i SE.expr_32
:Bs:TNode rdf:ID="S:load_balancer”| C1: gt_eq((($S:util_LB*$S:speed)/
i+ [[IPAddress - $Sip_LB | 1(100*req_size))/N, min_req)

€2 It_eq((($S:util_LB*$S:speed)/

1(100"req_size))/N, max_req)

ifinUtilization = $S:ufil LB |3 €4 (count{

TimePeriod : if_eq($S:status_1,$S:status_2,
Timelnstant :: $S:t_start $S:status_3,$S:status_4), “up’},
Timelnstant :: $S:_end N)

ifSpeed .. $S.speed €. eq (5S:speed, 100Mbps) I
fAdminStatus = "up” -

ifindex :: 2

HifAdminStatus :: $S:stafus 4]: 1
:

Fig. 5. OWL/XDD XML Clause for CapSpc.



$S:util_LB is the value of the iflInUtilization of the load laacer during the
previous interval, betwee$St_start and$St_end second. The total number of user
requests during the previous interval can be caledl from:
($S:util_LB*$S:speed)/(100*req_size), wham|_size is the user request size in bit,
and $S;speed is the maximum bandwidth of the load bala(@@®Mbps).N is the
appropriate number of web servers connecting wih lbad balancer during an
interval. This means the number of user requpstsweb server must be between
min_req and max_req, wheremin req is the estimatedninimum concurrent user
requests per second that a web server should processmardreq is the maximum
concurrent user requests per second that a web server can process.”

5.4 Experimental Results

Two sets of experiments (I, 1) have been condudiedllustrate the result of
automatic parameter values setting. In this casdystthe parameter considered is
ifAdminStatus. The evaluation is based on the |®fednergy conservation achieved
from the disconnection of web servers. In both expents, there is a node with a
100Mbps network interface being the load balantmur nodes with two network
interfaces being the web serverspé&iod of inactivity before hibernate mode of the
web servers becomes activated is two minutesosfunit determines the amount of
energy usage: 1 cost unit during normal mode aBdcOst units during hibernation
mode. The time interval for the polling of NCM aslias the identification and value
settings in NCD is 30 seconds. The controlled \@emin the CapSpc in Section 5.3
are set as req_size = 500 bytes, min_req = 508eegand max_req = 1000 reqg/sec.
In these experiments inbound traffic of the loadabeer is controlled, and is
generated only from the user requests.

In experiment |, the user requests were randomhegged at the rate between
1000-4000 reqg/sec. In experiment Il, the user rsgueere generated according to
the time of day: 2001-4000 reg/sec during 08:0@Q@2Znd 1000-2000 reg/sec during
22:00-08:00. During the execution, the web serweese capable to meet, or had
already met, the requirement. Based on the Cap8pcCapOnt concepts, and the
inherent node capabilities from NCA, the node cditplparameter configuration
function in NCD calculated the iflnUtilization vaduof the load balancer, and
validated if the number of connecting web serveas whe same as required. When it
was not, this function returned one or more of canly selected web servers' IP
address and the NETCONF edit-config operations @DNEach of the operations
contains the parameter ifAdminStatus instance awglired value (‘up’/‘down’).
NCD sent the <rpc> messages to the correspondiagtegand consequently such
web servers were re-connected/disconnected.

The experiments have been carried out with the sgataenumber of user requests
for both experiments. The results from both experita show that three out of four
web servers were disconnected and entered hibegnatbde. Table 1 shows the
number of times each web server was disconnectdiernated. It also shows that
the time percentage that a web server in experithemters hibernation after getting
disconnected is more than its counterpart in erpent |, since the user requests rate



in experiment Il is more certain. We can indicdtattthe usage of CapCon for the
“time-based” user request rate results in highergnconservation.

Tablel. Experimental results.

Experiment | Experiment Il
Server_1: Disconneted / Hibernated 258/32 276/122
Server_2: Disconneted / Hibernated 39/11 20/19
Server_3: Disconneted / Hibernated 13/8 5/5
Conserved energy (% of saving cost unit per day) .0%% 41.58%

6 Reated Work

Two aspects regarding system architecture andm#tion model are considered in
this paper. Most of the recent works related to BENF-based configuration
management systems, however, focus only on onbesktaspects. Some examples
are found in [16-19]. The work in [16-17] focuses the system architecture aspect,
[18] mainly considers the NETCONF MIB representgdMANG, and both aspects
are discussed in [19]. Cui et al. [16] present taitkel design of NETCONF manager
and agent. A proxy configuration file is used tedfy the agents in the entire
managed devices. In CapCon, the NETCONF agentsldedo register nodes and the
node capabilities without the need of configuratile. Liu et al. [17] improve
traditional network management system by addingnaple judging function to
dynamically decide whether the NETCONF protocokipported on the managed
devices. If the NETCONF protocol is supported, NEJINF- operations are used.
Otherwise, SNMP operations are used. Nataf andFE<R] integrate the NETCONF
MIB represented by YANG into the NETCONF agent frahe ENSUITE open
source framework, and implement a browser to negriend edit the configuration
data. Elbadawi and Yu [19] present the design amglémentation of a configuration
validation system using Erlang programming langu&mmparing with CapCon, the
system provides the validation without the paramedue settings.

7 Conclusions

Node Capability Parameter Configuration System (@ap which enables automatic
node capability parameter configuration is presgntg@wo aspects including
centralized architecture and Node Capability Omgpl¢CapOnt) are discussed in
detail. The CapOnt concept representations andréimsformation between CapOnt
and SNMP-based NETCONF MIB are presented. In tise ctudy, the prototype
web-based application integrated with CapCon has lmplemented. The automatic
parameter value setting by CapCon dynamically ad#pe numbewof active web
servers.

CapCon provides flexibility in terms of the appliéichmeworks. The CapOnt
concepts as well as the CapSpc concepts can bd,adddified and removed during



the system runtime. CapCon also enables automatiowkery of nodes and their node
capabilities. In this paper, CapCon is integratéith WETCONF. The flexible nature

of the system enables integration with various oetwmanagement frameworks.
However, the future work can be focused on devalppi decentralized architecture
of CapCon.
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