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Abstract. Recent shop floor paradigms and approaches increasingly advocate 
the use of distributed systems and architectures. Plug-ability, Fault Tolerance, 
Robustness and Preparedness are characteristics believed to emerge by 
instantiation of these fundamentally new design approaches. However these 
features, when effectively present, often come at the cost of a greater system 
complexity. Enclosed in this complexity increase is a plethora on unforeseen 

interactions between the entities (modules) that compose the system. The 
purpose of this paper is, in this context, twofold: to validate a fault 
propagation model in random networks (that simulate the connectivity of 
modular shop floor systems) and assess the performance of two diagnostic 
approaches to expose the impact of relying in local or global information. 

Keywords: Diagnosis, Complex Systems, Evolvable Systems, Agent-based 
Manufacturing. 

1   Introduction 

In recent years a considerable effort has been devoted to the research of new 

paradigms and development of distributed architectures to improve the shop floor 
response to emerging business requirements and facilitate its integration in the 

development of suitable and strategic-wise collaborative interactions [1-6]. 

At the shop floor level the main contributions can be divided in technological and 

paradigmatic. Industry has been the main driver for the development of platforms 

that explore emerging Information and Artificial Intelligence technologies (IT/AI) 

while the Academia has typically provided the conceptual framework that frames the 

usage of these platforms. Bionic Manufacturing Systems (BMS) [7], Holonic 

Manufacturing Systems (HMS) [8], Reconfigurable Manufacturing Systems (RMS) 

[9], Evolvable Assembly Systems (EAS) [10] and Evolvable Production Systems 

(EPS) [11] are examples of modern control approaches that envision modular 

systems whose components interact locally and autonomously, within their design 
purposes and limitations, focusing in attaining a group/social behaviour that exceeds 

the sum of the individual contributions. Despite the particularities, all the proposals 

focus in the definition of the modules' interfaces and underlying behaviours that 
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promote a self-organized response to production disturbances. In principle, all the 

main interactions are clearly defined and designed and any unforeseen behaviours 
are treated as an exception by a fail-safe/escape rule. The variety of systems that can 

be build from such building blocks is virtually unlimited. While everything seems fit 

in the design, the heterogeneity of the physical world (the concrete components and 

their working environment) rather than the paradigmatic abstraction introduce an 

extra level of complexity in respect to the group dynamics of the given set of 

components. 

Traditional diagnostic tools and approaches have typically been designed to target 
specific systems and/or conditions. These approaches provide only a limited support 

for the dynamics envisioned in the paradigms detailed before. In this context, there 

is a lack of support tools focused both in the analysis of the group dynamics of these 

systems as well as in diagnosing interactions between the system components from a 

fault propagation and interference perspectives. 

2   Technological Innovation for Sustainability 

The economical growth generated with the advent of industrialization and mass 

production kept on feeding an insatiably society demanding low cost reliable goods. 

It was believed that mass production/consumption would boost mankind to 

unprecedented development and sophistication. This would not be verified due to 

several reasons: technological advances and unscrupulous greed for profit increased 
unemployment and led to severe social problems; the environmental, health and 

safety costs were high and the progressive and general increase in customer’s 

welfare made them increasingly demanding in respect to customized goods. 

Today’s society and business environment are reflexes of such changes. Being 

competitive is now a matter of organization sustainability. Often perceived as 

environmental protection, sustainable development goes beyond that and, in a 

broader sense, is “development that meets the needs of the present without 

compromising the ability of future generations to meet their own needs” [12]. It is a 

multi-dimensional and global challenge [13] were business and industry play a 

relevant role [14]. 

Mass Customization has been perceived as the excellence paradigm in industry 
and services it is “the new frontier in business competition for both manufacturing 

and service industries. At its core is a tremendous increase in variety and 

customization without a corresponding increase in costs. At its limit is the mass 

production of individual customized goods and services. At its best, it provides 

strategic advantage and economic value” [15]. 

Sustainable development requires a responsible implementation of such paradigm 

that will certainly include the adoption of innovative organization forms as detailed 

before. However one has first to master the intricacies of these complex systems in 

order to regulate them and truly profit from their dynamics maximizing, for the sake 

of sustainability, fundamental aspects as: equipment re-use (preventing mass 

disposal), uptime (preventing breakdowns and other sources of energy waste) and 

efficiency (producing more with less). It is, in this context, unquestionable the role 
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of monitoring and diagnosis in what are anticipated to be the future production 

systems. 

3   Related Literature 

Targeting the area of emerging shop floor paradigms the current work gathers 

contributions from a multitude of areas. From a system architecture perspective the 
reader is referred to the articles detailed in section 1 and the references therein as 

well as the following development projects: SIRENA [16] – award winning project 

that targeted the development of a Service Infrastructure for Real time Embedded 

Networked Applications [17]. An Implementation of a DPWS stack [18, 19] has 

been produced under the framework of this project and successfully applied, at 

device level, in several automation test cases; SODA [20] – creation of a service 

oriented ecosystem based on the Devices Profile for Web Services (DPWS) 

framework developed under the SIRENA project; SOCRADES [21] – development 

of DPWS-based SOA for the next generation of industrial applications and systems; 

InLife [22] – development of a platform for Integrated Ambient Intelligence and 

Knowledge Based Services for Optimal Life-Cycle Impact of Complex 
Manufacturing Assembly Lines and the EUPASS project [23] focused in the study 

of the application of the multiagent system concept in the domain of micro 

assembly. The results of the EUPASS project are currently being explored under the 

FP7 IDEAS project that is focusing in the instantiation of the EPS paradigms in 

industrial controllers. 

From a diagnostic point of view this research positions as complementary to the 

existing approaches rather than a substitute. As shall be clarified in the forthcoming 

section, the abstraction level considered for the purpose of performing diagnosis 

implies the existence of a "first line of diagnosis" that is better supported by 

conventional approaches. In this context, a complete review on diagnostic methods 

derived from the automatic control community can be found in [24] where the 

application of: parameter estimation, evaluation of parity relations, state estimation 
and principal component analysis methodologies is properly covered. A review of 

quantitative and qualitative history based methods where diagnosis is performed 

based on the previous system’s faulty behaviour can be found in [25] where the 

application of artificial neural networks, probabilistic inference methods and expert 

system is discussed. Qualitative logic based diagnostic methods are covered in [26]. 

The fault propagation model as well as the framework for network analysis are 

supported by the study of complex networks [27, 28] in particular the proposed 

model is inspired by the work described in [29] where the conditions for cascading 

network effects are verified experimentally in random undirected networks. 

4   Performing Diagnosis in Networks of Mechatronic Agents 

When addressing the problem of performing diagnosis in the described systems 

from the following question arises: 
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Q1 which methods and tools should be developed to perform diagnosis in 

highly dynamic systems, like EAS/EPS, that denote physical and logical 
evolution and adaptation, and ensure the co-evolution/adaption of the 

diagnostic system without reprogramming or reconfiguring it? 
 

Two hypothesis were set forth for the purpose of this paper: 

 

H.1 - A self-evolving/adaptable diagnostic system for EAS/EPS can be 

achieved if intelligent shop floor modules explore local interaction to 

probabilistically infer and revise their internal states emerging at network level 

a consistent diagnosis. 
 

The second hypothesis attempts to test the possibility of, rather than using local 
interaction and the emergent effect, use global knowledge and attempt to explain the 

fault propagation effect from a global network perspective. 

 

H.2 - A self-evolving/adaptable diagnostic system for EAS/EPS can be 

achieved if the system composed by intelligent shop floor modules is diagnosed 

as an whole and the fault propagation is explained globally. 
 

Both systems use as input the connectivity information in the network. 

The system for testing hypothesis H.1 has been previously documented in [30-32] 

where some preliminary informal tests have been carried out to detail the 

significance of the nature of knowledge representation [30] and the supporting IT 

infrastructure [31, 32]. The system makes use of a Hidden Markov Model (HMM) 
[33] that from, a set of 18 possible observations, attempts to infer each agent state. 

The system for testing hypothesis H.2 has been previously documented in [34] 

and uses a temporal logic engine to explain the most probable propagation path. 

Table 1 compares both approaches. 

Table 1.  A comparison between the systems under test 

Characteristic H.1 System H.2 System 

The reasoning 
process 

Each agent attempts to use fault 
related local information (direct 
neighbors only) to infer its internal 
state. The agent can take one of five 
possible states that denote whether 
the agent is: normal (OK), suffering 
an uncorrelated failure (NOK), 

propagating a fault from which it is 
the origin (PFO), being affected by a 
fault generated elsewhere (PFOther) 
and a combination of the last two 
(PFOPFOther) 

All the fault information is 
centrally processed. The 
diagnostic agent waits for the 
fault event to stabilize in the 
network and tests the best 
combination of system logic 
rules that explain the failure. 

Knowledge 
Representation 

Each agent processes the information 
probabilistically using an HMM that 
relates 18 possible observations with 

the five hidden states. The 
observations are in the form of the 
majority and minority of faulty 

The information is stored in 
logical statements that denote 
the influence of a specific 

type of component upon 
another (e.g conveyor 
strongly affects another 



Diagnosis in Networks of Mechatronic Agents   207 
 

neighbors both in inbound and 
outbound connections 

conveyor via a mechanic 
interaction.) 

Learning 
support 

Learning is HMM is implementing 
by computing 

)|(maxarg*
λλ

λ
OP= . 

Learning is necessarily 

supervised since the a system 

expert has to validate the training 

sequences that are used to induce 

the model. 

The system learns new logic 
rules as new events are 
detected. Each rule has a 
weight that denotes the 
frequency at which it occurs 
in the system. The weigh is 

incremented or decremented 
accordingly, below a certain 
value the rules are not used in 
the diagnostic process.  

Complexity The complexity of the diagnostic 
process is constrained at agent level 
and independent of the size of the 
network 

The complexity of the 
diagnostic process grows with 
the size of the set of affected 
agents 

Update 
Dynamics 

Each agent performs a new diagnose 
asynchronously when one of its 
neighbors changes its state. As an 
whole the system takes some time to 
stabilize after the fault propagation 
stabilizes 

All the information is 
processed at once a posteriori. 

5  The fault propagation model 

To assess the limits of both approaches the agents abstracting the shop floor 

components where ran in fault simulation mode. In simulation mode one agent of 

the network will initiate a fault that will spread across the system. The propagation 
rules imply that the fault will always propagate through all possible outbound links 

departing from an affected agent. In practice this means that the probability that a 

fault affects distant nodes decays with the distance to the originating node. Some 

nodes in the network are more likely to be affect by the fault (vulnerable nodes) and 

are randomly distributed. A vulnerable node has an 80% chance of being affected as 

opposed to 5% chance for the remaining. Being affected by a fault does not 

necessarily means that it is perceived by the agent's sensor. In this context, sensor 

fails with a 10% chance. The percentage of vulnerable nodes was studied from 0% 

to 100% with 5% steps for random networks with the following values for average 

degree: 1, 2, 3, 6, 9, 12. For each value of vulnerability 100 faults (trials) were ran. 

The number of agents (nodes) considered was 50. 
The results are depicted in charts 1 (the average percentage of affected nodes) and 

chart 2 (the standard deviation for each set of 100 trials). The statistical analysis of 

the results confirms what is intuitively anticipated in systems with such 

characteristics. The increase in the connectivity causes the response of the network, 

in respect to the number of affected nodes to shift for approximately exponential 

(very low values of connectivity), to approximately logarithmic. The standard 

deviation tends to zero for higher connectivity values as a great majority of the 

nodes is systematically affected. For low connectivity values the system is more 

sensible to the distribution of vulnerable nodes and the standard deviation grows in 
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between 40% and 70% of vulnerable nodes. This deviation is due to the presence of 

clusters of vulnerable nodes in some networks. 
 

 

 

 

 

 

 

 

 
 

Charts 1 and 2 - The behavior of the propagation model in a network of 50 agents in respect 
to the percentage of vulnerable nodes (chart 1). The standard deviation per 100 trials per 
vulnerability. 

6  Comparing both approaches 

Both diagnostic approaches were submitted to 300 faults (trials) in networks of 50 

agents to assess the performance of both systems in respect to the complexity of the 

network. When considering the complexity of a network several metrics have been 
reported in the literature [35]. Given the directed nature of the networks considered a 

representative measure of complexity is 
 

C = A/V (where A is the number of links in the network and V is the number of 

nodes). 
 

The results of the performance assessment test are resumed in charts 3 and 4 

where the average value for each set of trials is identified as "H.x System" where x 
is the number of the hypothesis under test and the confidence interval is bounded by 

"Lower Interval H.x" and "Upper Interval H.x" for a degree of confidence of 95%. 

 

 

Chart 3 - Results for both systems testing hypothesis H.1 and H.2 with 10% of vulnerable 

agents in the network in networks of increasing complexity. 
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Chart 4 - Results for both systems testing hypothesis H.1 and H.2 with 10% of vulnerable 
agents in the network in networks of increasing complexity. 

The results clearly indicate a degradation of the performance with an increase in the 

complexity of the system. The performance decrease is more accentuated in the 

system testing hypothesis H.2. In both cases the performance tends to drop more 

significantly after C = 3. The drop in performance is consistent with the results 

presented in charts 1 and 2. In fact, beyond complexity or connectivity 3 the network 

denotes a logarithmic behavior in respect to the number of agents affected by the 

faults, in both cases under test, yielding an higher number of diagnosis performed. 

When using local information (H.1) the system essentially fails in the determination 
of the PFO and PFOther once the higher connectivity promotes the propagation 

through loops and dramatically shortens the average distance between nodes leading 

to a fault feedback state where is rather difficult to pinpoint both the origin or the 

end of the fault. On the global (H.2) case the performance drop can be explained due 

to the learning and progressive reinforcement of rules. Given the random nature of 

the faults this system tends to perform better when failures are less pervasive. The 

H.2 systems learns more meaningful rules in this case. The fact that this system is 

constantly learning also explains why its performance is better when there are more 

vulnerable nodes in the network since the rule that all the types of agents affect all 

the type of agents emerges and stabilizes sooner. The type of fault propagation 

considered in the tests penalizes, as verified, this second system as it becomes much 

less probable the existence of fault patterns directly mapped to the logic-based 
diagnostic rules. 

7  Conclusions and Outlook 

Emerging sustainability challenges are shaping the way in which future shop floors 
will respond to disturbances and contribute to more rational production patterns. 

Recent shop floor paradigms have pushed the boundaries of Information 

Technologies and Artificial Intelligence promoting the integration of components 

and the seamless reconfiguration of systems. However diagnosis has been left 

relatively unattended. Current diagnostic approaches are essentially focused in units 

(either isolated components or entire systems) and some specific parameters. The 

authors contend that there is added value in considering the interconnectivity of the 

components as a complementary diagnostic abstraction layer. As the tests expose 

systems can behave differently in respect to their network characteristics and 
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catastrophic failures can emerge even for a reduced number of vulnerable nodes. 

Understanding how these events may develop in the system and being able to 
explain them in a network of loosely coupled mechatronic agents is a major 

challenge that has to be tackled if the emerging shop floor control approaches are to 

become a reality. 

The systems presented and tested attempt to capture this network dimension of 

the diagnostic problem. The tests range from low network complexity to high, 

simulating distinct relations between components, typically mechanical/physical 

interactions in the first case and the communication requirements of networks of 

mechatronic agents in the second. The generic nature of the tests also raises the 

question that complexity may not be only present in the emerging paradigms as it 

may also be perceived in current systems (often perceived as more stable given their 

supporting technologies). Concerning the two hypothesis under test the system 
validating hypothesis H.1 ranked higher in the tests denoting more stability in the 

results and less performance degradation. However, assessing the behavior of 

diagnostic systems in these complex scenarios (from an interaction perspective) is 

somehow a novelty and it can be argued that the performance of the system testing 

hypothesis H.2 could be enhanced by using a distinct technology (arguably so could 

for the case of H.1). One of the secondary goals of the presented tests was, to a 

certain extent, perceive whether more conventional approaches (logic based 

reasoning in the present case) would perform, using off-the-shelve technologies, in 

diagnosing at the proposed abstraction level. In this matter the results suggest the 

need for tools and approaches closer to the system implemented to test H.1. 

Excluding the performance advantage, the use of local information allows 

embedding the diagnostic system at agent level not corrupting the decoupled nature 
of the underlying control/configuration logic while promoting scalability 

(fundamental feature of future production systems). 
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