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Abstract. Color image processing systems are used for a variety of purposes 
including medical imaging. Basic image processing algorithms for 
enhancement, restoration, segmentation and classification are modified since 
color is represented as a vector instead of a scalar gray level variable. Color 
images are regarded as two-dimensional (2-D) vector fields defined on some 
color space (like for example the RGB space). In bibliography, operators 
utilizing several distance and similarity measures are adopted in order to 
quantify the common content of multidimensional color vectors. Self-
Organizing Feature Maps (SOFMs) are extensively used for dimensionality 
reduction and rendering of inherent data structures. The prop osed window-
based SOFM uses as multidimensional inputs color vectors defined upon spatial 
windows in order to capture the correlation between color vectors in adjacent 
pixels. A 3x3 window is used for capturing color components in uniform color 
space (L*u*v*). The neuron featuring the smallest distance is activated during 
training.  Neighboring nodes of the SOFM are clustered according to their 
statistical similarity (using the Mahalanobis distance). Segmentation results 
suggest that clustered nodes represent populations of pixels in rather compact 
segments of the images featuring similar texture.  

 

Keywords: Vector Filtering; Color Segmentation; Self-Organizing Feature 
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1   Introduction 

Color image processing systems [1] are used for a variety of purposes, ranging from 
capturing and rendering scenes in entertainment, industry, scientific exploration and 
medical praxis  [2]. Processing of color imagery for feature and edge extraction [3] 
underlies several image processing algorithms for pattern recognition in industrial and 
scientific applications, computer vision systems and image coding methods. Color 
medical images may be enhanced or segmented using such techniques as vector 
filtering and tensor analysis [4], [5]. Colors are perceived as combinations of the three 
primary colors, red (R), green (G) and blue (B). The attributes generally used to 
distinguish one color from another are brightness, hue and saturation. There are 
several standard color spaces that are widely used in image processing like RGB, 
CMY, HIS, YIQ and others. All systems can be calculated from the tristimuli R, G, B 
by appropriate transformations. However, these models are not uniform color        
spaces  [6]. In a uniform color space - such as L*u*v* or L*a*b* [7] - the difference 
between two colors can be simply measured by their Euclidean distance. In L*u*v* 
color space, u* and v* represent color chromaticities and L* stands for the intensity.       

1.1   Vector Filtering for Color Images     

Color images are two-dimensional (2-D) vector fields defined on color spaces. 
Filtering schemes operate on the premise that an image can be subdivided into small 
regions, each of which can be treated as stationary [8]. Several window shapes and 
sizes may be used. The most commonly used window is of rectangular shape. Vector 
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non-linear in nature [9]. The most popular vector filter is the Vector Median Filter 
(VMF). Non-linear and linear approaches may be combined together in successive 
processing steps [10]. The proposed approach implements a Self-Organizing Feature 
Map (SOFM) whose trained neurons may be viewed as the possible outputs of a   
non-linear vector operator defined upon a 3x3 rectangular sliding window. The 
trained neurons capture structural as well as color local information of the underlying 
segment of the image. Linear statistical analysis in L*u*v* color space is carried out as 
a second processing step. The number of non-zero eigenvalues of the distributions of 
the training vectors indicates the dimensionality of the probability distributions of the 
local patterns that are represented by a neuron of the SOFM.        

Traditional image filtering techniques usually applied scalar filters on each channel 
separately since each individual channel of a color image can be considered as a 
monochrome image. However, this does not take into account the correlation that 
exists between the color components of natural images when represented in a 
correlated color space.     



1.2   Dimensionality Reduction Algorithms and Self-Organizing Feature Maps  

The SOFM [11] is an efficient method for cluster analysis of a high-dimensional 
feature space onto 2-D arrays of reference vectors. SOFMs are considered as 
unsupervised learning algorithms and they are frequently used when there exis ts no-
apriori knowledge about the distributions of the features (see for example [12]).  
Recent advancements in the subject include Visualization-induced SOM (ViSOM) 
[13] and other multidimensional scaling (MDS) techniques for structural 
dimensionality reduction like the ISOMAP (isometric feature mapping) algorithm. 
Dimensionality reduction is associated as well with principal component analysis 
(PCA), multilinear principal component analysis (MPCA), linear discriminant 
analysis (LDA), marginal Fisher analysis and other approaches [14]. Dimensionality 
reduction should be targeted at removing the dimensions that are unreliable for the 
classification in order to boost classification accuracy. Retaining small eigenvalues 
results in overfitting models and complicates calculations. A processing step that 
involves linear subspace analysis for the local distributions that are represented by a 
neuron of a SOFM yields a better understanding of the local statistics and improves 
clustering results.          

2   A Window-Based 2-D SOFM Model for Rendering Color 
Correlation     

2.1  Model Formulation   

There are three basic steps involved in the application of the SOFM algorithm after 
initialization, namely, sampling, similarity matching and updating. These three steps 
are repeated until map formation is completed. The algorithm is summarized as 
follows:   

1. Initialization. Choose the initial values for the weight vectors wj(0), which in 
the proposed approach are comprised by the color vectors within a sliding 

window of NxM pixels , i.e. 
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where index j equals  1, 2,…, L. 
2. Sampling . Choose randomly a window and the corresponding color array 
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3. Similarity Matching. Find the best-matching (winning) neuron i(v) at time t, 
using the minimum complex Euclidean distance:   
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       where Lj ,...,2,1= . Scaling should be used in non-uniform color spaces.        
  

4. Updating . Adjust the synaptic weight vectors of all neurons, using the update 
formula 
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where η(t) is the learning-rate parameter and Λi(v)(t) is the neighborhood 
function centered around the winning neuron i(v). Λi(x,v)(t ) are varied 
dynamically during learning for best results.      

5. Continuation . Continue with step 2 until no noticeable changes in the feature 
map are observed.  

Alternative, such distances as the weighted Minkowski metric, the Canberra 
distance and various similarity measures that are obtained by using different 
commonality and totality concepts [15] may be used instead of the Euclidean 
distance.  

2.5   Clustering  

The correlations of local color differences within the sliding window for color vectors 
represented by neuron i are grouped into matrix R’i, which is defined as,     
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Assuming stationarity within the sliding window one may write,  
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which is a block symmetrical matrix and Ri(∆m, ∆n) are 3x3 correlation submatrices 
for difference color vectors in L*u*v* color space (∆m, ∆n) pixels apart. A single linear 
neuron implementing a Hebbian-type adaptation rule for the training of its synaptic 
weights can evolve into a filter for the first principal comp onent of the input 

distribution, 000
iiii uuR λ=  ([16]). Several generalizations for multiple principal 

component analysis exist. Nevertheless one may apply the Householder 
transformation (see for example [17]) in order to obtain the eigenvectors and the 
eigenvalues for such a matrix by multiplying R’i from the left and from the right by a 
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2.6   Segmentation  

Image segmentation consists of determining K disjoint segments of an image, denoted 
as I, that are compact in image space, feature smooth boundaries and are 
homogeneous regarding color distribution within each region, i.e. a partition  

{ }KRRRRIP ,,,,)( 321 K= ,  (5) 

where ∅=∩ ji RR  with  ],1[, Kji ⊂  and ji ≠ . Segmentation algorithms seek 

to outline salient regions of an image. Often, their goal is to detect boundaries or 
interfaces between different regions. Such operators as the “Canny operator” for color 
edge detection and the Cumani operator are used [18]. Bayesian methods, level-set 
methods [19], active contour models  [20], Gibbs models [21], watershed methods 
[22] and texture analysis methods [23] are widely used approaches. Segmentation 
algorithms are implemented as a first processing step in pattern classification, robot 
vision, medical image analysis, image coding and many other disciplines.     

3   Numerical Simulations  

3.1   Original Images  

The medical images used to apply the proposed approach to image segmentation are 
selected from a histological database that has been developed in the University 
Hospital of the Democritus University of Thrace (DUTH), Greece, as well as standard 
medical images in free internet databases. The image in Fig. 1.a depicts a Bone – 
Haversian System (UCLA Histology Collection). This is an example of compact 
bone. A Haversian system consists of concentric layers (lamellae) of bone 
surrounding a central Haversian canal in which blood vessels and nerves are located. 
The osteocytes are found within small lacunae. Fig. 1.c depicts a right and a left 
kidney (University Hospital, DUTH). There is intensive heterogeneity in the fixation 
of the radioisotope in the cortex of the right and left kidneys. Also, there are defective 
areas of radioisotope uptake in the upper and lower poles of both kidneys (particularly 
in the lower poles) as a scar. Figs. 1.b and 1.d illustrate the distributions of L*u*v* 
color vectors respectively.   
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Fig. 1.a   Bone - Haversian System (UCLA 
Histology Collection)  

Fig. 1.b   Distribution of vectors in L*u*v* 
color space 
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Fig. 1.c   Right and left kidney (University 
Hospital, DUTH) 

Fig. 1.d   Distribution of vectors in L*u*v*  
color space 

3.2   Initialization and Training 

A 15 by 15 node SOFM initialized uniformly in a 3x3x3 dimensional space is used to 
obtain representative points of the initial distribution. The training cycle consists of 
100 epochs for both images and the learning rate parameter varies dynamically. The 
SOFMs for the average color vectors within the 3x3 sliding window after training are 
depicted in Figs. 2.a and 2.d. The corresponding color windows are illustrated in  
Figs. 2.b and 2.e. One may utilize the obtained values in order to construct a color 
reduced image, i.e. { } )()()( 1 Lj ColorColorColorColor www LL∈ .  

The color reduced images for the two cases under consideration are given in Fig. 2.c 
and 2.f.  
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Fig. 2.a  Distribution of 
average color vectors in a 

sliding 3x3 window (Fig. 1.a) 

Fig. 2.b  15x15 
SOFM after training 

Fig. 2.c   Color reduced image  
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Fig. 2.d  Distribution of 

average color vectors in a 
sliding 3x3 window (Fig. 1.c) 

Fig. 2.e  15x15 
SOFM after training 

Fig. 2.f   Color reduced image  

3.3   Clustering and Segmentation   

The local difference distribution of )( vwv −=∆ j  for ji =)(v  is approximated by 

the eigenvectors corresponding to its  largest eigenvalues. Standard SVD algorithms 
indicate that pdfs featuring a dimensionality of eight (8) eigenvectors approximate at 
least 90% of the power spectrum of the local distributions (see Figs. 3.a and 3.b for 
both images). Nevertheless for the sake of simplicity only the three (3) largest 

eigenvectors - denoted as e
j 1,w , 

e
j 2,w  and 

e
j 3,w - are used in order to measure the 

similarity between local distributions. The similarity between local pdfs according to 
the Mahalanobis distance [24] is estimated as,   
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Fig. 3.a  Spectrum of eigenvalues vs. 

number of eigenvectors                    
(Bone - Haversian System) 

Fig. 3.b  Spectrum of eigenvalues vs. 
number of eigenvectors                    
(Right and left kidney) 

 
One may use alternative measures and clustering schemes as well like - for example - 
the partition dissimilarity functions presented in [25].    
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                     2 clustered neurons                                                     1 neuron  
Fig. 4.  Image segments (left images) attributed to clusters of neurons of the SOFM 

after training (depicted on the right images) for the Bone - Haversian System (Fig. 1a)   
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89 clustered neurons 40 clustered neurons 
Fig. 5  Image segments (left images) attributed to clusters of neurons of the SOFM 
after training (depicted on the right images) for the right and left kidney in Fig. 1b 

4   Discussion  

Groups of segments for the two images as well as the corresponding clustered neurons 
are presented in Figs. 4 and 5. Spatial nearest-neighbor assignment of pixels to 
regions enhances their compactness. Both color and structural details characterize the 
obtained segments. Regions exhibiting smooth red, blue and pink color without 
variations are prominent groups of segments in the processed images. Regions with 
textural variations of red and blue color as well as directional variations of pink and 
blue are grouped separately. Background clusters most of the neurons in Fig. 1.c and 
forms a segment of the image by itself. Different segments correspond to different 
tissues and underlying biological structures. The number of eigenvectors chosen to 
represent local distributions of color vectors affects both the accuracy of the 
segmentation algorithm and its execution time. The size of the sliding window is also 
a crucial factor that affects the execution time of the proposed algorithm.           
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