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Abstract. The analysis of protein-protein interactions (PPIs) is crucial 

to the understanding of cellular organizations, processes and functions. 

The reliability of the current experimental approaches interaction data is 

prone to error. Thus, a variety of computational methods have been 

developed to supplement the interactions that have been detected 

experimentally. The present paper’s main objective is to present a novel 

classification framework for predicting PPIs combining the advantages 

of two algorithmic methods’ categories (heuristic methods, adaptive 

filtering techniques) in order to produce high performance classifiers 

while maintaining their interpretability. Our goal is to find a simple 

mathematical equation that governs the best classifier enabling the 

extraction of biological knowledge. State-of-the-art adaptive filtering 

techniques were combined with the most contemporary heuristic 

methods which are based in the natural selection process. To the best of 

our knowledge, this is the first time that the proposed classification 

framework is applied and analyzed extensively for the problem of 

predicting PPIs. The proposed methodology was tested with a 

commonly used data set using all possible combinations of the selected 

adaptive filtering and heuristic techniques and comparisons were made. 

The best algorithmic combinations derived from these procedures were 

Genetic Algorithms with Extended Kalman Filters and Particle Swarm 

Optimization with Extended Kalman Filters. Using these algorithmic 

combinations high accuracy interpretable classifiers were produced.  
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1   Introduction 

In each living cell of the human organism, a variety of protein interactions take 

place. In recent years, researchers have tried to approach the problem of predicting all 

possible protein interactions in the human organism by implementing different 

computational techniques. At the beginning, most of them were based on the analysis 

of a sole feature, indicative of interaction between two proteins. Several examples of 

such features are features concerning the genomic sequence of the genes-generators of 

the reference proteins, features concerning the structure of the reference proteins, 

features concerning the sequences of the references proteins and many others [1,2]. 

The most recent computational approaches use various features as inputs for their 

classifiers in order to take advantage of all the available information [3,4]. 

In the present paper, we applied to the problem of PPI prediction several adaptive 

filtering techniques combined with the most contemporary heuristic methods which 

are based in the natural selection process. From this combination, a novel 

computational framework has been formed for the creation of a mathematical 

equation that gives the best classifier. We consider three classical parameter 

estimation algorithms (LMS, RLS and Kalman Filter) and one gain adaptation 

algorithm (IDBD). The gain adaptation algorithms have been shown to perform 

comparably to the best algorithms (Kalman and RLS), but they have a lower 

complexity [6]. 

Concerning the heuristic methods, each adaptive filtering technique was combined 

with a genetic algorithm and a Particle Swarm Optimization (PSO) heuristic 

technique. Genetic algorithms [7] and PSO [8] are the most contemporary heuristic 

methods and their process is based on the principle of natural selection. They are 

implemented in order to find the best subset of mathematical terms that constitutes the 

optimal mathematical model that can be used as the optimal classifier in the adaptive 

filtering techniques. In the RLS and LMS algorithms, the forgetting and convergence 

factors are been optimized respectively through the heuristic algorithms used. 

In [5], genetic algorithms were firstly combined with Extended Kalman Filters for 

the problem of predicting PPIs. That method has been demonstrated to achieve higher 

classification performance than the PIPS naive Bayesian method [9] on the same 

dataset. In the terms of the current paper, the research has been extended by 

implementing different adaptive filtering techniques and heuristic algorithms in order 

to establish a novel classification framework. The proposed methodology was tested 

with a commonly used dataset and the advantages and disadvantages of each method 

selection are discussed. The mathematical equation that produced the best classifier in 

terms of classification performance and interpretability was presented and some first 

biological hypotheses about the classification model were derived. 



2   Materials and Methods 

2.1   Dataset 

The dataset used in this paper was created by retrieving material from the PIPS 

database [9] which contains information for about 17.643.506 human protein 

interactions. The positive samples in the dataset were the 16536 known human protein 

interactions extracted from Human Protein Reference Database (HPRD) [10]. The 

negative dataset was built using randomly chosen protein pairs provided by the PIPS 

Database. A 1:1 ratio of positive and negative samples was selected in our original 

dataset, in order to force our classifiers to achieve higher sensitivity and discover a 

large number of protein-protein interactions. The dataset was split into two equal 

subsets, training and testing, keeping the 1:1 ratio between the positive and negative 

samples. 

    For every protein pair the following features as in [9] were used as inputs: 

 Expression: Gene expression profiles from 79 physiologically normal tissues 

(Pearson correlation of co-expression over all conditions).  

 Orthology: Interactions of homologous protein pairs from yeast, fly, worm 

and human. The similarity function used is the InParanoid score function 

[11].  

 Fully Bayesian combination of the following features: 

o Localization: Here PLST predictions are used [12].  

o Domain co-occurrence: Chi-square score of co-occurrence of 

domain pairs. 

o Post-translational modifications (PTM) co-occurrence: PTM pair 

enrichment score has been calculated as the probability of co-

occurrence of two specific PTMs in all pairs of interacting protein 

pairs divided by the probability of occurrence of both of these 

PTMs separately. 

 Transitive: This is a module that considers local topology of the underlying 

network predicted using combinations of above features and it works on the 

premise that a pair of proteins is more likely to interact if it shares interacting 

partners. 

All feature values were normalized in a range from 0 to 1. 

2.2   Adaptive Filtering Techniques 

The adaptive filtering techniques used in this survey are the least mean squares 

(LMS) [13], the recursive least squares (RLS) [14], the Extended Kalman filtering 

method (EKF) [15] and the incremental delta-bar-delta algorithm (IDBD) [16].  

The LMS algorithm is by far the most widely used algorithm in adaptive filtering 

because of its low computational complexity, proof of convergence in stationary 

environment and stable behavior when implemented with finite-precision arithmetic. 



To guarantee the convergence of LMS it is good practice to set the learning rate in 

the range, 

 

  (1) 

 

, where λmax is the largest eigenvalue of R = E[x(k)x
T
(k)], where x(k) is the vector 

of the input variables. 

    Least-squares algorithms aim at the minimization of the sum of the squares of 

the difference between the desired signal and the model filter output. When new 

samples of the incoming signals are received at every iteration, the solution for the 

least-squares problem can be computed in recursive form resulting in the recursive 

least-squares (RLS) algorithms. 

   Kalman filter is a set of mathematical equations which constitutes an efficient 

means to estimate the state of a process by minimizing the mean of the square error.  

The Extended Kalman Filter (EKF) is the nonlinear version of the Kalman Filter, and 

its goal is to approach the situation where the process to be estimated or the 

measurement relationship to the process is nonlinear. The specific equations for the 

time and measurement updates are divided into two groups. The time update 

equations and the measurement update equations. 

    Gain adaptation algorithms [16] implement a sort of meta-learning in that the 

learning rate is adapted based on the current inputs and on the trace of previous 

modifications [17]. The incremental delta-bar-delta (IDBD) uses a different adaptive 

learning rate for each input. This action can lead to the improvement of the system, 

when some of the inputs are irrelevant. In IDBD, each element of the ki(t) of the gain 

vector k(t) is computed separately.  

2.3   Heuristic Methods 

Heuristic methods are implemented to fasten the process of finding a "good 

enough" solution to a problem, where the usage of an exhaustive search is 

impractical. Because of the large search space of our problem (2
113

 possible 

solutions), 2 classical heuristic methods were used, genetic algorithms and particle 

swarm optimization.  

Genetic Algorithms (GAs) [7] are search algorithms inspired by the principle of 

natural selection. They are useful and efficient when the search space is big and 

complicated or when there is not any available mathematical analysis of the problem. 

A population of candidate solutions, called chromosomes, is optimized through a 

number of evolutionary cycles and genetic operations, such as crossovers or 

mutations.  

In our approach, a simple GA was used where each chromosome comprises term 

genes that encode the best term subset and parameter genes that encode the best 

choice of parameters for each adaptive method used. The term genes are binary genes 

with the value of 1 indicating that this specific term should be included in the final 

classification model and the value of 0 indicating the opposite. The parameters which 



are optimized using GA are the convergence factor μ for the LMS adaptive filtering 

method and the forgetting factor λ for the RLS adaptive filtering method.  

For the genetic algorithm used in our hybrid methodology, the one-point crossover 

and the mutation operators were used. Crossover and mutation probabilities for the 

GA where set to 0.9 and 0.01 respectively. Crossover is used in hope that new 

chromosomes will have good parts of old chromosomes and maybe the new 

chromosomes will be better. However it is good to leave some part of population 

survive to next generation. This is the reason a high (but not equal to one) crossover 

probability was used. As already mentioned, mutation is made to prevent falling GA 

into local extreme, but it should not occur very often, because then GA will in fact 

change to random search. That is the main reason why a small mutation probability 

was applied. Furthermore, roulette selection was used for the selection step and 

elitism to raise the evolutionary pressure in better solutions and to accelerate the 

evolution. 

 The size of the initial population was set to 30 chromosomes after experimentation 

in the training dataset. The termination criterion is the maximum number of 100 

generations to be reached combined with a termination method that stops the 

evolution when the population is deemed as converged. The population is deemed as 

converged when the average fitness across the current population is less than 5% 

away from the best fitness of the current population. Specifically, when the average 

fitness across the current population is less than 5% away from the best fitness of the 

population, the diversity of the population is very low and evolving it for more 

generations is unlikely to produce different and better individuals than the existing 

ones or the ones already examined by the algorithm in previous generations. 

    The particle swarm optimization (PSO) [8] algorithm is another population 

based heuristic search algorithm based on the simulation of the social behavior of 

birds within a flock. 

    In our approach PSO searches the best mathematical term’s subset for building 

the optimal classifier and the best parameters for each adaptive filtering method. Thus 

its particle is consisted of 113 variables indicating whether to include a term in the 

subset or not, plus one variable for the parameter selection of the adaptive filtering 

method. The values of the variables for the term selection range from 0 to 2. Values 

bigger than 1 indicate that this specific term should be included in the final 

classification model and the values less than 1 indicate the opposite.  

    In order to make a fair comparison with the GA search method, the initial 

population size of the swarm was set to 30 particles and the total number of iterations 

was set to 100. The termination criteria of convergence was not applied here because 

of the adaptive search behavior used in our PSO implementation which needs the total 

number of iterations to be used in order to perform in its full strength and 

effectiveness. 

As mentioned above, the convergence factor μ for the LMS adaptive filtering 

method and the forgetting factor λ for the RLS adaptive filtering method are been 

optimized through the GA and the PSO algorithms. According to the theory, the 

convergence factor μ for LMS algorithm has been selected in the range [0, 1/λmax], in 

order to guarantee convergence of the mean square error, where λmax is the largest 



eigenvalue of the autocorrelation matrix of the input x(k). Concerning RLS algorithm, 

the forgetting factor λ is chosen such that 2μ = 1 - λ, where μ is the corresponding 

convergence factor of the LMS algorithm. Hence, the values of the parameter λ are 

close to 1 and the values of the parameter μ are close to 0. 

2.4   Evaluation in the Hybrid Methodology 

The main idea of our proposed classification method is to use a heuristic method to 

find a "good enough" subset of terms in order to build the mathematical model for our 

predictor and then apply an adaptive filtering technique to find its optimal parameters. 

The search space of our problem consists of 2
113

 possible solutions and hence is 

extremely large. GAs and PSOs are heuristic methods that can deal with large search 

spaces and do not get trapped in local optimal solutions. The 113 mathematical terms 

that were used in our method were taken from 3 known nonlinear mathematical 

models, which are the Volterra Series, the exponential and the polynomial model, as 

described in [5]. 

    In our approach, a simple Genetic Algorithm and PSO were used as heuristic 

methods. Each chromosome in these methods comprises of genes that encode the best 

subset of mathematical terms to be used in our classifier. Roulette selection was used 

for the selection step including elitism to accelerate the evolution of the population in 

the Genetic algorithm. 

   The evaluation process in both heuristic techniques is described in the following 

steps: 

 For every individual of the population, use the Adaptive Filtering method 

(using the training dataset) to compute the best parameters for the subset of 

terms that arises from the individual’s genes. 

 Use the mathematical model found at the previous step to compute the 

fitness of the classifier in the validation set. 

 For every individual compute the output of the following function:  

F =  a* Gm + b*sensitivity +  c*specificity - d*terms  (2), 

where Gm is the geometric mean of sensitivity and specificity. Hence, the 

proposed method tries to produce one mathematical model that optimizes the 

combination of sensitivity and specificity measures, sensitivity and 

specificity alone and simultaneously minimize the number of mathematical 

terms to be used in the mathematical model. 

 Rank the individuals from the one having the lower fitness value to the one 

having the bigger fitness value. Using this ranking in the evaluation 

procedure, better scaled fitness scores can be achieved. 

 Give as fitness value for every individual their ranking number. For example, 

the worst individual will take fitness equal to 1, the next fitness equal to 2 

etc. 

 

    During the training we used 5-fold cross validation. 



3   Experimental Results 

    In order to evaluate the performance of each combination of algorithms we applied 

it to the dataset described in Section 2.1. In order to make a fair comparison between 

all combinations, their classification thresholds were optimized. For all methods we 

experimented running them 100 times and in Table 1, the average values for each 

combination of algorithms are presented. 

 
Table 1.  Classification performance of all possible combinations between adaptive filtering 

and heuristic algorithms. Gm is the geometric mean of sensitivity and specificity.  

 

Algorithm  

Combination 

Gm Sensitivity Specificity # of terms 

 

Kalman with GA 

Kalman with PSO 

RLS with GA 

RLS with PSO 

LMS with GA 

LMS with PSO 

IDBD with GA 

IDBD with PSO 

 

0.7911 

0.7927 

0.7826 

0.7797 

0.7012 

0.6845 

0.6704 

0.6694 

 

0.7540 

0.7568 

0.7291 

0.7308 

0.6388 

0.6418 

0.4976 

0.5516 

 

0.8302 

0.8304 

0.8400 

0.8319 

0.7698 

0.7300 

0.9033 

0.8124 

 

12.3 

39.3 

14.6 

26.1 

15.6 

38.6 

26.6 

37.3 

     

 

 

As it is clear from Table 1, Kalman Filtering algorithm when combined with the 

PSO heuristic method achieves the highest geometric mean, which is the combination 

of sensitivity and specificity. Hence, we can assume that Kalman with PSO achieves 

the highest classification performance. However, at the same time it is observed that 

the optimal mathematical models generated by Kalman with GA are the simplest ones 

concerning complexity. Particularly, classifiers generated from Kalman with GA 

algorithm have an average of 12.3 mathematical terms. While IDBD and RLS 

succeed to achieve higher specificity than Kalman algorithm, they cannot achieve a 

higher overall classification performance through the geometric mean measure, 

because of their low sensitivity values.  

In general, GAs lead to less complexity classifiers than the classifiers produced by 

PSO for all possible adaptive filtering algorithms. According to the classification 

performance, adaptive filtering techniques can be ranked from the best one to the 

worse as Kalman, RLS, LMS and IDBD. This fact can also be observed at figure 1, 

where the performance of each algorithm has been depicted based on the evaluation 

measure, as described in equation (2). The evaluation measure is a multi-objective 

measure, as it considers more than one metrics simultaneously. Kalman and RLS 

perform almost the same, but Kalman achieves a slightly higher accuracy. LMS 

algorithm is known for its computational simplicity, but RLS algorithm and Kalman 

filter have higher performance as they focus on the minimization of the mean square 

error between the desired signal and the model filter output. IDBD, which is a gain 

adaptation algorithm, fails to compete with the other algorithms. Maybe this happens 

because the learning rate of the IDBD algorithm is not optimized through the heuristic 



algorithms, but within the algorithm itself (meta-learning parameter). When dealing 

with the PPI prediction problem our first objectives are classification performance and 

interpretability and not computational complexity because of the off-line nature of the 

problem. Thus, among the local search algorithms explored in the present paper, 

Extended Kalman filters are the best solution. 

Another observation is that the results of the adaptive filtering techniques 

combined with PSO have larger variance than the corresponding algorithms combined 

with GA. This means that PSO is more unstable than GA algorithm, and hence, GA 

has a smoother convergence. Moreover, we can observe that RLS, LMS and IDBD 

have -in general- larger variance than the Kalman algorithm which is more stable. 

This fact can be attributed to the parameters that RLS, LMS and IDBD try to optimize 

through the heuristic algorithm. As a result, they have a larger search space to explore 

and the complexity of the heuristic problem rises making them difficult to converge 

using the same iterations. In the Kalman case, both GA and PSO have low variance in 

the measures’ results and PSO achieves to overcome the classification accuracy of the 

GA. 

 

Fig. 1. Evaluation value is the average of the three main measures (geometric mean, sensitivity, 

specificity), for each combination of algorithms. 1: Kalman GA, 2: Kalman PSO, 3: RLS GA, 

4: RLS PSO, 5: LMS GA, 6: LMS PSO, 7: IDBD GA, 8: IDBD PSO. 

Next, we present the classifier with the higher evaluation value (equation 2), that 

resulted from the Kalman with GA combination. We observe that there are a lot of 

nonlinear mathematical terms in the model, like exponential or polynomial, revealing 

the complexity of the real model and indicating that this classification model cannot 



be derived with simple classification algorithms. The model attributes higher 

importance to terms including the third feature x3, which is a combination of three 

distinct features. Furthermore, the third feature dominates the model, as 4 terms out of 

9 consist only of the third feature.  

 

                                                                                                                                     (3) 

4   Conclusions 

    We have studied the influence of different combinations between adaptive filtering 

techniques and heuristic algorithms on PPI prediction problem in order to produce the 

optimal hybrid method for this problem. A search space of possible mathematical 

models is been searched through the heuristic algorithms (GA, PSO) and the optimal 

parameters for each specific model are been calculated by using an adaptive filtering 

technique (Kalman, RLS, LMS, IDBD). The mathematical model resulted from the 

above process constitutes our optimal classifier. All methods were tested in a human 

protein interaction dataset extracted from the PIPS database. 

    Our research concluded that the combination of an Extended Kalman Filter 

combined with PSO – as described in Section 2.3 – gives us the highest classification 

performance. Moreover, the Extended Kalman Filter when combined with GA 

produces the less complicated classifiers. In general, PSO heuristic has a larger 

variance than GA technique, except for the Kalman algorithm where both are stable. 

In the Kalman algorithm, PSO achieves to overcome the classification accuracy of 

GA. 

In this paper, we presented a new classification framework for predicting PPIs 

combining heuristic algorithms with adaptive filtering techniques. According to the 

need of the researchers for high classification accuracy or low complex classifiers, the 

most convenient combination of algorithms can be used. Finally, we intent to use our 

method for the prediction of novel human PPIs.   
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