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Studies of the Petrov module for a family of
generalized Liénard integrable systems

Abstract. In this article we use the Lambert function in order to study
a family of integrable generalized Liénard equations Xf which display a
center. We first prove a conjugation lemma inside a continuum of nested
periodic orbits. Then we deduce an explicit operator of Gelfand-Leray
associated with the Hamiltonian of equation Xf . Afterwards, we provide
a generating family for the associated Petrov module. Finally, by using
the Lambert function, we study the monotonicity of the Abelian integral
of this generating family’s elements.
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1. Introduction

The simplified version of the second part of Hilbert’s 16th problem is related
to the least upper bound on the number of limit cycles of Liénard system of
type

ẋ = y − F (x)
ẏ = −g(x),

g(x) and F (x) are polynomials.
There are lot of works about the simplified version of Hilbert’s 16th problem
and related topics see [18, 24].

The prolongation of limit cycles in planar vector fields has been widely stud-
ied, both by analytical and numerical techniques, see for exemple [19, 20, 4,
5, 3, 9, 11]. This article deals with integrable systems which display a center
surrounded by a graph

γ = ∂D,

which is a bounded or unbounded heteroclinic or homoclinic connection. We
assume furthermore that the integrable system displays a continuum of nested
periodic orbits in the domain D. The general problem is how to prolong the
cycles that arise near the center up to the graph. This problem has been fully
investigated recently by Iliev-Gavrilov [14], 2015.
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In this article, we consider a family of integrable generalized Liénard equa-
tions of the form

ẋ = y − f(x)
ẏ = f ′(x)

(1)

where f = x2/2 + O(x3) is a polynomial function. This equation admits the
function

H(x, y) = e−y(f(x) − y − 1)

as a first integral.
In particular, the case f(x) = 1

2x
2 has been investigated recently by Jean-

Pierre Françoise and Dongmei Xiao in [12] (2015), where they propose the
use of the Lambert function. A simplification of the problem is based on an
explicit global change of coordinates which linearizes globally equation (1)
(with f = x2/2), and relies on the use of the Lambert function. As a corollary,
they find an explicit operator of Gelfand-Leray associated with the Darboux
first integral H(x, y) = e−y[x2/2 − y − 1]. Here, we generalize this result,
obtained in [12] with the following theorem:

Theorem 1. Let us consider system (1). Let f(x0) be a local minimum of
f surrounded by a continuum of nested periodic orbits, and let hmax be the
value such that the level set H(x, y) = hmax is a bounded (or unbounded)
heteroclinic or homoclinic connection which limits this continuum. Let I be
an open interval containing x0 and such that f/f ′ is analytic on I. We define
J as the interval such that (x ∈ I) ∩ (H(x, y) ∈]− 1, hmax[) ⇒ y ∈ J . Given
any analytic 1-form α = f(x, y)dx+ g(x, y)dy with ω = dα = F (x, y)dx∧dy,
its associated Gelfand-Leray 1-form relatively to H on the rectangle I × J is
given by:

η =
F (x, y)

1 + h

(

f(x)

f ′(x)

ey − 1

y
dy − ey − 1− y

y
dx

)

. (2)

The classical results on perturbation theory of integrable systems by a polyno-
mial perturbation (say of fixed degree), reduces the search field of limit cycles
in the interior period domain by finding the zeros of the so-called bifurcation
function. This bifurcation function, at the leading order of the perturbation,
is an integral along the level sets of H . These integrals are called Abelian
integral. Li and Zhang have provided in [17] a criterion which gives a suf-
ficient condition for the monotonicity of the ratio of two Abelian integrals.
This criterion is used in several papers dealing with zeros of Abelian integrals
(see [6, 7, 8, 22] for instance). Obviously, exact forms and forms proportional
to dH have zero Abelian integrals, so that Abelian integrals depend on the
class of forms in the so-called Petrov module. It represents the quotient of
the space of all forms by a subspace spanned by exact forms and forms pro-
portional to dH , introduced by Petrov in [23] (1987). Therefore the analysis
of this module is a key element to track the limit cycles which emerge from
a perturbation of an integrable dynamical system. We develop this approach
in the last section of the article.
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Outline. The outline of the paper is as follows. In Section 2 we introduce the
parameterization of the level set H = h with the Lambert function, and we
state some technical lemmas useful for the following. In section 3, we exhibit
a change of variables locally analytic which linearizes equation (1), allowing
us to prove theorem (1). In section 4, we provide an infinite-dimensional
generating family of the Petrov module, and study the monotonicity of the
Abelian integral of its elements.

2. Parameterization with the Lambert function

For the reader’s convenience, we recall here some properties of the Lambert
function. These results can be found in [1].
Let us consider the function:

f : u 7→ z = ueu. (3)

This function is locally invertible in the region of u = 0. The Lagrange
inversion theorem yields as inverse the series

W0(z) =

+∞
∑

n=1

(−n)n−1

n!
zn. (4)

This convergent series is called the principal branch of the Lambert function
[1].

Note that f displays a critical point at u = 1, hence a critical value at
z = e−1. This implies that the convergence radius upper bound is e−1. In
fact the Cauchy criterion gives that the radius of convergence is exactly e−1.
The following lemma is proved in [1] (p. 23).

Lemma 1. The Lambert function displays a square-root branching point at
point z = −e−1. More precisely, if we change variable z into p =

√

2(ez + 1),

there is a convergent series on the disc p ∈ D(0,
√
2) such that:

W0(z) = −1 + Φ(p) = −1 + p− 1

3
p2 +

11

72
p3 + ... (5)

The square-root branching point given by the principal branch of the
Lambert function W0(z) generates another analytical branch of the Lambert
function

W−1(z) = −1 + φ(−p).
The relation between the two branches W−1 and W0 near the branch point
was investigated by Karamata [16].

There is an infinity of complex branches of the Lambert function which
are solutions of the equation ueu = z. Only two, W0 and W−1, are real.
Figure 1 shows the two real branches of the Lambert function. In our case,
we only need this two real branches.
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Figure 1. The two real branches of the Lambert function
on ] − 1/e,+∞[. In blue the principal branch W0, in green
W−1.

As stated in the introduction, the integrable dynamical system (1)

ẋ = y − f(x)
ẏ = −f ′(x)

admits the first integral H(x, y) = e−y[f(x) − y − 1], for any polynomial
f(x). We suppose that f = x2/2 + O(x3). A point is called a Morse point if
and only if it is a critical point with non-zero Hessien. We have the follwing
lemma:

Lemma 2. The critical points of the Hamiltonian function H are exactly the
points (x0, y0) such that f ′(x0) = 0 and y0 = f(x0). Critical values of H are
h0 = − exp (−f(x0)/ε). The critical points of H are Morse points either of
center type (for local minima of f(x)) or of saddle type (for local maxima of
f(x)).

Proof. Lemma 2. If we choose local coordinates centered at (x0, y0 = f(x0))
by posing:

x = x0 +X
y = f(x0) + Y,

(6)

The Taylor expansion of the Hamiltonian at (x0, y0) yields:

Hε(X,Y ) = e−f(x0)

[

−1 +
f ′′(x0)

2
X2 + 2Y 2 + ...

]

(7)

and this shows the lemma. �

Note that closed level sets of the function H cannot intersect the curve
y = f(x) − 1 (which corresponds to H = 0). Since these sets must contain
a critical point of H in their interiors, the closed orbits are necessarily all
above the slow curve, in the domain union of {H = h < 0}. Furthermore, the
Morse lemma shows that all orbits close to a critical point associated with a
minimum of f are necessarily closed. The phase portrait of the Hamiltonian
of H displays nested periodic orbits around each critical point of center type.
The topological type of the level sets of {H = h} can change only when h
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Figure 2. Right: phase portrait of (1) for f(x) = (x +
1)x(x−1)(x−3/2)(x−3), left: phase portrait of (1) for f(x) =
x2/2−x4/4. The black curve represents the particular orbit
y = f(x)− 1 obtained for h = 0.

crosses a critical value. Such critical levels correspond to homoclinic or hete-
roclinic loops. In some cases, a continuum (nest) of periodic orbits bounded
by a heteroclinic loop can be included in another nest of periodic orbits as
seen below.

Setting u = −y − f(x)− 1, we obtain:

ueu =
h

e
ef(x).

Therefore, the trajectories can be divided in two parts

y+(x, h) = f(x)− 1−W−1(
h
e e

f(x)) above the curve y = f(x),

y−(x, h) = f(x)− 1−W0(
h
e e

f(x)) below the curve y = f(x).
(8)

Differentiating the expression of y(x), we verify that periodic orbits intersect
transversally the critical curve into exactly two points. Hence, we can write
that for any trajectory γ of system (1), y = f(x)− 1−W (he e

f(x)) where W
is W−1 above the curve y = f(x) and W0 below the curve y = f(x).

For any nest of periodic orbits corresponding to H(x, y) = h ∈]hmin, hmax[,
we will note x−(h) and x+(h) the points such that x−(h) < x+(h) and

y+(x
−(h), h) = y−(x−(h), h) = f(x−(h)(h)),

y+(x
+(h), h) = y+(x

−(h), h) = f(x+(h)(h)).
(9)

We have f(x±(h)) = − ln(−h).
If we consider a nest of periodic orbits surrounding a local minimum,

we can see that x−(h) and x+(h) are from either side of the local minimum.
It implies that f ′(x−(h)) < 0 and f ′(x+(h)) > 0.
If we consider a nest of periodic orbits surrounding two or more other nests
of periodic orbits, we still have f ′(x−(h)) < 0 and f ′(x+(h)) > 0. Indeed, the
nest considered has to be bounded in a local maximum or to be unbounded.
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Lemma 3. Suppose that there is a continuum of periodic orbits corresponding
to the level sets of H(x, y) = h with h ∈]hmin, hmax[. Then the functions,
h → x+(h) defined on ]hmin, hmax[ are increasing and the function h →
x−(h) defined on ]hmin, hmax[ are decreasing.

In addition, an unbounded nest, characterized by hmax = 0, leads to

lim →
h→0

x±(h) = ±∞
.

Proof. Lemma 3. To prove the monotonicity of x±(h), we differentiate the
expression of f(x±(h)) with respect to h. We get

dx+

dh
(h) = (x+)′(h)f ′(x+(h)) = −1/h > 0

and
dx−

dh
(h) = (x−)′(h)f ′(x−(h)) = −1/h > 0.

We know that f ′(x+(h)) > 0 and f ′(x−(h)) < 0. The conclusion follows.

In order to prove that lim →
h→0

x±(h) = ±∞, we just need to note that the

level set H(x, y) = h converges to y = f(x)− 1 when h goes to zero. �

With these last results, we can provide a new proof of the following proposi-
tion

Proposition 1. Let us consider a nest of periodic orbits surrounding a local
minima (x0, f(x0)). Let [−1, hmax[ be the interval such that the level sets
H(x, y) = h surrounding (x0, f(x0)) are closed for every h ∈ [−1, hmax[.
Then, the period of the limit cycle converges to 2π when the periodic orbits go
to the equilibrium point. Let T (h) be the period of the limit cycle corresponding
to H(x, y) = h. We have:

lim
h→−1

T (h) = 2π.

In addition, if hmax = 0 (that is, if the nest is unbounded),

lim
h→0

T (h) = +∞.

Proof. Proposition 1. We express T (h) with the help of the Lambert principal
branch and W−1:

T (h) =
T (h)
∫

0

dt

=
x+(h)
∫

x−(h)

1

1+W0(
h
e ex2/2)

− 1

1+W−1(
h
e e

x2/2)
dx

=
x+(h)
∫

x−(h)

F (x, h)dx.

(10)
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Since 1 ≥ 1+W0(X) ≥ 0 for all X ∈ [−e−1, 0] and that 1+W−1(X) < 0 for
all X ∈ [−e−1, 0[, it is clear that

F (x, h) > 1.

In addition, we have proved in lemma 3 that |x±(h)| goes to infinity when
h→ 0. We get lim

h→0
T (h) = +∞.

We shall now prove that lim
h→−1

T (h) = 2π. To this end, we will use the devel-

opment of the Lambert function in −e−1. We recall that, when z → −e−1,
we have:

W−1(z) = −1− p+ O(p2),

W0(z) = −1 + p+O(p2),

where p =
√

2(ez + 1). In addition, the flow of system (1) close to a center
is equivalent to the flow of

ẋ = y − x2/2
ẏ = −x. (11)

Consequently, we will study the period close to the origin for the solutions of
system (11).

We introduce l(h) =
√

−2 ln(−h). We get

T (h) =
T (h)
∫

0

dt

= 2
l(h)
∫

0

1

1+W0(
h
e e

x2/2)
− 1

1+W−1(
h
e e

x2/2)
dx

= 4
l(h)
∫

0

1√
2(hex2/2+1)

(1 +O(p2))dx

= 2
√
2

l(h)
∫

0

1√
1+h(1+x2/2+O(x4))

(1 +O(p2))dx.

(12)

Let us pose h = −1 + δ. Then, l(h) =
√
2δ(1 +O(

√
δ). It follows:

T (h) = 2
√
2

√
2δ(1+O(

√
δ))

∫

0

1
√

δ+h x2

2 +O(x4))
(1 +O(δ))dx

= 2
√
2

√
2δ(1+O(

√
δ))

∫

0

1
√

δ+h x2

2

(1+O(δ))
1+O(x4/(δ+hx2/2))dx

= 2
√
2

√
2δ(1+O(

√
δ))

∫

0

1
√

δ+h x2

2

(1+O(δ))
1+O(x3) dx

= 2
√
2

√
2δ(1+O(

√
δ))

∫

0

1
√

δ+h x2

2

(1 +O(x3)).

(13)
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Because x2/2 ≤ δ(1 +O(
√
δ)), for δ small enough, there exist two constants

C1, C2 such that:

2
√
2

√
2δ(1+O(

√
δ))

∫

0

1
√

δ+h x2

2

(1 + C1δ
3) ≤ T (h)

≤ 2
√
2

√
−2 ln(−h)
∫

0

1
√

δ+h x2

2

(1 + C2δ
3).

(14)

This integral can be directly solved using classical primitive functions:

2
√
2

√
2δ(1+O(

√
δ))

∫

0

1
√

δ+h x2

2

(1 + Cδ3)

= 2
√

2
δ (1 + Cδ3)

√
2δ(1+O(

√
δ))

∫

0

1
√

1−
(

√

|h|
2δ x

)2

=
√

2
|h|(1 + Cδ3) arcsin

(

√

|h|(1 +O(
√
δ))

)

.

(15)

We conclude that
lim

h→−1
T (h) = 2π.

�

Despite these results on the asymptotic periods, we still have no result
of monotonicity. Actually, we can prove that, in some case, the period of the
limit cycles inside a nest of periodic orbits cannot evolve in a monotonic way
with respect to h. Indeed, the following lemma can be proved:

Lemma 4. Suppose that, for h∗, one of the level set H(x, y) = h∗ is a homo-
clinic or a heteroclinic loop. Then, lim

h→h∗
T (h) = +∞.

It is well known that the period of a homoclinic loop is infinite. We can
obtain an additional proof by verifying that the singularity of

x+(h)
∫

x−(h)

1

1 +W0(
h
e e

x2/2)
− 1

1 +W−1(
h
e e

x2/2)
dx

in x+(h) and in x−(h) are not integrable if (x±(h), f(x±(h))) is an equilib-
rium point of saddle type.
A consequence of lemma 4, is that the period can not be strictly increasing
on a nest surrounding a homoclinic or heteroclinic connection.

3. A conjugation lemma
In this section, we will prove theorem 1.
We will first prove a local version of this theorem. We will provide a lo-
cal change of coordinates which linearize equation (1). Then we will de-
duce an explicit operator of Gelfand-Leray associated with the Hamiltonian
e−y(f(x) − y − 1).
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We suppose that for all h ∈ [−1, hmax[, the level sets H(x, y) = h are closed
and surround the origin. Let us define

I =]x0, x1[∋ 0, (16)

as an open interval containing zero and such that f/f ′ is analytic on I. It
means that either x0 = x−(hmax), or x1 = x+(hmax). Hence function f is
strictly decreasing on ]−x0, 0] and strictly increasing on [0, x1[. Let us define
the reciprocal of f on both intervals. We write:

u→ f−1
sg(u)(u), (17)

where sg(u) is the sign of u. We define f−1
− as the reciprocal of f on ]−x0, 0]

and f−1
+ as the reciprocal of f on ]0, x1].

Let

J =]− 1−W0(hmaxe
−1),−1−W−1(hmaxe

−1)[=]ymin, ymax[ (18)

be the interval such that for all x ∈ I and for all h ∈]− 1, hmax[,

H(x, y) = h ⇒ y ∈ J .

We recall that in a neighborhood of z = −e−1, by posing p =
√

2(ez + 1),
we have

W0(z) = −1 + Φ(p) = −1 + p+O(p2)

and

W0(z) = −1 + Φ(p) = −1− p+O(p2).

We can now state the following theorem

Theorem 2. The change of variables

F : Ω = I×]Φ−1(−ymax),Φ
−1(−ymin)[ → I × J

(X,Y ) → (x, y)
(19)

where
{

x = f−1
sg(X)[e

sg(Y )Φ(−Y )f(X)]

y = sg(Y )Φ(−Y )
(20)

is analytical and satisfies:

H(x, y) = e−y[f(x)− y − 1] = f(X) +
Y 2

2
− 1. (21)

The inverse of this application is

F−1 : (x, y) → (X,Y )
{

X = f−1
sg(x)[e

−yf(x)]

Y = T (y)

(22)

where

T (y) =







√

2[1− (1 + y)e−y] if y > 0
0 if y = 0

−
√

2[1− (1 + y)e−y] if y > 0 .

(23)
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Proof. Theorem 2 Now, let us prove that F−1 is well defined.

We define:

z :=
1

e

(

Y 2

2
− 1

)

= p−1(Y ).

By definition of Φ, for −
√
2 < Y <

√
2, we have

−(1 + y) =W0(p
−1(−Y )) = −1 + Φ(|Y |) for y < 0

and

−(1 + y) =W−1(p
−1(−Y )) = −1 + Φ(−|Y |) for y > 0.

Hence, we have ]Φ−1(−ymax),Φ
−1(−ymin)[⊂] −

√
2,
√
2[. In addition, it fol-

lows that

p−1(Y ) = −(1 + y)e−(1+y)

and that, y and Y have the same sign.

We can now verify that F−1 is well defined. We have

0 ≤ esg(Y )Φ(−Y )f(X) ≤ f(X),

therefore

f−1
sg(X)[e

sg(Y )Φ(−Y )f(X)]

is well defined.

It is clear that e−yf(x) = f(X) and−e−y(y+1) = Y 2/2−1. Hence,H(x, y) =
f(X) + Y 2/2− 1.

It follows that F−1 is the reciprocal of F : �

Let us consider the vector field defined on Ω

D = 2
f(X)

f ′(X)

∂

∂X
+ Y

∂

∂Y
.

It satisfies the relation

D.H = 2H + 2.

By computing D in the original coordinates, we obtain the following results
as the corollary of theorem 2.

Corollary 1. The vector field defined on I × R

D = 2
f(x)

f ′(x)

ey − 1

y

∂

∂x
+ 2

ey − y − 1

y

∂

∂y
.

satisfies

D.H = 2H + 2,

where (x, y) → H(x, y) = e−y(f(x)− y − 1).

We deduce an explicit expression of the Gelfand-Leray 1-form associated
with H . That is, we find a 1-form η such that for any

dα = G(x, y)dx ∧ dy,
where G is analytic, we have dα = dH ∧ η.
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Lemma 5. Let us consider the integrable generalized Liénard system (1)

ẋ = y − f(x)
ẏ = −f ′(x)

f(x) = x2/2 +O(x3),

where f(x) is a polynomial function. Let I be the open interval containing
the origin such that f(x)/f ′(x) is analytic on I. Let

α = s(x, y)dx + r(x, y)dy

be an analytic 1-form defined on I × R. We can find an analytic function F
such that

ω = dα = F (x, y)dx ∧ dy.
Its associated Gelfand-Leray 1-form relatively to H is:

η =
F (x, y)

1 + h

(

f(x)

f ′(x)

ey − 1

y
dy − ey − 1− y

y
dx

)

.

Proof. Llemma 5 The proof of the lemma 5 is obtained by showing that

ω = dH ∧ η.
We immediately get the result. �

Lemma 5 can be generalized at every nest of periodic orbits. Indeed, let
us suppose that f admits another local minimum at (x1, f(x1)). Then, this
point is surrounded by a nest of periodic orbits corresponding to H(x, y) ∈
] − 1, hmax,x1[. We can define a reciprocal of f u → f−1

sg(x1−u),x1
(u) in the

same way as we have defined f−1 in equation (17).
Let Ix1 be the interval such that f(x)− f(x1)/f

′(x) is analytical on Ix1 .
Let Jx1 be the interval such that (x ∈ Ix1) ∩ (H(x, y)) ∈]− 1, hmax,x1[⇒ y ∈
Jx1 .
The vector field defined on Ix1 × Jx1 by

Dx1 = 2
f(x)− f(x1)

f ′(x)

ey − 1

y

∂

∂x
+ 2

ey − y − 1

y

∂

∂y
.

satisfies
Dx1 .H = 2H + 2(1− f(x1)).

The GelfandLeray 1-form associated with H is still given by:

η =
F (x, y)

1 + h

(

f(x)

f ′(x)

ey − 1

y
dy − ey − 1− y

y
dx

)

.

Indeed, we still have
ω = dH ∧ η,

on Ix1 × Jx1 . In addition, for all h ∈] − 1, hmax,x1[, the function f(x)/f ′(x)
is well defined and analytical on the level set H(x, y) = h.

Let us now suppose that the nest of periodic orbits surrounding (x1, f(x1))
ends in a homoclinic loop in the same point as the nest surrounding the origin.
In this case, we have hmax,x1 = hmax as illustrated in figure 3. Let us define
interval I3 such that for all x ∈ I3 the function (f(x) − f(x1)f(0))/f

′(x) is
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analytical. For all h with hmax < h < h∗max and x ∈ I3, there is a unique
closed level set H(x, y) = h. This level set surrounds the two nests of periodic
orbits which end in H(x, y) = hmax. Let us define J3 as the interval such that
(x ∈ I3) ∩ (H(x, y)) ∈]hmax, h

∗
max[⇒ y ∈ J3.

Figure 3. In red the curve y = f(x), in blue the level set
H(x, y) = hmax = hmax,x1 , in black the level set H(x, y) =
h∗max .

We can define piecewise a reciprocal of f on I3 and

D0,x1 = 2
f(x)− f(x1)f(0)

f ′(x)

ey − 1

y

∂

∂x
+ 2

ey − y − 1

y

∂

∂y
.

satisfies

D0,x1.H = 2H + 2[1− f(x1)f(0)].

Again, the GelfandLeray 1-form associated with H is given by:

η =
F (x, y)

1 + h

(

f(x)

f ′(x)

ey − 1

y
dy − ey − 1− y

y
dx

)

.

We can proceed this way in order to prove that η is the GelfandLeray 1-form
associated with H on any nest of periodic orbits. This completes the proof
of theorem (1).

4. Petrov module associated with the Hamiltonian function
H(x, y) = e−y(f(x)− y − 1)

L. Gavrilov proved in [13] that the Petrov module of a generic Hamiltonian is
a finitely generated free C[t]-module. In our case the degree of the Hamilton-
ian H is not finite, we cannot conclude that a finite generating family of the
Petrov module exists. Nevertheless, J.-P. Françoise and D. Xiao have proved
in [12] that for f(x) = x2/2, the family of 1-form (ωj = yjdx)1≤j defines a
generating family of the Petrov module,

Ωrel = Ω1/gdH + dR,
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associated with H(x, y) = e−y(x2/2− y− 1). We can generalize this result to
any polynomial f(x) = x2/2 +O(x)3.

Theorem 3. Let us consider system (1) where f = x2/2 + a3x
3 + ... + anx

n

is a polynomial function of degree n ≥ 3.

The Petrov module,

Ωrel = Ω1/gdH + dR

is infinitely generated by the family of 1-forms

Ωn = (ωp,j = xpyjdx)0≤p≤n−2,j≥1.

Proof. Theorem 3.We refer to the relation ω ≡ ω′ if we can find two analytical
functions g and R such that ω − ω′ = gdH + dR.

• First, let us show that every 1-form xiyjdx can be written as a convergent
series of terms belonging to Ωn. We will proceed by induction on the degree
of x. Let us begin with p = n− 1:

xn−1yjdx = 1
nan

yjd(anx
n)

= 1
nan

yjd(Hey − y + 1− (x2/2 + a3x
3 + ...+ an−1x

n−1))

≡ − 1
nan

yj(x+ 3a3x
2 + ...+ (n− 1)an−1x

n−2)dx,

Therefore the property is verified for xn−1yjdx. We can now show that the
property is inductive. Suppose that for some N ≥ n−1 ≥ 2, ∀k ≤ N , xkyjdx
can be written as a convergent series of the terms of ωp,j . Then we obtain

xN+1yjdx = 1
nan

xN−n+2yjd(xn)

= 1
nan

xN−n+2yjd(Hey + y + 1− x2

3 − ...− an−1x
n−1)

= 1
nan

xN−n+2yjd(Hey + y + 1)

− yj

nan
[xN−n+3 + 3a3x

N−n+4 + ...+ (n− 1)an−1x
N ]dx.

The second term of the sum verifies the property by induction.

Let us focus on the first term xN−n+2yjd(Hey + y+1− x2

3 − ...−an−1x
n−1).

Since Hey + y + 1 is a convergent series of y and H , it is clear that there
exists a series ψ(y,H), convergent in y such that

yjd(Hey + h+ 1) = dψ(y,H).

It follows that
1

nan
xN−n+2yjd(Hey + y + 1) = 1

nan
xN−n+2d(ψ(y,H))

= d( 1
nan

xN−n+2ψ(y,H))

−N−n+2
nan

ψ(y,H)xN−n+1dx

≡ −N−n+2
nan

ψ(y,H)xN−n+1dx.

We can apply the induction principle.

• To conclude, let us show that every 1-forms xiyjdy can be written as a
convergent series of terms belonging to Ωn. We remark that ∀j, yjdy ≡ 0,
and ∀i ≥ 1

xiyjdy = 1
j+1d(x

iyj+1)− 1
j+1y

j+1xi−1dx

≡ − 1
j+1y

j+1xi−1dx.



14 Studies for a family of generalized Liénard systems

This completes the proof. �

This generating family is helpful for investigating the ability of a per-
turbed system to produce limit cycles. The question is to try to find a bound
on the number of zeros of the combinations of the integrals corresponding to
the generating family. This is related to important studies made on Tcheby-
cheff property of families of integrals ([15] and [10]).

We will now study the monotonicity of the Abelian integral for the ele-
ments of Ωn. The cubic case is of particular interest. Indeed, when perturbed,
this system presents a Bogdanov-Takens-SNIC bifurcation, introduced in [21].
Let us consider the system:

ẋ = y − x2

2 − αx3

3
ẏ = −x− αx2.

(24)

The Hamiltonian of this equation is given by H(x, y) = e−y(x2/2 + αx3/3−
y − 1) and the family of 1-form (yjdx, xyjdx)j≥1 generates the associated
Petrov module.

We define the functions of h:

h→ Ij,n(h) =
∫

H=h

xjyndx, (25)

with j ∈ {0, 1} and n ∈ N
∗. Then, we have the following proposition

Proposition 2. Let us consider system (24). For all n ≥ 1, the function h→
I0,n(h) is positive and increasing, the function h → I1,n(h) is negative and
decreasing if α > 0, is positive and increasing if α < 0.

Proof. Proposition 2 We recall that

I0,n(h) =
∫

H=h

y(x, h)ndx

=
x+
∫

x−

[f(x)− 1−W (he e
f(x))]n,

(26)
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where [f(x) − 1 −W (he e
f(x))]n means [f(x) − 1 −W−1(

h
e e

f(x))]n − [f(x) −
1−W0(

h
e e

f(x))]n. By differentiating this expression with respect to h, we get

I ′0,n(h) =
x+
∫

x−

∂
∂h ([f(x) − 1−W (he e

f(x))]n)dx

= −n
h

x+
∫

x−

W−1(
h
e e

f(x))

1+W−1(
h
e ef(x))

[f(x)− 1−W−1(
h
e e

f(x))]n−1

− W0(
h
e e

f(x))

1+W0(
h
e e

f(x))
[f(x)− 1−W0(

h
e e

f(x))]n−1dx

= −n
h

x+
∫

x−

W−1(
h
e e

f(x))

1+W−1(
h
e ef(x))

[y+(x)]n−1

− W0(
h
e e

f(x))

1+W0(
h
e e

f(x))
[y−(x)]n−1dx

= n
|h|

x+
∫

x−

∣

∣

∣

W−1(
h
e e

f(x))

1+W−1(
h
e e

f(x))

∣

∣

∣
[y+(x)]n−1

+
∣

∣

∣

W0(
h
e ef(x))

1+W0(
h
e ef(x))

∣

∣

∣
[y−(x)]n−1dx.

(27)

If n is odd, it is clear that I0,n(h) is strictly increasing because every terms
are positive.

If n is even, the function X → Xn−1 is strictly increasing on R. Let n =
2(p+ 1) be an even integer. We have, f(x) ≥ 0. We can find a lower bound
for I ′0,n(h)

x+
∫

x−

∣

∣

∣

W−1(
h
e ef(x))

1+W−1(
h
e ef(x))

∣

∣

∣
[y+(x)]n−1 +

∣

∣

∣

W0(
h
e e

f(x))

1+W0(
h
e e

f(x))

∣

∣

∣
[y−(x)]n−1dx

≥
x+
∫

x−

∣

∣

∣

W−1(
h
e ef(x))

1+W−1(
h
e ef(x))

∣

∣

∣
[−1−W−1(

h
e e

f(x))]n−1

+
∣

∣

∣

W0(
h
e e

f(x))

1+W0(
h
e e

f(x))

∣

∣

∣
[−1−W0(

h
e e

f(x))]n−1dx

=
x+
∫

x−

|W−1(
h
e e

f(x))||1 +W−1(
h
e e

f(x))|n−2

+(−1)n−1|W0(
h
e e

f(x))||1 +W0(
h
e e

f(x))|n−2dx.

We need the following lemma (proved below):

Lemma 6. For all X ∈]− 1/e, 0[ we have |1 +W0(X)| < |1 +W−1(X)|.
In addition, it is clear that |W−1(x)| ≥ |W0(x)|. It follows that I0,n is strictly
increasing for all n. Furthermore, it is easy to check that I1,n(h) = −αI2,n(h).
Hence, we obtain

I ′1,n(h) = nα
h

x+
∫

x−

x2
w−1(

h
e ef(x))

1+w−1(
h
e ef(x))

[f(x)− 1−W−1(
h
e e

f(x))]n−1

−x2 w0(
h
e e

f(x))

1+w0(
h
e e

f(x))
[f(x)− 1−W0(

h
e e

f(x))]n−1dx.

(28)

It follows that, I1,n is strictly decreasing if α > 0, increasing if α < 0.

We remark that lim
h→−1

I1,n(h) = lim
h→−1

I0,n(h) = 0. The conclusion follows. �
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Proof. Lemma 6. We just need to study the differences

(1 +W−1(X))2 − (1 +W0(X))2.

For all X ∈ [−1/e, 0[ we have

d(1+W (X))2

dX = 2(1 +W (X))dW (X)
dX

= 2
XW (X).

Therefore
d
dX [(1 +W−1(X))2 − (1 +W0(X))2] = 2

X (W−1(X)−W0(X)) > 0.

It follows that the difference is increasing. Furthermore, we have

[1 +W−1(−e−1)]2 − [1 +W0(−e−1)]2 = 0.

This last equality completes the proof of the lemma. �

The proposition 2 can be generalized to some polynomials f under few as-
sumption.

Let us consider system (1) with f = x2/2 + f̂(x) where f̂(x) = O(x3) is a
polynomial function. For all j ∈ N and n ∈ N

∗ we define the function of h:

h→ Ij,n(h) =
∫

H=h

xjyndx. (29)

We consider the nest of periodic orbits which contain the origin in their
interiors. It correspond to the level sets H(x, y) = h with h ∈ [−1, hmax[.
Let us pose xend 6= 0 the point such that the loop bounding this nest ends in
(xend, f(xend)) (thus, either xend = x−(hmax) or xend = x+(hmax)). It means
that f(xend) is the smallest local maximum close to the origin. Suppose that

f̂ ′ keeps a constant sign on the interval [x−(hmax), x
+(hmax)] .

We state the following proposition:

Proposition 3.
1) For all k ∈ N, the functions h → I2k,n(h) are strictly increasing from
I2k,n(−1) = 0 to I2k,n(hmax) > 0.

2) For the functions I2k+1,n(h) there are three possibilities:

• if the system is symmetrical, then ∀k ∈ N, I2k+1,n(h) = 0;
• if xend < 0, then, ∀k ∈ N, the function h → I2k+1,n(h) is strictly

decreasing from I2k+1,n(−1) = 0 to I2k+1,n(hmax) < 0;
• if xend > 0, then, ∀k ∈ N, the function h → I2k+1,n(h) is strictly

increasing from I2k+1,n(−1) = 0 to I2k+1,n(hmax) > 0.

Proof. Proposition 3. For all j ∈ N, we have

f ′(x)yjdx = yjd(f(x)) = yjd(hey + y + 1) ≡ 0.

By setting f(x) = x2/2 + f̂(x), we obtain

xyjdx ≡ −f̂ ′(x)yjdx. (30)

Note that x = −f̂ ′(x) for both xend and x = 0. By hypothesis the sign of

f̂ remains constant. The rest of the proof is exactly the same as in the case
f(x) = x2/2 + αx3/3. �
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Proposition 4. Let us consider the particular case where system (1) is sym-
metrical and the nest of periodic orbits is unbounded (for example take f(x) =
x2/2). Then, for all k ∈ N and n ∈ N

∗, lim
h→0

I2k,n(h) = +∞.

Proof. Proposition 4. For all k ∈ N and n ∈ N
∗ we have

I2k,n(h) = 2
x+(h)
∫

0

x2k
[

(

f(x)− 1−W−1(
h
e e

f(x))
)n

−
(

f(x)− 1−W0(
h
e e

f(x))
)n
]

dx

We take into account that h→ 0, we obtain:

I2k,n(h) = 2
x+(h)
∫

0

x2k
[

(

f(x)− 1−W−1(
h
e e

x2/2)
)n

− (f(x)− 1−O(h))
n

]

dx

= 2
x+(h)
∫

0

x2k
n−1
∑

k=0

(

n
k

)

(f(x)− 1)
k

[

(

−W−1(
h
e e

f(x))
)n−k

−O(h)n−k

]

.

Because x+(h) = f−1
+ (− ln(−h)) →

h→0
+∞ and −W−1

(

h
e e

f(x)
)

→
h→0

+∞, the

limit of I2k,n(h) when h goes to zero is +∞. �

5. Conclusion and Perspectives

In this article we focus on a class of system defining in (1). It is well known
that the zeros of Abelian integrals are related to limit cycles emerging via a
polynomial perturbation of a polynomial Hamiltonian vector field. Therefore,
the ability to differentiate such an integral with respect to h is needed to
explore the capacity of system (1) to produce limit cycles under a polynomial
perturbation. That is the purpose of the Gelfand-Leray operator, proposed in
Theorem 1, which allows us to differentiate the Abelian integral of any 1-form
with respect to h. Since the Abelian integrals depend on the class of forms in
the Petrov module, it is very interesting to know as much as possible about
the Abelian integrals of the module’s generating family. In their article [12]
J.-P. Franoise and D. Xiao provided a Picard-Fuchs equation, associated with
the functionH(x, y) = e−y(x2/2−y−1) based on the Gelfand-Leray operator.
When ω belongs to the generating family of the Petrov module, the Picard-
Fuchs equation gives the differential with respect to h of the Abelian integral,

I(h, ω) =

∫

H(x,y)=h

ω,

as a sum of Abelian integrals of the elements of the generating family. Finding
a Picard-Fuchs equation associated with the function H(x, y) = e−y(f(x) −



18 Studies for a family of generalized Liénard systems

y− 1) for any polynomial f(x) = x2/2+O(x3) can be the object of a future
work.

Proposition 3 provides a property of the Petrov module which can be
applied to study the monotonicity of the Abelin integral of a perturbation if
the integrable system (without the perturbation) verifies some assumption.

It is worth noting that the results obtained in this article can be adapted
to the slow-fast case. Which is partially done in [2]. In this article the authors
have studied canard solutions of the slow-fast system εẋ = y−x2/2−αx3/3,
ẏ = −x− αx2.
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