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Abstract it is not possible to place the camera at the desired posi-
tion, like for instance, when Iming a polar bear in the wild.
We study camera models to generate stereoscopic zoonT he second is aesthetic: it is well known that different focal
shots, i.e. using very long focal length lenses. Stereoscopidengths distort the perspective, and directors take advantage
images are usually generated with two cameras. However,of these distortions to convey emotions. One of the most
we show that two cameras are unable to create compellingfamous example in 2D is theertigo effegtcreated by Al-
stereoscopic images for extreme focal length lenses. In-fred Hitchcock in 1958 in his feature Irivertiga. In stereo-
spired by the practitioners' use of the long focal length Scopic movies too, directors should be given the opportunity
lenses we propose two different con gurations: we “get to play with the perspective distortions at will to create new
closer” to the scene, or we create “perspective deforma- narratives yet to be invented.
tions”. Both con gurations are build upon state-of-the-art Overview. In Sec.2 we introduce the notation and con-
image-based rendering methods allowing the formal deduc-cepts related to stereoscopic Iming. We illustrate the prob-
tion of precise parameters of the cameras depending on theems arising when Iming with long focal lenses. In Sec. 3
scene to be acquired. We present a proof of concept with thewe review the limitations of the existing state of the art
acquisition of a representative simpli ed scene. We discussmethods. In Sec. 4 we present the simpli ed scene we use
the advantages and drawbacks of each con guration. and in Sec. 5 and 6 we contribute two new camera models.
One toget closerto the scene and one #md perspective
deformationdo the scene. In Sec. 7 we present a proof of
1. Introduction concept for each camera model and in Sec. 8 we compare

both con gurations and conclude.
Now that technical progress has made 3D cinema and

television a reality, artists should be able to explore new
narratives, which take advantage of the optical illusion of

depth from stereopsis in the storytelling. Perceived Depth from Stereopsis.In Fig. 1 we intro-
“Zooming” means the change of a lens' focal length. duce the parameters characterizing at the same tinae-an
Lenses are either “prime” (xed focal length) or “zoom”.  quisition stereo systemnd aprojection stereo systefn0].
Most lenses equipped with a long focal length are zooms, |n the acquisition setup, the distance between the optical
because the cameraman needs to adjust the focal lengtlenters of the cametais thebaseline The cameraston-
to create the desired image frame. Thus in the paper weyergence distances H, and the plane parallel to the im-
(ab)use the word “zoom” to refer to a long focal length lens. ages at distancd is theconvergence planeThe intersec-
Zoom is one of the main limitations when shooting tion of the camera visibility frustums with the convergence
stereoscopic footage [25, 9]. The limitation arises from the plane de nes the convergence window. Its widthAs In
incompatibility between the con guration avoiding ocular the projection setup, the distance between the eyes of the
divergence, known to be a major cause of visual fatigue spectator i%. The distance between the spectator and the
[40, 37], and the con guration avoiding the “cardboard ef- screen idH °and the width of the screen W ° We assume
fect”, known to create a poor viewing experience [46, 25].  b;i#;H;H %W andWare> 0. Given the acquisition pa-
Yet zooms provide two opportunities to 2D cinematog- rameterd; H; W; we can compute the normalized disparity
raphers. The rst igo get closerto the scene. Sometimes d of an element at depth, and givend and the projection

2. Problem Statement



[ Symbol | Acquisition [ Projection |
Ci,C camera optical center eye optical center
P physical point of the scene perceived 3D point
M, M, image points oP screen points
b baseline human eye distance
H convergence distance screen distance
w convergence plane size screen size
z real depth perceived depth
d left-right disparity (as a fraction diV)

room. Thus in a controlled acquisition settirtg;, could
be slightly bigger.

Roundness Factor.n 1952 theshape ratiowvas de ned
as the ratio between depth magni catio%%) and width
magni cation of the perceived depth% or %35,) [40].
Later on, the termmoundness factohas been used [25,
Deriving Eq. 2 we obtain the expression of the roundness
factor of an element at depth

bHOW _
z(PW  bwW9 + bHWO

If the roundness factor of a scene element is smaller than
0.3, itis perceived in depth, but it appears itself as &t if
it was drawn on a cutout cardboafd5, 7]. Thus the round-
ness factor is important, as it allows to quantify the “card-
board effect”. Establishing a target roundness for a speci c
depth (e.g.z = H), allows to compute the corresponding
baseline:

P H

—_ 5
(H) RO ©
Long focal length lenses: ocular divergence vs. round-
ness. Letf = % be the normalized acquisition focal

(2)=

4

by =

Figure 1. Parameters describing the shooting and projection 9e1ength, and °= \% the normalized projection focal length.

ometries (reproduced from [10]). &ndr indicate left and right).

parameters® H % W% we can compute the perceived depth
from stereopsig®

bOHO

H) .
7 wa D

d@2)=

andz¥(d) =

Combining both terms we can compute the relationship be-normalized focal value§ = 102

tween the true depth in the 3D scenend the perceived
depth from stereopsis

zZIPH W _
zZ(PW  bWO + bHWO

292) = )

Ocular Divergence Limits. Ocular divergence happens

when both eyes look at the screen with a negative angle beParity d into a mapped disparitg® = (d) [21, 11,

tween them. Both viewing rays intersect behind the spec-
tator, i.e.z% < 0. The numerator of Eq. 2 can not be neg-
ative because; . W; H % are all positive. The denomina-
tor bHWO + z(lPW  bWO) is negative az = + 1 iif

BPW bW 0. The equality establishes the biggest non-
divergence baseline:
W
boiv = bOWOZ 3)

Note that ifPW W% < 0, only elements at depth

z> g pwo cause eye divergence in the projection

1A human can perform ocular divergence within a small rarfy8 (
1 ) [37]. For the sake of simplicity we consider the limit to e

The ratio between both focal lengths is

fio_ bdiv (6)

Several studies study the best valuesffor.e. the optimal
viewing distance with respect to the screen size [40, 2]. Ac-
cording to them it is reasonable to assuiie2 [1:4; 2:5].
However, actual long focal length lenses can easily reach
Acquiring a stereo-
scopic pair of images witlh = 10 and projecting them
with f ©= 2:5, will either create ocular divergence, or pro-
duce “cardboard effect”.

Modifying the Perceived Depth. To adapt the content
to different screen sizes, previous work propose to uis-a
parity mapping function (d) : R! R, transforming a dis-

]. We
now study how a disparity mapping function affects the per-
ceived depth from stereopsis. The disparity mapping func-
tion (d) is generally assumed to be increasing monotonic,
to avoid mapping farther objects of the scene in front of
nearer ones. Using(d) instead ofd in Eqg. 1 we obtain the
modi ed perceived depth from stereopsis

(H):

0
A= @
Pw Wz
In order to avoid ocular divergence
(d) % 8d2 R; (8)

2 For instance the “Angenieux Optimo 28-340 cinema lens” [1]



which establishes thmapped ocular divergence limiten- Image-Based Rendering (DIBR) methods, generate a vir-

straint on (d). Themapped roundness factx tual viewpoint relying on a disparity map [34] using texture
and depth information of the original images [48]. Second,
(2) = bH® %d(2)) (9)  contentaware warpseat the novel view synthesis problem
z (P WO (d(2))’ as a 2D mesh deformation problem, extensively studied in
the eld of media retargeting [44, 36, 14]. The idea is to
where OdenoteS the derivative of w.r.t. d. Note that8d, consider the image as a regu'ar grid, and Compute the gr|d
(d) needs to be differentiable. transformation preserving a set of constraints. In addition
to stereoscopic, temporal and saliency constraints [21], con-
3. Related Work straints preserving lines and planes [47] can be used, as well

as manually de ned constraints [6, 22].

Content aware warpdave two main limitations. First
they only allows moderate modi cations of the initial dis-
parity —e.g. 2or 3expansion —in order to avoid visible
stretch artifacts in the nalimages. Second it is unclear how
to blend multiple images generated with these techniques,
whereas blending is addressed in DIBR literature.

Multi-Rigging Techniques. In our approach we pro-
apose to use different cameras, each acquiring the scene with

i.e. combining their many cameras (up to 26). In that work’a different baseline, and then combine the images into the
o g y P ' nal shot (Sec. 5 and 6). Capturing one scene with sev-

authors do not explicitly address the long focal length shots,eral con gurations is callednulti-rigging [25, 10, 12]. The

and our approach to the stereoscopic zoom could be Inte'space is divided into depth regions, each acquired with a
grated in such a framework.

. . . . different con guration. Then the shots are composed de-
Blending Multiple Views. Image-based rendering 9 P

IBR) i | e i bl o ds t pending on the depth of the elements. Special care is
(IBR) ":’ a ? enop'lf: slamp |fng p';[?] em '[I b]l. ne nle?j S 10 heeded in the transition between con gurations as visible
reconstruct an optical ray from the avatiablé Sampled rays. o ica ot could appear [30]. In live action stereoscopic 3D
Unstryptured Lumigraph Renderlng [ ]est.abhshed the now Ims, green screens are used to help with the depth com-
pre:/r?lléng [h ,Id,f I]Iise'\al\edeswatﬁle prct)ﬁertlelﬁlgt all IBR. position [12], involving important human efforts. In CGI
methods shou US‘I. mlc_)ng_ em, _EEISO ution senil- (computer-generated imagery) Ims, an “empty safe area”
tivity property 3“'?“3 Inreality, Image pixels are not really with no scene objects around the compositing depths allows
measures of a single ray, but instead an integral over a set

) ; . idi isual artifact .
of rays subtending a small solid angle. This angular ex- avoiding visual artifacts [30]

tent should ideally b ted for by th deri | Non-linear viewing rays obent rays[30] can be used
en S ould iceally be accounted for by the rendering algo- 4, smoothly transition between parts of the scene captured
rithm” while theminimal angular deviatioproperty states:

“ . S . with different baselines. In fact, a multi-rig con guration
source images rays with similar angles to the desired ray can be associated with a disparity mapping functiéd).

should be used when p_ossubJeBoth can be formally de- In Sec. 6 we propose a multi-rig system and its associated
du_cgd from the uncgrtgmty of the 3D gepmetry [. ]. The (d). We propose to compute a world transformation
minimal angular deviatiorwas also empirically devised to based on , so that we can handle the multi-rig problem as

avoid v!sual art|fact§ [#2] Ir'1 our Work, we place the cam- an IBR problem in a world where the optical rays are not
eras using theesolution sensitivitandminimal angular de- straight

viation constraints.

Disparity Mapping Methods. As we saw in Sec. 2, a
clever modi cation of disparity mapping function(d) can
reduce the distortions in the 3D transformation between the To demonstrate the different possibilities to create a
acquired and perceived scenes, for instance avoiding oculastereoscopic zoom, we focus on a simpli ed layout of the
divergence or adding roundness. Disparity mapping func- scene. It consists of a main subject and a background. It
tions can be linear [19], non linear [11] or a combination is a classic scenario where zooms are used in 2D, for in-
of disparity mapping operators [21, 31]. They are usually stance to create a closeup of a soccer player focusing before
the same for all pixels in the image, but could be locally a penalty kick. The physical cameras cannot disturb the
adapted to preserve details [42]. Once the disparity is mod-performance, thus in our simpli ed scene we assume that
i ed, the novel view synthesis problem basically reduces to the cameras cannot be “on the eld”. Figure 2 illustrates a
a view interpolation problem. We can classify the methods simpli ed scene representing a player on the eld with the
in two groups. Firstdense disparity maps warps Depth- bleachers on the background. Izgtandz, be respectively

We review the domains of free-viewpoint video, blend-
ing multiple views, disparity mapping and multi-rigging.

Free-Viewpoint Video [39, 38]. The main idea ofree-
viewpoint videas that multiple images of a scene can be
projected onto a geometric proxy in order to generate new
realistic view-dependent images [18, 26, 23, 5, 41]. Most
contributions in this domain target the productions of live
events [13]. Stereoscopic images can be rendered from
standard camera con guration used for a 2D broadcast [15]

4. Simpli ed Scene
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Figure 3. Acquisition and projection of the simpli ed scene. We
Possible camera location

. . . ) . illustrate a possible mise-en-scene. The director freely chooses the
Figure 2. Simple scene with a subject of interest and a background. P y

virtual cameras (left), so that the perceived depth from stereopsis

Actual cameras can only be placed outside the eld. The dlstancein the projection room presents no distortions (right).

between the actual camera location and the subject of interest and
the background are; andz, respectively. z=0

the distance between the cameras and the subject of interest,
and the distance between the cameras and the background.
Our goal is to establish camera positiansaand parameters ‘

to render the stereoscopic images following the director's Figure 4. Two cameras with different focal lengths acquire a green

mise-en-scene. We assume the virtual and actual camera@Piect with the same resolution. The object has the same size on
have the same .image resolution both images. A red object farther away has a bigger image size in

the camera with a longer focal length.

5. Being On the Field W,
O 000 O] [0 000 0

The Mise-en-Scene. The rst stereoscopic mise-en-
scene is the unconstrained placement of the cameras if it / »
were possible: they would be on the eld. The director N —O—
freely de nes a virtual Iming con guration b,, Hy, W,) " ‘
in order to obtain the desired perceived depfiwith the e il
projection parameterd®, H%W9. In Fig. 3 we illustrate
a virtual con guration producing a linear depth mapping. 2
The goal now is how to place the actual acquisition cameras
in order to best render the virtual images. | 0 | | 5 !

The Quadri-Rig. To place the actual cameras, we use | ! | !
the minimal angular deviationand resolution sensitivity ~ Figure 5. Acquiring a part of the scene with the same resolution as
proposed by [3] and formalized by [33]. We place the ac- avirtual_ came_rawith foc_al length,. The focal_ lengtti s acguires
tual cameras one by one and proceed in two stages: we rstthe subject of interest with th_e same resolution as the virtual cam-
choose the focal length and then the camera position. Befra- The focal Ien_gtlﬁb acquires the background with the same
cause the scene can be roughly decomposed in two Iayersr,esc>IlJtlon as the virtual camera.
we propose to use two actual cameras to generate each vir-
tual view. To generate the left virtual view we propose to single depth. Elements in front (or behind) this depth have
use a camera to acquire the subject of interest and anothean increasing (or decreasing) image size, depending on the
one to acquire the background. Symmetrically, we use two distanceg; andz, as shown in Fig. 4.
cameras to generate the right virtual view. We name the By symmetry, both cameras acquiring the subject of in-

resulting camera model the “Quadri-Rig”. terest have the same focal lendgth and both cameras ac-
Choosing the Focal Length.To obtain animage ofa at  quiring the background have the same focal lerigtiisee
element with an equivalent resolution at a distanc&vith Fig. 5):
afocal lengthf , and at a distancag, with a focal lengtff, fo= fv|_ZTS andfp, = f, - Z (10)
\Y b Y

the relation between the focal lengthd js= f\,i—;. Note
that this computation is only valid for a at element at a Choosing the camera positions.Our camera position



Backg[l;ound Backgéound

[0 0 pb o O] [0 O p O O]

z z)

zs Hy Zs Hy

VIT N Viral camera disparity in the nal shot (right). Images reproduced from [28].

Vi Vi
zy [ " Virtual camera 2

of the actual depth of the scene, the provided depth descrip-
1 Fr Ty — tion establishes constraints on the perceived depth function
Figure 6. Diagram of the obtained camera positions for the z(z) (Eq. 2) and the roundness factor functida) (Eq. 4).
“Quadri-Rig”. Left: the cameras acquiring the subject are Our goal now is to translate the depth and roundness
aligned with the position of the subject of interesind the virtual  factor constraints into a (potentially) multi-view acquisition
camerag’ . The cameras acquiring the backgrowficare aligned device. The 6 parameters #f{(z) from Eq. 2 arelf; H; W)
w?th the center of the backgr_ourpj atr)1d the virtual cameras’. and ¢ H % W 9. Assuming the projection parameters xed,
Right: Whens, p andv, are alignede;’ andcf are equal. thenz%z) has only three degrees of freedom left. Specify-
ing more than three constraints creates an over-determined

goal for the actual cameras can be stated as the positiorPYStem, i-€. 0ne acquisition setting is not enough.
minimizing theangular deviatiorbetween the optical rays The rst constraint on our setting is the fo%‘?‘l length of
of the virtual camera and the actual camera capturing thet® camera, chosen to createothe 2D frame: - Then,
scene element. To avoid the need of a geometric estimate oP€ depth constraimf(z) = zg together with a roundness
the acquired scene elements, we assume them to be pun&onstraint (ze) =

¢ fully constrain the acquisition setup.
tual. Then the actual camera position minimizing amgu- Similarly, if the convergence distance is kept constant for
lar deviationis the one ful lling the epipolar consistency

all constraintsz(H) = H?9 then only a depth or roundness
the camera is aligned with the optical center of the virtual COnstraint xes the acquisition baseline. We may thus need

camera and the position of the element to render (see Fig. 6)3S Many acquisition cameras as constraints.

The remaining question is how to choose the point repre- 1 "€ Tri-Rig. For a generic scene containing many ele-
senting the acquired scene element. A natural choice seem§'€Nts, it becomes unreasonable to use as many cameras as
to select the center of the subject as its simpli ed 3D po- depth constraints. But a scene with a low number of con-
sition. The center of the subject of interest can be easnystralnts can be acquired with a small number of cameras. In

approximated as the center of gravity of the 3D subject's OUr simpli ed scene layout with two ele!'nents,_a constraint
points seen by the camera. Similarly, the center of the back-for the depth and roundness of the subject of interest, and a

ground can be chosen as the center of the background seefiepth constraint on the background, result in a three camera
by both images. con guration: the Tri-Rig
We choose the camera set by the director to establish the

6. Distort the World! 2D frame as the leftmost camera. Then, the second cam-
era is chosen so that the subject of interest is perceived
We now propose a novel camera model inspired by the at the desired depth with the desired roundneSgy) =
2D-to-3D conversion methods, where the director estab-z0; (zs) = ). For example, choosingy = H;zqH) =
lishes multiple depth and roundness constraints on an ini-H%and s = 1, de nes the baseline between the left most
tial 2D frame (see Fig. 7). We study i) how they translate camera and the second ongng = b°$. This con gura-
into multiple acquisition settings, and ii) how to combine tion also establishes the convergence window width and dis-
the acquired images into the nal stereoscopic effect. tance W; H) that we will keep x. Then the third camerais
The Mise-en-Scene.First the director chooses the 2D placed so that the perceived depth of the background is the
frame of the image, by placing a camera on the possible lo-desired onezX(z) = z0). For example, usingq1 ) = 1
cation area and adjusts the focal length to frame the subjecto avoid ocular divergence givég, = bo%.
of interest. Then, for each relevant element of the scene at Reference baseline and disparity mapping.We have
depthz., the director speci es the expected perceived depth now acquired three images and we need to compose them
in the projection roonz%z.) = z. In addition, the direc-  into a stereoscopic pair. The initial director's image is used
tor may also specify the expecteaindness factoof each as the leftmost image. Now we need to render a right image
element, i.e. (z¢) = . Although at the time of the stereo- following the director's constraints. Notice that while in
scopic mise-en-scene the director is most probably unawareghe “Being on the eld” approach we had virtual cameras

[ 1T N ] [ l

|
[ o 4 J [ ccf P ¢ |




. . v
(d) (d) p
i ZO JUUU T TR U TP TR UUURR UUUTTRTT
Smallest disparity Smallest disparity -
in the scene in the scene
i (p) 0
j ﬁé‘ Z e pP——— .p
P P
Identity Identity r(P) (9
Reference Reference
Background disparity Background disparity u UO

Figure 8. Disparity mapping function(d) examples. Left: (d)

expanding the disparity range near the zero disparity, i.e. the sub-
ject of interest depth. Disparity values after the expansion are com-
pressed and the disparity values of the background are preserved. C Cr ) ) N
Right: (d) compressing the disparity range for the background Figure 9. The proposed world distortionas the composition of:

values. Disparity values at the convergence depth are preserved. the projection ofp to u, the image warp o de ned by (d),
and the backprojection of into p°. Left: Top view scheme of the

scene. Right: function composition graph.
establishing the cameras to be rendered, in this case we do
not know where the camera to be rendered is. Furthermore,
the target image cannot be obtained with a standard pinholecludes the element with a higher disparity value. Similarly,
camera. We thus describe the image formation process ofvhen computing the inverse warp, two image poinfsand

the target view with the composition of two functions. u9, may be warped into poinis; andu, having the same
First, a functiond(z) transforms scene depth values  X- and y-coordinates. Thus, to rst warp the image and then
into disparity valuesl, and then alisparity mappingunc- reconstruct the 3D points can not be done by storing the
tion (d) transforms the acquired disparitidsnto the de- ~ warped values in a classical single planar buffer. Some el-
sired ones. To de ne the depth to disparity functidiz) ements of the buffer will be empty, whereas other elements

we need aeferenceacquisition setugh, ; H, ; W, ), which will have multiple assignments. A special pipeline should

can be arbitrarily chosen among any director's constraint. be implemented. However, as the occlusion handling in the
Then, each supplementary constrain is taken into account byender engines such as OpenGL [45] has been optimized
de ning acontrol pointon the (d) function. A depth con-  over the years for standard pinhole camera projections, we
straintzqze) = 22 constrains (d), whereas a roundness Wwould like to take advantage of the actual rendering tech-

constraint (z¢) = . constrains (d) and %d). Once all ~ niques. Hence we propose not to apply the disparity map-
control pointsset, the nal continuous function(d) canbe  ping (d) inthe images, but to distort the world accordingly
computed with any interpolation technique exactly interpo- With a function : R® 1 R3 before the pinhole cam-
lating the control points and its derivatives [31, 21{d(z)) era projection. With this pipeline we can compute the de-
must be differentiable, otherwise the roundness factor is notsired image warps with a classic depth occlusion handling,
be de ned. The shape of(d) varies depending on tiref- and, we will also be capable to compute angles between the
erence baselineln Fig. 8 we show two functions obtained Vviewing rays, as required by [3].
using eithefyy or boung as reference. Originally the disparity mapping function was intro-
Blending multiple images and the world distortion. duced to operate in image space, as the main applications
Once is de ned we can theoretically compute the warps targetted post-production [21, 11]. However, if we are at

from the input images into the target image and use [33] the acquisition stage, we can introduce a world deformation
to render the images. Even though the blending weights based on . In Fig. 9 we illustrate the construction of the
of [33] can be computed as they only rely on the image proposed world distortion. Let us consider two cameras,
transformation, it is unclear how to compute the weights for the left atc, and the right at,, de ning a reference setup
the method proposed by [3], as they rely on angles between(ly ; H,; W, ). A pointp = (x;y;z) in the original scene is
optical rays which are affected by thefunction. projected into the right image poiat= (u; v; d(z)), where
Moreover, the actual implementation of the warps be- d(z) is obtained by usingh ;H,; W,) in Eq. 1. The im-

tween the input and target images needs special attentionage poinu is then mapped inta®= (u®%v; (d(z))) using
as the occlusion handling in this process is also affected bythe prede ned (d). Then a 3D poinp® = (x%y%z9% can

. Two geometric elements; andp, projected at two dif-  be reconstructed as follows. It's z-coordinate is obtained as
ferentimage locations; andu,, may have the same image zY (d(z))) using(ky;H,;W,) in Eq. 1. Then we still need
coordinates after the disparity mapping warp. The visibility to de ne x°andy®to obtain the 3D distortion of the world
test, also known as z-buffering, should use the nal dispar- . As the frame of the left camera is chosen by the direc-
ity mapped valuesP instead of the depth of the element to tor, a natural constraint on(p) is that bothp andp®project
the camera. The element with a lower disparity value oc- on the same point on the left camera. This way, the image



b) d)
Figure 11. The “Quadri-Rigblender legadataset images. a) and
b) is the virtual stereoscopic pair. ¢) and d) are the images acquired
C with the background cameras. e) and f) are the images acquired
with the subject of interest cameras.

Ci Cr
Figure 10. Computing angles between viewing rays to render the
image pointu® with the camera; . The direction of the viewing _ _ _
ray de ned byu®andp®is undistorted usin@  *. The angle leftimage | rightimage
between the undistorted ray apdandc; can be computed. [3] | 33.93 288 33.94 290
[33] | 34.00 287| 34.02 288
Table 1. Numerical results for the synthetic dataset. We compare
of the left camera is unaffected by the geometry distortion, [3] and [33]. The rst value is PSNR (bigger is better), the second
and (p) = pQis fully de ned. Let us point out that if (d) value is DSSIM in units 010 * (smaller is better). The best value
is strictly increasing and differentiable, ther(p) * exists is highlighted in bold.
and is well de ned.
With the proposed world distortion, angles between the
desired optical ray and the input camera ray can be com-
puted as illustrated in Fig. 10. Given a poirfton the ref-
erence image, its 3D poipf in the distorted world can be
computed. Then the desired viewing ray in the distorted
world can be undistorted using tile  * evaluated at the
depth ofp® The undistorted ray can now be compared to the
ray betweerp andc;, wherep is the undistorted version of
p® andc; the optical center of the input view. The weights
of the method proposed by [3] can now be computed.
With the proposed world distortion we extend the dis-
parity mapping problem into a more general image-basedrigure 12. First row: stereoscopic pair obtained from the Quadri-
rendering problem. In practice(x) can be ef ciently im- Rig with [33]. Second row: closeups of the rendered views. As
plemented with a vertex shader. While our approach distortsthe background is not a plane, large areas in black are not acquired
the world to obtain straight viewing rays to properly handle by any actual camera (compare with Fig. 15).
occlusions, the distorted world should not be used to com-

pute any geometric values, such as angles or distances, as | bet th 4 truth virtual i dith
for instance, illumination techniques relying on them would values between the ground truih virtialimages and the ren-
lead erroneous results. dered ones using [3] and [33]. Because of the low number

of images, all methods yield very similar results. This result
is coherent with the results obtained in [32]. The difference
in the blending weights has no signi cant impact on the ren-
We present proofs of concept of the proposed approacheslered images when few images are used. The high PSNR
on a synthetic datasetlender legpwhere the exact camera and low DDSIM values obtained with the synthetic dataset
parameters and the exact geometry of the scene are knownshow that the rendered images at visible locations are ac-
Quadri-Rig. To demonstrate the quadri-rig we rendered curate. In the rst row of Fig. 12 we reproduce the stereo-
6 images (see Fig.11). The left and right virtual images scopic pair rendered with [33]. Because the background of
were rendered at the desired virtual positiensandv, . the scene is purely at, large regions visible in the virtual
These images were used as ground truth for comparisorviews are not acquired by any of the four actual cameras.
with the rendered images. The other four images of the The closeups in Fig. 12 show these occlusions.
dataset correspond to the “Quadri-Rig” con guration: two Tri-Rig. To demonstrate the “Tri-Rig” we rendered three
images of the cameras acquiring the subject and two imagewiews of theblender legadataset (see Fig. 13) The used
of the cameras acquiring the background. erence baselinés boung and the disparity mapping func-
In Table 1 we present the PSNR and DSSIM computed tion (d) has the shape illustrated in Fig. 8 right. Figure 14

7. Proofs of Concept



Figure 13. The “Tri-Rig” images of thblender legodataset. a)
and b): left and right images acquiring the background. a) and c):
left and right images acquiring the subject of interest.

Figure 15. First row: Right images rendered from the Tri-Rig with
[3] (left) and [33] (right). No noticeable difference is visible be-

Figure 14. The world distortion for the “Tri-Rigblender lego . ) X . -
L L tween the images. Second Row: Occluded regions in the “Tri-

dataset. Left: original 3D scene. Right: Distorted 3D scene. The _.~, - . L .
Rig”. Few pixels around depth discontinuities are not acquired by

background depth is compressed, so that further elements create a o
) o . any camera (compare with Fig. 12).
smaller disparity in the nal rendered image.

acquired by a source camera. Indeed, the perceived qual-
Eg'ty of a stereoscopic pair of images is close (and sometimes
equal) to the quality of the best of both images [35]. Thus

illustrates the world distortion created by(x). The sub-
ject's depth is preserved, while the background elements ar

pulled forward to decrease their disparity values on the nal . :
having the raw output of the camera as the left view pro-

image. Inthe rst row of Fig. 15 we show the nal rendered ides the highest lit ible. M ilustrated
images using [3] and [33], which, visually, do not present vides the highest quality possibie. Vloreover, as liustrate

any noticeable difference. In the second row of Fig. 15 we in Fig. 12, large areas needed by the target images of the

show closeups of the regions in the rendered images, whicH‘Quad”'R'g" may not be acqqlred by any of the f.our ?Ct“a'
ameras. Although these regions could be lled in using an

are not acquired by any source image. These regions ar inti thod th lusi ;
very small compared to the large black areas obtained with!NPaINting metho “[ o ] these occlusion regions
are smaller in the “Tri-Rig” setup, as shown in Fig. 15.

the “Quadri-Rig” approach shown in Fig. 12. Moreover, nthi Kth del ith asi
let us recall that the left image of the target stereoscopic n this work the camera modes target a scene with a sim-
ple layout. Nevertheless the proposed camera models are

pair is the original one, i.e. it does not suffer at all of oc- ) d be extended t ith | t
cluded regions. As the target image does not correspond tgleneric and can be extended o scenes with more elements.
gor each new relevant element in the scene, a new pair of

a perspective camera, we do not have a reference image t ded. H in the “Tri-Ria” all

compare with, and thus we can not numerically evaluate thecamehras atrr? neede f' ?\;vevet;; asllltr;1 Ieft f-Rig-a c]fam-h

obtained results. Our approach distorts the world to obtajn €7as nave ne same focal lengih, all Ine Ielt cameras ot eac
con guration can be the same. Thus, given a scene with

straight viewing rays and properly handle occlusions. How- S oo
9 gray broperty N  2relevant elements, the “Quadri-Rig’s complexity is

ever, the distorted world should not be used to compute an . L
P yZN , Whereas the “Tri-Rig"s complexity il + 1.

metric values, such as angles or distances. For instance; B f the ad  the “Tri-Riq" with
rendering techniques such as illumination, relying on met- ec?use o.t 9? vantqges ofthe “[ri-Rig" wit refpe_ct
to the “Quadri-Rig”, the director could also use the “Tri-

ric values, should not be computed in the distorted world as ~. "™ ) : .
Rig” with the intention toget closerto the scene. In this

they would lead to erroneous results. L : .
case, similarly to the use of a zoom in 2D, the perspective
distortions would be a consequence, not the intention.
Future work should address the validation of the images
In this paper we addressed the problem of generatinggenerated by the “Tri-Rig”. As we do not have a reference
stereoscopic images with long focal lenses. We have illus-image to compare with, we could not assess the relevance
trated why multiple cameras are needed and deduced twamf the proposed camera model. We believe that a subjective
different camera models, the “Quadri-Rig” and “Tri-Rig”. evaluation of the obtained results should be conducted in
Each model is inspired by the intention of the director, ei- the future to assess the proposed approach. One possibility
ther toget closerto the scene or to add aesthgtierspec-  to evaluate if the “Tri-Rig” is capable to create compelling
tive deformatiorto the scene. Although the mise-en-scene stereoscopic images would be to conduct a user study. The
of each method is very different, we compare both cameraobservers would be presented with images generated with
models to highlight their advantages and aws. the “Tri-Rig” and images generated with disparity mapping
A key advantage of the “Tri-Rig” with respect to the methods using only two images [21, 47, 11]. The observer
“Quadri-Rig” is that one of the images, i.e. the left one, is could then choose if one is preferred, or equal preference.

8. Discussion and Conclusion
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